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Abstract 

Photochromic molecules are widely studied and developed for their many potential 

applications. In this context, it exists a considerable chemical space to explore for the 

optimization of the required properties and a necessity to understand the impact of their 

incorporation in devices. To these ends, cheap and reliable computational methods can be 

powerful tools to steer synthetic developments. As ab initio methods remain costly for any 

extensive studies (in term of size of the system and/or number of molecules), semi-empirical 

methods like Density Functional Tight-Binding (TB) could offer a good compromise between 

accuracy computational cost. However, these approaches necessitate benchmarking on the 

families of compounds of interest. Thus, the aim of the present study is to evaluate the accuracy 

of several key features calculated with TB methods (DFTB2, DFTB3, GFN2-xTB, and LC-

DFTB2) for three sets of photochromic organic molecules, namely azobenzene (AZO), 

norbornadiene/quadricyclane (NBD/QC) and dithienylethene (DTE) derivatives. The features 

considered here are the optimized geometries, the difference in energy between the two isomers 

(ΔE), and of the energies of the first relevant excited states. All the TB results are compared to 

those obtained with DFT methods and state-of-the-art electronic structure calculation methods: 

DLPNO-CCSD(T) for ground states and DLPNO-STEOM-CCSD for excited states. Our 

results show that, overall, DFTB3 is the TB method leading to the best results for the geometries 

and the ΔE values and can be use alone for these purposes for NBD/QC and DTE derivatives. 

Single point calculations at the r2SCAN-3c level using TB geometries allow circumvent the 

deficiencies of the TB methods in the AZO series. For the electronic transition calculation, the 

range-separated LC-DFTB2 method is the most accurate TB method tested for AZO and 

NBD/QC derivatives in close agreement with the reference.  

 



1 – Introduction  

 Molecules able to undergo reversible photoisomerization (photochromes) continue to 

attract a wide attention for their use in molecular solar thermal storage (MOST), molecular 

switches, motors or for memory storage.1,2,3,4,5,6,7,8,9 To be efficient, these molecules must 

satisfy several key properties such as: large isomerization quantum yields, significant thermal 

stability of both isomers, photoisomerization in the range of a photon energy that depends on 

the application and high energy difference between the two isomers (for energy storage in 

particular). Designing a molecule to increase the performance of one property can lead to a 

decrease in performance of another. For instance, for MOST applications, the 

photoisomerization should occur upon irradiation of photons of energy ranging from 1.5 to 3.5 

eV (corresponding the most intense solar radiations reaching the earth surface) while limiting 

the size of the photochromes to preserve its storage energy density (ideally above 0.3 

MJ/kg).10,11  

 In these contexts, a variety of photochromes have been considered such as 

azobenzenes,12 spyropyrans,13 diarylethenes (DTE),14 or norbornadiene/quadricyclane 

(NBD/QC).15 Although many studies have been conducted to find molecular structures with 

optimized performance, the chemical space to explore remains extremely vast. In this regard, 

computational methods can offer a valuable approach to narrow this space down by providing 

insights into structure-properties relationships and thus providing synthetic targets. 

Additionally, in many applications, the conception of devices necessitates to incorporate or 

immobilize the photochromic molecules within/on a diversity of support (polymer, carbon 

nanotube, graphene, metal nanoparticles…). This key step can influence the intrinsic molecular 

properties.16,4,5,3,17 Thus, a fast and cheap quantum theoretical tool appears to be an appealing 

solution to perform high-throughput computational screening, to study larger systems and 

account for the environment (neighboring molecules, grafting support, solvent, counterions...) 

of the active photochrome units in the computational study .  

 Density functional theory (DFT) methods remain today very costly or even inapplicable 

for such demanding computational studies. Thus, a good compromise between DFT and 

classical molecular mechanics methods is to apply quantum semi-empirical methods. Among 

the wide range of available semi-empirical methods, density functional tight-binding (TB) 

approaches are particularly interesting tools considering the accuracy of the results versus its 

computational cost. 18,19,20,21 These methods rely on the Taylor expansion of DFT energy using 

a reference electronic density, the sum of neutral atomic densities, and a density difference term 



to tackle atomic charge transfer. Methods such as self-consistent-charge density-functional 

tight-binding (DFTB2)18 are based on a second order expansion of DFT energy while methods 

such as DFTB319 or GFN2-xTB (XTB2)20 are based on a third order expansion. In this 

framework, the semi-empirical parameters in DFTB2 and DFTB3 are pair-specific and 

precomputed using first-principals DFT methods while an element-specific strategy with large 

fit set is used in the XTB2 method. 

 While TB methods would in principle allow to explore the photoreaction pathway 

(reaction barrier but also lifetimes of isomers) with a lower computational cost and to include 

dynamical effects,22 this remains today remains out of the scope as state of the art wave-function 

calculations are often necessary to tackle these issues with a satisfying accuracy.23 To this day 

the use of TB methods has been mostly limited to ground state and vertical excitations of 

molecules. These methods have for instance recently been applied by Koerstz et al. to study 

photochromic molecular in a high-throughput computational screening study using Grimme’s 

XTB220 method in combination with machine learning and DFT in order to screen over 260 

billions of substituted dihydroazulene/vinylheptafulvene for MOST applications.24 

Additionally, property predictions from DFTB218 calculations have been evaluated and 

compared to those obtained by DFT (using hybrid functionals) for azobenzene and NBD/QC 

derivatives (10 compounds in each series) by Szabo et al.25 They reported a better correlation 

of the energy differences between the two isomers in the norbornadiene series than in the 

azobenzene series when comparing DFTB2 to DFT: these values being globally largely 

overestimated for the NBD/QC and underestimated for the azobenzenes. However, a variation 

of up to 40 kJ/mol in the calculation of this quantity with various DFT methods is observed, 

indicating that DFT itself may not be an accurate reference for such properties. To allow a more 

systematic use of TB methods to design new organic photochromes, there is a need for a more 

systematic and broad testing of their accuracy for various types of chemical compounds, both 

for their ground and excited states. The necessary step to do so is to consider whether the 

accuracy of TB methods is acceptable with respect to highly accurate quantum methods or 

experimental results. Secondly, the magnitude of error of the calculated physical values 

associated with the studied properties need to be known. In this context, the identification of 

the origin of an error in a computational scheme, arising from the geometrical arrangement or 

from the electronic features, is a precious information.  

To this end, we have evaluated the accuracy of several TB methods by focusing on three 

relevant features of photochromes, i.e., their geometries, the energy difference between their 

two isomers, and their electronic excitation energies. We have focused our study on three 



families of the most popular photochromes which are sufficiently different in their structure to 

be representative of the chemical space of organic photochromes. The first series contains 

eleven azobenzene (AZO) derivatives (Figure 1a) in their trans and cis configuration. AZOs 

are used in a wide range of applications ranging from material science to biological chemistry 

and do present appealing features for MOST.2,12,26 The second selected series is composed of 

twelve NBD/QC derivatives also presenting interesting potentiality in MOST (Figure 

1b).2,27,15,28 The third series is built from sixteen DTE in their open or closed forms. DTE 

molecular switches are used in molecular electronics or to conceive memory devices (Figure 

1c).14 For each series, we will first focus on assessing the quality of the optimized geometries 

of the two isomers obtained with TB methods (and at the DFT level for comparison purposes) 

versus state-of-the-art DLPNO-CCSD(T) electronic structure calculations. The errors on the 

difference in energy between the two forms, ΔE, is the second relevant information which will 

be considered. In the same way, we will assess the accuracy of the Time Dependent (TD-) 

DFTB method for the calculation of vertical excitations (UV-Visible absorption), compared to 

wave-function DLPNO-STEOM-CCSD reference values.  

 

 
Figure 1. Non substituted molecular structures of the two isomers of a) AZO, b) NBD/QC, c) 

DTE derivatives.   

 

2 – Methodology and Computational details  
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 Throughout this study, the accuracy of several TB methods are evaluated, namely 

DTFB2 (mio parameters),18 DFTB3 (3ob parameters),19 GFN2-xTB (XTB2)20 as well as the 

range separated LC-DFTB2 (ob2 parameters)29 for the excited states calculations. In all DFTB2 

and DFTB3 computations, the effect of Grimme’s D3 dispersion corrections30 is also tested. 

The TB results are also compared to DFT results, using the PBE, B3LYP functionals with D3 

corrections and range separated CAM-B3LYP functional for the excited states 

calculations.31,32,33 The recently developed composite method r2SCAN-3c which has been 

reported to produce accurate geometries and energies at a reduced computational cost is also 

included in this comparison.34  

 

The geometries of all systems are optimized using the above-mentioned methods (M). 

The optimized geometry (OG) obtained employing the method M is referred as OG(M), and 

the calculated total energy of this OG(M) geometry calculated using the method M is labelled 

as E(M/OG(M)).  

To provide a state-of-the art reference, the energy of all the optimized structures are 

then calculated using the Domain Based Local Pair Natural Orbital Coupled Cluster Singles 

Doubles and perturbative Triples method (DLPNO-CCSD(T)).35 This method was chosen as 

the reference in the present study as it leads to results close to those obtained with CCSD(T) 

which is considered as gold standard for electronic structure calculation of organic molecules. 

The mean absolute deviation between DLPNO-CCSD(T) with respect to canonical CCSD(T) 

is reported to be less than 1.7 kJ/mol.36 The OG(M) are compared by calculating their total 

energies at the DLPNO-CCSD(T) level (reference method) and are denoted thereafter 

E(CCSD(T)/OG(M)) for compactness. The lowest energy structure at the reference DLPNO-

CCSD(T) level among all those obtained for a given isomer is labelled as MinG. By this mean, 

we assess the quality of all optimized geometries (OG(M)) (of the same isomer) by comparing 

their DLPNO-CCSD(T) energies (E(CCSD(T)/OG(M))). This also allows estimating the 

deviation of the structure through their energy difference with the best estimate 

(E(CCSD(T)/MinG)):  

E(CCSD(T)/OG(M)) – E(CCSD(T)/MinG). 

In the following, this procedure is used to define the mean errors on the geometries obtained 

with each method M for each family of compounds. 

 To complement the energy-based analysis, root-mean-square deviations, using Kabsch 

algorithm,37,38 and mean bond length differences between each structure, OG(M), and the 

minimum energy structure, MinG, are calculated for both forms of the photochromes. Other 



specific bond lengths, angles or dihedral angles are also analyzed depending on the family of 

compound. 

 

 The ΔE value is determined as the difference in total energy between the low-energy 

and the high-energy isomer. ΔE(M/OG(M)) is thus the ΔE value calculated with the method M 

for both geometry optimization and energy estimation:  

ΔE(M/OG(M)) = Elow(M/OG(M)) – Ehigh(M/OG(M)). 

To quantify the errors of each method in the determination of ΔE, two additional ΔE are 

considered:   

ΔE(CCSD(T)/MinG) = Elow(CCSD(T)/MinG) – Ehigh(CCSD(T)/MinG), 

which corresponds to the energy difference using DLPNO-CCST(T) energies at the minimum 

energy structures, thus representing our best estimate of ΔE.  

ΔE(CCSD(T)/OG(M)) = Elow(CCSD(T)/OG(M)) – Ehigh(CCSD(T)/OG(M)), 

which corresponds to the ΔE calculated at the DLPNO-CCSD(T) level at the geometries 

optimized using the method M. 

 

This protocol is applied for all the electronic structure methods mentioned above. The 

analysis of the results is based on the following differences:  

• ΔE(M/OG(M)) – ΔE(CCSD(T)/MinG) is the subtraction of the difference in energy 

between the two isomers (ΔE) while using i) optimized geometries and energies 

calculated at level M and ii) the energies at the DLPNO-CCSD(T) level with the 

minimum energy geometries representing the most accurate estimation of ΔE. This 

gives an estimation of the errors on the ΔE with respect to this reference value. 

• ΔE(M/OG(M)) – ΔE(CCSD(T)/OG(M)) is the subtraction of the ΔE calculated using 

the isomers geometries optimized with the method M (OG(M)) and the energies 

calculated at i) the level M and at ii) the DLPNO-CCSD(T) level. This gives an 

estimation of the errors on the ΔE restricted to energy consideration only. 

• ΔE(CCSD(T)/OG(M)) – ΔE(CCSD(T)/MinG) which represents the difference between 

the ΔE calculated at the DLPNO-CCSD(T) level at with the geometries from the method 

M and those with the best estimate geometries for each system (MinG). This thus 

indicates if the structures calculated with the method M could be used to evaluate the 

ΔE accurately using DLPNO-CCSD(T), in the case where method M do not provide 

reliable energies. 



To complement the assessment of TB accuracy, we evaluate an alternative 

computational scheme which combines TB geometry optimizations and low-cost DFT energy 

calculations. This approach consists in performing single point calculations at the PBE or 

r2SCAN-3c level using TB geometries. The accuracy of this approach is then evaluated by the 

same protocol, i.e. considering the ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG), 

where again OG(M) refers to the geometries obtained using TB methods.  

It has to be noted that the ΔE provided in this study do not include the zero-point 

vibration, thermal corrections to the enthalpy, nor the entropy as our aim is to compare 

electronic energies with the gold standard DLPNO-CCSD(T) method for which these 

corrections are not available. Computed ΔE values were compared to experimental values when 

available. 

 

The electronic excited states of all the systems are computed using TB methods, more 

precisely the Time Dependent formalisms, TD-DFTB239 and its range separated version, TD-

LC-DFTB2 29 (when needed parameters are available). The DFTB2-D3 geometries are used in 

both cases. TD-DFT calculations at the PBE and B3LYP levels as well as using the hybrid 

range separated functional CAM-B3LYP were performed for comparison purpose.33 Note that 

TD-DFT calculations with CAM-B3LYP were performed using the B3LYP geometries. The 

analysis of the TD-TB and TD-DFT electronic excited state accuracy is based on the 

comparison to the first five excited states calculated at the DLPNO-STEOM-CCSD 

method.40,41,42,43 

 

Computational details 

 

DLPNO-CCSD(T), DFT and XTB2 calculations were performed using ORCA 5.0 

program package.44 DFTB2 and DFTB3 calculations were performed using DFTB+ software.45 

The def2-TZVP basis set 46 for all PBE, B3LYP and CAM-B3LYP calculations. In addition, 

the RI (PBE and r2SCAN-3c) or RIJCOSX (B3LYP and CAM-B3LYP) approximations were 

used to accelerate the SCF procedures. 47,48 The atom-pairwise dispersion correction with the 

Becke-Johnson damping scheme (D3BJ) was included except for r2SCAN-3c which already 

includes dispersion corrections. 30 The cc-pVTZ basis set and the tightPNO settings were used 

for all DLPNO-CCSD(T) calculations.49,50,51 For the AZO and NBD/QC series, the DLPNO-

STEOM-CCSD calculations the def2-TZVP basis set were used. Due to the larger size of the 

DTE compounds, the def2-TZVP(-f) basis set was preferred in this series. For all geometry 



optimizations presented, a vibrational frequency calculation was performed to ensure that the 

obtained structures were indeed energy minima within each method.  

 

 

3 – Results and discussion 

 

 

3.1 – Azobenzene derivatives 

 
Figure 2. Studied structures for the AZO series. 

 The set of studied AZO structures is presented in Figure 2. We have selected the pristine 

azobenzene (1a), four para-di-substituted ones (1b-1e),52 as well as the ortho-di-substituted 

azobenzene with hydroxyl groups 1f able to form hydrogen bonds with the nitrogen atoms 

aiming at stabilizing the trans isomer. 1g is a parent system of azobenzene for which one 

benzene is replaced by a OH-substituted naphthalene and the other one by a purine group. 

Additionally, three arylazopyrazoles (1h-1j)53 and a tri-substituted azobenzene (1k) were 

included as they might be of interest for the long half-life of the cis isomer (a few days to about 

1000 days).53,54 
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Geometries 

The mean errors and standard deviations in energy of each optimized structure 

calculated at the DLPNO-CCSD(T) level (E(CCSD(T)/OG(M)) with respect to the minimum 

energy structure (E(CCSD(T)/MinG) are presented in Figure 3. The errors with respect to the 

lowest structures are homogeneous for each method within the series except for 1g and 1k. In 

these cases, the errors are about 3 to 4 times larger than for the rest of the series with DFTB2(-

D3) methods, and about 2 to 3 times larger for DFTB3(-D3) and XTB2. These two molecules 

are thus removed from the statistical analysis and discussed separately. For 1g, this discrepancy 

can arise from H-bonds between the H(-O) and the bridging N being non-negligibly 

overestimated by TB methods (by 0.3 to 0.2 Å). In the case of 1k, the trans isomer is calculated 

to be close to planar when optimized with TB methods while steric hindrance (due mostly to 

the OMe groups) induces significant bending of the structures at the DFT levels. The 1k cis 

isomers show the largest deviations of the dihedral angles for all TB methods (Figure 4, bottom 

right). The methods which are leading to the lowest energy structure for both isomers are 

B3LYP and r2SCAN-3c followed very closely by PBE. DFTB3 and DFTB3-D3 results are 

close to those obtained at the PBE level (less than 8 kJ/mol higher) but with a slight increase in 

the standard deviation. On the other hand, the structures calculated at the DFTB2, DFTB2-D3 

and XTB2 levels are about 10 kJ/mol higher in energy than their PBE counterparts. While the 

structures calculated with DFT methods lead to similar error for both isomers, the cis 

geometries calculated with TB methods deviate more strongly from the reference than the trans 

ones. This difference in error for cis/trans remains rather small, less than 3 kJ/mol, with all TB 

methods.  

 

 



Figure 3. Mean error and standard deviation of E(CCSD(T)/OG(M)) with respect to 
E(CCSD(T)/MinG) for the AZO series. 1g and 1k are excluded and their deviations are reported 
with a green “+” and a red “×”, respectively. 

 Root mean square deviations (RMSD), bond length differences, N-N bond length 

differences, and three relevant dihedral angles differences (cis isomer, see Figure 5) between 

each structure and the minimum energy structures are shown in Figure 4. As expected, in most 

of the cases, the analyses of these geometric parameters are consistent with the results of 

E(CCSD(T)/OG(M)) – E(CCSD(T)/MinG) (Figure 3). Indeed, the largest deviations in terms 

of RMSD and bond length differences from MinG geometrical arrangement correspond to 

higher DLPNO-CCSD(T) energy structures. However, the lower RMSD and the mean bond 

length differences found for the XTB2 geometries compared to the DFTB3(-D3) results are 

unexpectedly not leading to lower energy structures. While the energies for the trans isomers 

are comparable for these methods, those of the cis isomers are calculated to be much less stable 

(by about 15 kJ/mol) at the XTB2 level compared to DFTB3(-D3). XTB2 predicts shorter N-N 

bond lengths in the cis isomer than all other tested methods, explaining this deviation.  

 

  



  
Figure 4. Top left: RMSD between each structure and the minimum energy structure (MinG). 
Top right: Mean bond length difference between each structure and MinG. Bottom left: N-N 
bond length difference between each structure and MinG, the lines, boxes, and whiskers denote 
the median, interquartile range, and the 5th and 95th percentiles, respectively, the circles show 
the values outside of the latter range (note that these details are transferable to all boxplots in 
this study). Bottom right: dihedral angles difference between each structure and MinG in the 
cis isomer (see figure 5 for details about the definition of the angles). 

 

 
Figure 5. Representation of the investigated dihedral angles: φN-N = (1,2,3,4)(  = torsion along 
the N-N axis, φ1 = (2,3,4,5)(  and φ2 =  (3,4,5,6)(  = torsions between the phenyl planes and the 
central unit. 

    

ΔE values 

The calculated ΔE(CCSD(T)/MinG) values for the AZO series are reported in Figure 6 (right). 

These values correspond to the difference in total energy calculated in vacuum at 0 K and 

therefore it can only be considered as an approximation of experimental trans-cis ΔE (no 

estimation of the isomerization barrier in this study). For azobenzene (1a), This calculated value 

is quite close to the reported value of ΔE with -49 kJ/mol (Olmsted et al.)52 vs -51 kJ/mol (this 

work). Noticeably, the ΔE for 1k is calculated at +1 kJ/mol, the cis isomer being slightly lower 



in energy than the trans one. The inclusion of the thermal corrections, ZPE, and entropy 

corrections at the B3LYP level leads to a corrected ΔG of -2 kJ/mol. Experimentally, NMR 

measurements of DMSO solution of 1k in the dark reveals that only the trans isomer is present. 

Our calculations suggest that the cis isomer is very close in energy at least in vacuum.54 

 

The deviation between the ΔE calculated for the geometries optimized at the level M 

and the one calculated at the DLPNO-CCSD(T) level for the minimum energy structures 

(MinG) is reported in Figure 6 (left). One can clearly see from the ΔE(M/OG(M)) – 

ΔE(CCSD(T)/MinG) deviations that all TB methods largely underestimate the ΔE in almost all 

cases, a conclusion that was also recently reported for DFTB2 by Szabo et al. for similar AZO 

compounds.25 The largest deviations from the medians are found for 1g and 1k in line with 

important geometry deviations observed between the MinG and the TB arrangements for those 

systems. The ΔE(CCSD(T)/MinG) calculated for 1g is the largest of the series and present the 

most underestimated ΔE(M/OG(M)) value with TB methods (about 60 kJ/mol, Figure 6 right). 

On the other hand, the ΔE(M/OG(M)) of 1k, possessing the smallest ΔE(CCSD(T)/MinG), is 

overestimated by all TB methods. Overall, the largest errors are found when using XTB2, but 

the distribution of errors for this method is the closest to the median within all TB methods. 

One can also see that all DFT methods lead to much better ΔE(M/OG(M)) with respect 

ΔE(CCSD(T)/MinG). 

A similar trend is observed for ΔE(M/OG(M)) – ΔE(CCSD(T)/OG(M)) deviations. This 

indicates that the large errors obtained with the TB methods are ultimately not driven by 

deviations in the geometries, but are mostly induced by a poor evaluation of the relative total 

energy of the trans / cis isomers. This conclusion is confirmed by the analysis of 

ΔE(CCSD(T)/OG(M)) – ΔE(CCSD(T)/MinG) deviations: using DLPNO-CCSD(T) to 

calculate the total energy of the TB structures lead to errors mostly below 10 kJ/mol in all cases. 

In this framework, DFTB3(-D3) geometries give the best distribution of ΔE. As it was reported 

for the geometries, the inclusion of D3 corrections do not lead to significant differences in 

DFTB2 and DFTB3 DE values.  



  

Figure 6. Left: Distribution of ΔE(M/OG(M)) – ΔE(CCSD(T)/MinG) in blue, ΔE(M/OG(M)) 
– ΔE(CCSD(T)/OG(M)) in orange and ΔE(CCSD(T)/OG(M)) – ΔE(CCSD(T)/MinG) in green 
for the azobenzene series. See figure 4 for details about the boxplots. Right: 
ΔE(CCSD(T)/MinG) corresponding to the reference trans-cis energy difference. 

 The geometries optimized at the TB level can therefore be used to evaluate ΔE using 

DLPNO-CCSD(T). However, this electric structure method is much more expensive than any 

GGA or hybrid functional and prohibitive for large systems (over 100 atoms). As r2SCAN-3c 

and PBE functionals both allow to access to the electronic structure with a low computational 

cost, they were also used to conduct single point calculations using the optimized-TB 

geometries. The resulting ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(PBE or r2SCAN-3c/OG(PBE 

or r2SCAN-3c)) and ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) are shown in 

Figure 7. The distribution of errors are below 10 kJ/mol in all cases. Within this mixed 

calculation scheme, the best results are found for DFTB3(-D3) geometries when using 

r2SCAN-3c for the electronic structure calculations. 



  
Figure 7. Left: Distribution of the errors of ΔE(r2SCAN-3c/OG(M)) – ΔE(r2SCAN-
3c/OG(r2SCAN-3c)) and ΔE(r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) for the AZO series. 
Right: Distribution of the errors of ΔE(PBE/OG(M)) – ΔE(PBE/OG(PBE)) and 
ΔE(PBE/OG(M)) – ΔE(CCSD(T)/MinG) for the AZO series. See figure 4 for details about the 
boxplots. 

 

The first relevant vertical electronic excitation of both isomers of AZOs were computed 

with the different methods. Energies and the oscillator strength of the excited state 

corresponding to the first maximum absorption (FMA) obtained with TD-DFTB2, TD-LC-

DFTB2, PBE, B3LYP, CAM-B3LYP and DLPNO-STEOM-CCSD are shown in Figure 8 (the 

first five excited states are compared in Figure S1). For the trans isomer, this excited state 

corresponds to the first π-π* transition and for the cis isomer it corresponds to a n-π* transition. 

CAM-B3LYP is the DFT functional which leads to excited states that are in average in best 

agreement with DLPNO-STEOM-CCSD as reported in Table 1. In almost all cases, the energies 

and the oscillator strengths of the excited states calculated at the DFTB2 level are very close to 

those obtained at the PBE level. LC-DFTB2 energies and oscillator strengths are very close 

(but slightly higher) to those calculated with CAM-B3LYP, except for the first excited state of 

the trans isomer which corresponds to a dark n-π* transition (see SI). Humeniuk et al. already 

showed that the energies of the n-π* states where underestimated at the LC-DFTB2 level 

compared to the well described π-π* states.55  

 



 
 

 
 

Figure 8. First intense singlet excited state energies and oscillator strength of the AZO series in the trans (left) and 
cis (right) isomer form calculated using DFTB2, LC-DFTB2, PBE, B3LYP, CAM-B3LYP, and STEOM-DLPNO-
CCSD (see Methodology section for details). 

 

Table 1. Mean absolute errors on energies (eV) and oscillator strength of the first maximum in 
absorption (FMA) with respect to the one calculated with STEOM-DLPNO-CCSD for the AZO 
series. 

 DFTB2 LC-DFTB2 PBE B3LYP CAM-B3LYP 

 trans cis trans cis trans cis trans cis trans cis 
FMA 0.51 0.17 0.23 0.16 0.62 0.38 0.25 0.12 0.10 0.13 
f 0.08 0.04 0.14 0.02 0.11 0.03 0.05 0.02 0.06 0.02 

 

 As a more specific illustration, the simulated UV-visible spectra of the trans and cis 

isomers of 1a are shown in Figure 9. The excited states description (principal monoexcitations, 

electronic excitation energy and oscillator strength) as well as the relevant molecular orbitals 

are given in the SI (Table S5 and S6). These results reveal that the nature of the first excited 

states of azobenzene are identical for all levels of theory used here. A recent experimental study 

on the absorption properties of the trans and cis azobenzene gives an absorption maximum in 

methanol at 3.96 eV and 4.43 eV, respectively.56 When accounting for a bathochromic shift due 

to the solvent, these values are in line with LC-DFTB2, CAM-B3LYP and DLPNO-STEOM-

CCSD results. This makes LC-DFTB2 the most accurate TB method to describe vertical 

electronic excitations in AZO derivatives.  

 



 
 

 

Figure 9. Simulated UV-Visible spectra of the trans (left) and cis (right) isomers of 1a calculated using DFTB2, LC-
DFTB2, PBE, B3LYP, CAM-B3LYP, and STEOM-DLPNO-CCSD (see Methodology section for details, 
convolution with gaussian functions with a full-width at half-maximum of 0.2 eV). 

 

 

The study of AZO derivatives using TB methods can be summarize as follows: 

• The best geometries are obtained with DFTB3(-D3) among the set of studied TB 

methods, 

• All tested TB methods fail at predicting satisfyingly ΔE (large underestimation), 

• However, combination of TB methods for geometry optimization (DFTB3(-D3)) and 

single point calculations at relatively low-cost DFT levels (PBE and r2SCAN-3c) lead 

to a good estimation of the ΔE and appears as an appealing alternative, 

• LC-DFTB2 gives remarkably good results for the calculation of electronic excited states 

and can be considered as the TB method of choice for AZO derivatives optical 

properties. 

 

3.3 – NBD/QC derivatives 

 



 
Figure 10. Studied structures for the NBD/QC series. 

 

The set of NBD/QC structures studied here is presented in Figure 10 and were 

developed by the group of Moth-Poulsen. Eight of these structures (2a-2e) possess a cyano 

group in R position and different substitutions in R' position: a phenyl (2a), a phenylalkynyl 

(2b), a p-methoxyphenyl (2c), a p-dimethylaminophenyl (2d) and a 2-thiophenyl (2e).27 Three 

additional R' substitutions were added two complete the set with a p-thiophenol-alkynyl (2f), a 

p-thiophenol (2g) and a p-ethylphenyl (2h) as R' substituents. The last four compounds of the 

series (2i-2l) contain a phenyl or a cyanophenyl in R, and phenyl, aminophenyl and 

methoxyphenyl in R’ position.55 The experimental energy storage of 2a and 2d were found to 

be -122 kJ/mol and -103 kJ/mol, respectively, which is about twice as large as what is observed 

in azobenzene derivatives.27 

The mean errors and standard deviations along this set of molecules calculated at the 

DLPNO-CCSD(T) level (E(CCSD(T)/OG(M)) with respect to the minimum energy structures 

(E(CCSD(T)/Min) are presented in Figure 11. As for the AZO series, the DFT methods lead to 

the lowest energy structures for both forms with the least deviation obtained with B3LYP and 

r2SCAN-3c followed very closely by PBE. Here, DFTB3 and DFTB3-D3 results are only 2 

kJ/mol higher in energy for the NBD and 4 kJ/mol higher for the QC. The energies of the 

structures calculated at the DFTB2, DFTB2-D3 and XTB2 are comparable and about 11 kJ/mol 

higher than E(CCSD(T)/MinG). The errors with respect to the lowest structures (MinG) are of 
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similar magnitude for both isomers at a given method. The variations are similar within the 

series, contrarily to the AZO series in which large deviations were found for 1g and 1k . This 

can be explain by the fact that this NBD/QC series is chemically more homogeneous. The 

accuracy of the structures obtained for the NBD and the QC forms are similar, with a 2 kJ/mol 

change in error for TB methods and with a 1 kJ/mol change for DFT methods. 

 

 
Figure 11. Mean error and standard deviation of E(CCSD(T)/OG(M)) with respect to 

E(CCSD(T)/MinG) for the NBD/QC series. 

 

RMSD, mean bond length differences (especially the difference in the C-C bond 

involved in the closing from NBD to QC), and a dihedral angle (ϕ, represented in Figure 13) 

difference between each structure and the minimum energy structures are shown in Figure 12. 

All TB methods show RMSDs in the QC form about three time higher than the ones in the NBD 

forms. This can be explained by the difference observed on the values of the dihedral angle 

compared to that of the minimum energy structures in the QC form. Indeed, this dihedral angle, 

between the QG core and phenyl moiety, is systematically calculated to be smaller for all TB 

methods compared to DFT methods. Overall, the mean bond length differences follow nicely 

the mean errors observed for the energies (see Figure 11). Interestingly, while the energy 

deviations for structures calculated at the PBE level are very small, the RMSD, mean bond 

length differences, and to a lesser extent, the dihedral angle differences are close to the ones 

obtained using TB methods. An accurate description of the closing C-C bonds is thus a key 

factor to obtain low-energy structure. 

 



  

  
Figure 12. Top left: RMSD of chosen geometric parameters between each structure and the 
minimum energy structure (MinG). Top right: Mean bond length difference between each 
structure and MinG. Bottom left: the two closing C-C bond length differences between each 
structure and MinG. Bottom right: dihedral angle difference between each structure and MinG 
(see figure 15 for details about the definition of the angles). See figure 4 for details about the 
boxplots. 



 
Figure 13. Illustration of the dihedral angle: φ corresponds to the dihedral angel between atoms 
1, 2, 3 and 4 (atoms 3 and 4 always from the phenyl unit, even when a CC triple bond is present 
in group R’). 

 

The calculated ΔE(CCSD(T)/MinG) values for the NBD/QC series are reported in 

Figure 14. The computed ΔE are in good agreement with the available experimental ΔG for 2a 

and 2d, with -108 vs -122 kJ/mol and -111 vs -103 kJ/mol, respectively. The comparison of the 

calculated ΔE using each electronic structure methods (M) with respect to the ΔE calculated at 

the DLPNO-CCSD(T) level using both the structures obtained with method M and the 

minimum energy structure (MinG) is reported in Figure 14 (left). From ΔE(M/OG(M)) – 

ΔE(CCSD(T)/MinG) values, one can see that DFTB2 largely overestimates ΔE and that XTB2 

largely underestimates it. On the other hand, the ΔE calculated at the DFTB3(-D3) levels are 

remarkably close to the ΔE(CCSD(T)/MinG) and even outperform the PBE, B3LYP and 

r2SCAN-3c. 

As for the AZO series, the same trend is observed for ΔE(M/OG(M)) – 

ΔE(CCSD(T)/OG(M)) for all methods. This indicates that the large errors obtained using 

DFTB2(-D3) or XTB2 is not primarily due to deviations in the geometries calculated with these 

methods rather to the poor evaluation of the NBD-QC relative energies as confirmed by the 

ΔE(CCSD(T)/OG(M)) – ΔE(CCSD(T)/MinG) values. This demonstrate that using the TB 

geometries with DLPNO-CCSD(T) single points lead to homogeneous deviations of the ΔE 

values, below the 10 kJ/mol error. This is observed for all tested TB methods including 

DFTB3(-D3). As in the AZO series, for DFTB2 and DFTB3, the inclusion of D3 corrections 

do not lead to significant differences. 

 

 



 
 

Figure 14. Left: Distribution of the errors of ΔE(M/OG(M)) – ΔE(CCSD(T)/MinG) in blue, 
ΔE(M/OG(M)) – ΔE(CCSD(T)/OG(M)) in orange and ΔE(CCSD(T)/OG(M)) – 
ΔE(CCSD(T)/MinG) in green for the NBD/QC series. See figure 4 for details about the 
boxplots. Right: ΔE(CCSD(T)/MinG) corresponding to the electronic energy of the NBD form 
minus that of the QC form. 

 

Interestingly, using the DFTB3(-D3) method both to optimize the geometries and to 

calculate ΔE returns satisfying results in the NBD/QC series which was not the case in the AZO 

molecules. This is not true for DFTB2(-D3) and XTB2 methods, though their geometries can 

be used for an electronic structure calculation at the DLPNO-CCSD(T) level. As for the AZO 

series, we thus computed ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(PBE or r2SCAN-3c/ OG(PBE 

or r2SCAN-3c)) and ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) for all TB 

methods (Figure 15). Overall, the best energy results are obtained when using r2SCAN-3c to 

calculate the energy (median error of less than 10 kJ/mol) after a TB geometry optimization. 

DFTB3(-D3) is the best TB choice for optimizing the NBD/QC geometries as in the AZO 

series. 

 



  
Figure 15. Left: Distribution of the errors of ΔE(r2SCAN-3c/OG(M)) – ΔE(r2SCAN-
3c/OG(r2SCAN-3c)) and ΔE(r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) for the NBD/QC 
series. Right: Distribution of the errors of ΔE(PBE/OG(M)) – ΔE(PBE/OG(PBE)) and 
ΔE(PBE/OG(M)) – ΔE(CCSD(T)/MinG) for the NBD/QC series. See figure 4 for details about 
the boxplots. 

 

Energies and oscillator strengths of the first intense electronic excitation were computed 

at the TD-DFTB2, TD-LC-DFTB2, PBE, B3LYP, CAM-B3LYP and DLPNO-STEOM-CCSD 

levels for both isomers. The main results are gathered in Figure 16 (the first five excited states 

are compared in Figure S2). Note that 2e, 2f and 2g could not be investigated with LC-DFTB2 

due to the absence of parameters for sulfur. The first excited state of all NBD molecules 

corresponds to a π-π* transition including the four carbon atoms that are involved in the NBD 

to QC isomerization, regardless of the method. These excitations are largely dominated by a 

HOMO-LUMO transitions. In the case of the QC isomers, the electronic excitation that is 

mainly described by the HOMO-LUMO transition also corresponds to a π-π* transition. It has 

to be noted that it is not necessarily the first excited state (see Table S3, S7 and S8). As in the 

AZO series, CAM-B3LYP is the functional leading to excited states that are in average in best 

agreement with DLPNO-STEOM-CCSD as presented in Table 2. LC-DFTB2 calculations lead 

to excited state energies and oscillator strengths relatively close to those calculated at the 

DLPNO-STEOM-CCSD and CAM-B3LYP levels. As in the AZO series, the energies of the 

electronic excited states calculated at the DFTB2 level are very close to those obtained at the 

PBE level. 



 

 

 
 

 
 

Figure 16. First intense singlet excited state energies and associated oscillator strengths of the NBD/QC series in the 
NBD (left) and QC (right) forms calculated using DFTB2, LC-DFTB2, PBE, B3LYP, CAM-B3LYP, and STEOM-
DLPNO-CCSD (see Methodology section for details). 

 

Table 2. Mean absolute errors (eV) of the first maximum absorption (FMA) with respect to 
STEOM-DLPNO-CCSD one at the B3LYP geometries for the NBD/QC series. 

 DFTB2 LC-DFTB2 PBE B3LYP CAM-B3LYP 
 NBD QC NBD QC NBD QC NBD QC NBD QC 
FMA  0.59 1.16 0.22 0.24 0.80 1.24 0.45 0.67 0.11 0.21 
f 0.15 0.23 0.13 0.07 0.14 0.23 0.08 0.16 0.04 0.08 

 

We illustrate these performances by analyzing the simulated UV-visible spectra of the 

NBD and QC form of 2d which are shown in Figure 17. Additionally, the excited state 

descriptions, principal monoexcitations, excitation energy and oscillator strength) as well as the 

relevant molecular orbitals are presented in Table S7 and S8. The nature of the first excited 

state of 2d NBD is of the same nature for all the level of theory used and it is also the state 

responsible for the first intense absorption peak. However, the order of the other excited states 

depends mostly on the type of method used, i.e. range separated or non-range separated (see 

Table S7 and S8). For 2d QC, the electronic excitation which is described by a HOMO to 

LUMO transition is the maximum absorption peak and either the first or the second electronic 

excitation depending on the method. Experimentally, the first maximum absorption band for 

the NBD form of 2d in toluene is measured at ca. 3.1 eV and at ca. 4.1 eV for the QC form.27 



When accounting for a bathochromic shift due to the solvent, these values are in line with CAM-

B3LYP and DLPNO-STEOM-CCSD results. LC-DFTB2 overestimates this excitation energy 

in both cases. As it can be seen in Figure S2, this overestimation is systematic along the series 

of NBD/QC, but more or less pronounced depending on the compound. 

 

 

 
 

 
 

Figure 17. Simulated UV-Visible spectra of the trans (left) and cis (right) isomers of 2d calculated using DFTB2, 
LC-DFTB2, PBE, B3LYP, CAM-B3LYP, and DLPNO-STEOM-CCSD (see Methodology section for details, 
convolution with gaussian functions with a full-width at half-maximum of 0.2 eV). 

 

From this investigation of TB performances to tackle norbornadiene/quadricyclane 

derivatives, the main conclusions are: 

• The best geometries are obtained with DFTB3(-D3), 

• DFTB2 and XTB2 fail at predicting ΔE (large overestimation and underestimation, 

respectively), 

• DFTB3 lead to very good prediction of ΔE which allows to perform TB-only 

investigations (DFTB3 / DFTB3(-D3)) 

• As for the AZO series, single point calculations at DFT levels using TB methods 

geometries lead to a good estimation of the ΔE especially using r2SCAN-3c. 

• LC-DFTB2 gives better estimation of excitation energies compared to DFTB2 but with 

larger errors than for the AZO derivatives (overestimation of excitation energies). 

 

 



 

3.4 – DTE derivatives 

  

 

 

 
Figure 18. DTE compounds under study represented in their open form. 

 

The set of DTE structures studied is presented in Figure 18. We have selected a wide 

range of structural motives to be representative of the diversity of compounds synthetized in 

the DTE family.57 Because of the absence of parameters for fluor in the mio set of DFTB2 

method, the fluorinated structures were limited to four systems, 3m-3p, for which DFTB2 level 

could not be tested.  

The mean errors and standard deviations of each structure calculated at the DLPNO-

CCSD(T) level (E(CCSD(T)/OG(M)) with respect to the minimum energy structure 
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(E(CCSD(T)/MinG) are presented in Figure 19. As for the other series, the methods leading to 

the lowest energy structures for both forms are B3LYP and r2SCAN-3c followed very closely 

by PBE. DFTB3(-D3) and XTB2 results are about 15 kJ/mol higher than the minimum energy 

structures. Interestingly, both forms (open and closed) show very similar errors which was not 

the case in the two first series. DFTB2(-D3) deviates strongly from the minima, resulting in 

energies of the open and closed form 30 kJ/mol and 20 kJ/mol higher than E(CCSD(T)/MinG) 

respectively. For the non-fluorinated systems, the largest errors for all TB methods are obtained 

for the systems containing a nitrogen in the central five-membered rings (3d, 3f and 3g), as it 

was noted also in the AZO series. For the fluorinated systems, DFTB3(-D3) performs worse 

than the rest of the tested systems with errors close to 30 kJ/mol for both forms. This 

underperformance is however not observed using XTB2. 

 

 
Figure 19. Mean error and standard deviation of E(CCSD(T)/OG(M)) with respect to 

E(CCSD(T)/MinG) for the DTE series. 

Root mean square deviations (RMSD), mean bond length differences, difference in the 

distance between the two reacting carbon atoms (C-C), and errors on a dihedral angle (depicted 

in Figure 21) are shown in Figure 20. All TB methods show much larger RMSDs in the open 

form compared to the ones in the closed forms. The reactive C-C distances in the open form 

show much larger deviations than, especially for DFTB2(-D3) methods. On the other hand, the 

errors on the dihedral angle are much smaller for all TB methods in this series compared to the 

two previous ones. The closed DTE are obviously very rigid structures, but while rotation of 

the arms is possible for open isomers, the p conjugation of the core is enough to restrain dihedral 



angles in this case. Overall, the mean bond length difference evolution follows the observation 

made on the mean errors observed for the energies apart from the PBE results, as previously 

noted in the NBD/QC series.  

  

 
 

Figure 20. Top left: RMSD between each structure and the minimum energy structure (MinG). 
Top right: Mean bond length difference between each structure and MinG. Bottom left: 
difference in the distance between the two reacting carbon atoms (C-C) between each structure 
and MinG. Bottom right: dihedral angles difference between each structure and Min (see Figure 
21 for details about the definition of the angle). See figure 4 for details about the boxplots. 



 
Figure 21. Illustration of the dihedral angle: φ corresponds to the dihedral angle between 

atoms 1,2,3 and 4. 

 

The calculated ΔE(CCSD(T)/MinG) values for the DTE series are reported in Figure 22 

(right). The comparison of the calculated ΔE using each electronic structure methods (M) with 

respect to the ΔE calculated at the DLPNO-CCSD(T) level using either the structures obtained 

using method (M) for geometry optimization, or the minimum energy structure (MinG), is 

reported in Figure 22 (left). From ΔE(M/OG(M)) – ΔE(CCSD(T)/MinG), one can see that 

DFTB2(-D3) and DFTB3(-D3) perform very well and slightly outperforming PBE, B3LYP and 

r2SCAN-3c. This is particularly significant considering the diversity of the molecular structures 

in this set. The failure of XTB2 which largely underestimates ΔE appears clearly in this series. 

The very small errors obtained when calculating ΔE(XTB2/OG(XTB2)) – 

ΔE(CCSD(T)/OG(XTB2) reveals that the error is not due to geometry optimizations but to the 

calculated energies. Indeed, the results of ΔE(CCSD(T)/OG(XTB2)) – ΔE(CCSD(T)/MinG) 

lead to results equivalent to those obtained at the DFTB3(-D3) levels and are better than the 

DFTB2(-D3) values. The D3 corrections moderately improve the DFTB2/DFTB3 results. 

 



 
 

Figure 22. Left: Distribution of the errors of ΔE(M/OG(M)) – ΔE(CCSD(T)/MinG) in blue, 
ΔE(M/OG(M)) – ΔE(CCSD(T)/OG(M)) in orange and ΔE(CCSD(T)/OG(M)) – 
ΔE(CCSD(T)/MinG) in green for the DTE series. See figure 4 for details about the boxplots. 
Right: ΔE(CCSD(T)/MinG) corresponding to the reference DE values. 

DFTB2(-D3) and DFTB3(-D3) methods can be used alone to calculate ΔE values in the 

DTE series with a satisfying accuracy. As we just showed, this is not the case for the XTB2 

method. However, geometries calculated at this level do provide very good results when the 

electronic structure is calculated at the DLPNO-CCSD(T) level. As for the other two series, 

ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(PBE or r2SCAN-3c/ OG(PBE or r2SCAN-3c)) and 

ΔE(PBE or r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) for all TB methods as presented in 

Figure 23.  Here, as DFTB2(-D3) and DFTB3(-D3) originally slightly outperform both PBE 

and r2SCAN-3c, this mixed approach leads to slightly larger errors than using these TB 

methods alone. However, it is still a reasonable approach when combined with XTB2 geometry 

optimization for both PBE and r2SCAN-3c with median errors within 10 kJ/mol.  



  
Figure 23. Left: Distribution of the errors of ΔE(r2SCAN-3c/OG(M)) – ΔE(r2SCAN-
3c/OG(r2SCAN-3c)) and ΔE(r2SCAN-3c/OG(M)) – ΔE(CCSD(T)/MinG) for the DTE series. 
Right: Distribution of the errors of ΔE(PBE/OG(M)) – ΔE(PBE/OG(PBE)) and 
ΔE(PBE/OG(M)) – ΔE(CCSD(T)/MinG) for the DTE series. See figure 4 for details about the 
boxplots. 

 

Energies and oscillator strengths of the first intense excited state computed at the TD-

DFTB2, PBE, B3LYP, CAM-B3LYP and DLPNO-STEOM-CCSD levels for both isomers are 

given in Figure 24 (the first five excited states are compared in Figure S3). Note that LC-DFTB2 

is excluded from this comparison as the parameters set does not contain a sulfur. The first 

electronic excitation is a π-π* HOMO-LUMO transition both in the closed and the open forms, 

for all DTE. As for the other series, CAM-B3LYP is the DFT functional leading to excited 

energies that are in average in best agreement with DLPNO-STEOM-CCSD as presented in 

Table 3. DFTB2 suffers from the same underestimation of the excited states energies as in the 

AZO and NBD/QC series. 

 

 



 
 

 
 

Figure 24. First intense singlet excited state energies and oscillator strength of the DTE series in the open (left) and 
closed (right) forms calculated using DFTB2, PBE, B3LYP, CAM-B3LYP, and STEOM-DLPNO-CCSD (see 
Methodology section for details). 

 

Table 3. Mean absolute errors (eV) on the first maximum absorption (FMA) and oscillator 
strength with respect to STEOM-DLPNO-CCSD at the B3LYP geometries for the NBD/QC 
series. 

 DFTB2 PBE B3LYP CAM-B3LYP 
 open closed open closed open closed open closed 
FMA  1.43 0.64 1.20 0.59 0.62 0.22 0.10 0.12 
f 0.34 0.03 0.27 0.04 0.23 0.04 0.06 0.06 

 

As an illustration of the performance of the different methods, we analyze in detail the 

simulated UV-visible spectra of the open and closed form of 3c (Figure 25). The excited states 

description (principal monoexcitations, excitation energy and oscillator strength) as well as the 

relevant molecular orbitals are presented in Table S9 and S10, respectively. For both isomers, 

the natures of the frontier molecular orbitals are similar regardless of the level of calculation. 

However, for the open form, the transition from the HOMO to the first LUMOs levels lead to 

intense transitions at the B3LYP, CAM-B3LYP and DLPNO-STEOM-CCSD, while these 

transitions show low oscillator strengths with DFTB2 and PBE. For the two latter the largest 

oscillator strength is observed for an excitation from the HOMO-2 to the LUMO. For the closed 

form, the first peak corresponds in all cases to a HOMO to LUMO transition. The experimental 

first absorption maxima in hexane solution were found to be 4.6 eV for the open form and 2.0 

eV for the closed form.58 These experimental values are very close to the CAM-B3LYP and 



DLPNO-STEOM-CCSD bands for both forms. Analysis of DFTB2 and PBE simulated spectra 

reveals a clear underestimation of the main peak maxima. 

  
 

Figure 25. Simulated UV-Visible spectra of the open (left) and closed (right) forms of 3c calculated using DFTB2, 
PBE, B3LYP, CAM-B3LYP, and STEOM-DLPNO-CCSD (see Methodology section for details, convolution with 
gaussian functions with a full-width at half-maximum of 0.2 eV). 

 

The accuracy of TB methods for the description of DTE photochromes can be summarized as 

follows: 

• The best geometries are obtained with either DFTB3(-D3) or XTB2, 

• DFTB2 and DFTB3 methods lead to very good estimations of ΔE, where XTB2 strongly 

underperforms, 

• Single point calculations at DFT levels (PBE and r2SCAN-3c) using TB-optimized 

geometries lead to satisfying results but do not improve the full DFTB2 or DFTB3 

calculations, 

• In the absence of adapted LC-DFTB2 parameters, DFTB2 underestimates excitation 

energies similarly to a GGA DFT functional. 

 

5 – Conclusion  

 Several key features were computed for three sets of photochromic organic molecules, 

namely azobenzene (AZO), norbornadiene/quadricyclane (NBD/QC) and diarylethene (DTE) 

derivatives, in order to investigate the accuracy of Tight-Binding (TB) DFT methods (DFTB2, 

DFTB3, XTB2, and LC-DFTB2 for excited states). We specifically focused our efforts on the 



evaluation of the accuracy of the optimized geometries, the difference in energy between the 

two isomers of each photochroms (ΔE), and of the energies of the first relevant excited state. 

The results obtained when applying these TB semi-empirical methods were compared to those 

obtained at several DFT levels, namely PBE, B3LYP and r2SCAN-3c for the geometries and 

the ΔE and PBE, B3LYP and CAM-B3LYP for the excited states. The reference energy values 

used to assess the accuracy of the results are state-of-the-art electronic structure calculation 

methods, namely DLPNO-CCSD(T) for ground states and DLPNO-STEOM-CCSD for excited 

states. 

In all cases, the inclusion of dispersion corrections (D3) at the DFTB2 or DFTB3 levels 

did not significantly improve the results. Overall, DFTB3 is the TB method leading to the best 

results for the geometries and the ΔE evaluation and can be use alone for these purposes for 

norbornadiene/quadricyclane and diarylethene derivatives. Single point calculations at the 

r2SCAN-3c level using TB geometries is a good solution to circumvent the deficiencies of these 

semi-empirical methods in the azobenzene series. For the description of electronic transitions, 

the range-separated LC-DFTB2 method is the most consistent and accurate, providing UV-

visible spectra of azobenzene derivatives in close agreement with the reference. While 

overestimating the transition energies for the norbornadiene/quadricyclane derivatives this 

method still outperforms its non-range-separated version (DFTB2) for this series. The 

limitation of this method is mostly the lack parameters for a wide range of atoms, and the 

presence of sulfur in the DTE core limit the TB description to the use of DFTB2 that 

underestimates non-negligibly the transitions energies. For a more extensive comparative study 

of these photoreactive molecules, the present work shall be extended to include the 

characterization of transition-states and energy barriers.  

Through the evaluation of the performances of the very computationally efficient  semi-

empirical TB models (calculation times are in the order of a few seconds on a standard personal 

computer), this comparative works paves the way towards a more systematic use of such 

methods for the study of photochromic material, that will allow to increase significantly either 

the number of atoms explicitly present in the simulation or the time scale of the events to be 

tackled (dynamic effects) thus providing new ways of conducting computer-assisted design of 

photo-responsive material.  

 

Supplementary material 



See supplementary material for data on ΔE values and on the first five excited states of each 

series of compounds. Additionally, details about the nature of the electronic transitions of the 

example molecule for each series are presented. 
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