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Abstract

In this article, we present an overview of different \textit{a posteriori} error analysis and post-processing methods proposed in the context of nonlinear eigenvalue problems, e.g. arising in electronic structure calculations for the calculation of the ground state and compare them. We provide two equivalent error reconstructions based either on a second-order Taylor expansion of the minimized energy, or a first-order expansion of the nonlinear eigenvalue equation. We then show how several \textit{a posteriori} error estimations as well as post-processing methods can be formulated as specific applications of the derived reconstructed errors, and we compare their range of applicability as well as numerical cost and precision.

1 Introduction

Nonlinear eigenvalue problems occur in many mathematical models used in science and engineering such as the calculation of the vibration modes of a mechanical structure in the framework of nonlinear elasticity, the ground state of the Gross–Pitaevskii equation describing the steady states of Bose–Einstein condensates \cite{50}, or of the Hartree–Fock and Kohn–Sham equations \cite{43} used to calculate ground state electronic structures of molecular systems in quantum chemistry and materials science (see \cite{9} for a mathematical introduction).

The approximation of the solutions to such problems is of major importance and different methods to compute them are proposed depending on the various applications at stake. These approximation methods are based on different ingredients. The first one is related to the notion of degrees of freedom, associated with the basis sets used to approximate the solutions of these problems, which leads to discrete problems that can be solved, eventually, on a computer. Second, the resulting discrete problems are, per force, nonlinear; hence efficient algorithms must be designed to solve these problems accurately with a reasonable computational cost. Regarding the problems studied in this article, two main families of methods exist. First, there exist algorithms...
directly minimizing the energy functional, such as saddle point problems solved with Newton-type methods \cite{2, 8}, projected Sobolev gradient flow methods \cite{31, 27, 32, 30, 62, 4}. The second type of methods solve the corresponding first-order Euler–Lagrange equations, in the form of a nonlinear eigenvalue problem, based on the Self-Consistent Field (SCF) algorithm \cite{47, 53, 5, 15, 22, 55}. In \cite{14}, an analysis comparing direct minimization methods and SCF algorithms is proposed, see also the references therein.

These two approximation ingredients must be well tuned so that the approximate solutions are close enough to their corresponding exact ones. Moreover the exact solutions being unknown, arguments to estimate the error between exact and approximate solutions need to be proposed. Such arguments often rely on so-called \textit{a priori} and \textit{a posteriori} analysis, where the \textit{a priori} analysis aims at providing convergence rates of the approximate solutions towards the exact ones, while the \textit{a posteriori} analysis derives error bounds that should only depend on quantities computable from the approximate solutions the accuracy of which one wants to qualify. These last years, a large number of articles about the numerical analysis of approximation of solutions to problems set in the form of a partial differential equation in fields like fluid mechanics and solid mechanics have been published, see e.g. the monograph \cite{56} on this subject, focusing mainly on characterizing the number of degrees of freedom necessary to reach a given accuracy.

In the context of the current article, the \textit{a priori} analysis for the class of nonlinear eigenvalue problems is quite recent and relies on the papers \cite{9, 64, 7, 18, 40, 8, 17} and the references therein. These articles consider the discretization error, that is the error due to the use of a given number of degrees of freedom in the approximation of the problem of interest. They provide convergence rates i.e. upper bounds for the decay rate of the error – both on the eigenvectors and the eigenvalues – when the number of degrees of freedom increases.

These \textit{a priori} approaches allow first to state that: i) it is possible to achieve a satisfying approximation, provided that computing resources are sufficient; this is the notion of convergence, then, ii) for a problem in dimension $d$, multiplying the number of degrees of freedom by $2^d$ leads to an error decay by a factor $2^r$ where $r$ is related to the order of convergence of the method. Such results are nevertheless insufficient in general since most of the time, the affordable discretizations are limited due to the high computational cost of the methods which may be polynomial in the number of degrees of freedom e.g. $2^dp$, where $p$ can be $\simeq 5$ or 10. Hence the interest rather goes in estimating, once a computation has been done with a given discretization, the magnitude of the error. This is precisely the aim for which \textit{a posteriori} approaches (estimators and indicators) have been designed. These analyses do not usually give rates of convergence but instead provide actual figures that are upper bounds (and also, most of the time now, lower bounds) of the errors between exact and approximate quantities of interest such as in this context: energies, eigenvalues, wavefunctions (eigenfunctions). Also they may allow for an optimization of the choice of the degrees of freedom (such as basis functions) in order to minimize the computational cost to reach a given accuracy.

As far as we know, the first article in the direction of \textit{a posteriori} estimates for nonlinear eigenvalue problems is \cite{46}, where the \textit{a posteriori} analysis of the Hartree–Fock problem was performed and upper and lower error bounds were proposed for the ground state energy. Other contributions have been proposed since, e.g. \cite{21, 18, 20}, where error bounds for nonlinear eigenvalue problems are presented in the context of finite element discretizations, see also \textit{a posteriori} results for Fourier (planewave) discretizations in \cite{11, 25}. 


Let us also mention two-grid methods which have been designed not directly to provide error bounds, but to obtain accurate solutions at a low computational cost. In these methods, a first step consists in computing a coarse solution by performing a full calculation – in this case the resolution of a nonlinear eigenvalue problem – with a limited number of degrees of freedom, which should be reasonably cheap because of the small number of involved degrees of freedom. The second step is to perform a simpler computation, e.g. to solve a linear eigenvalue problem or a boundary value problem, with a larger number of degrees of freedom, to improve the coarse solution. For nonlinear eigenvalue problems, two-grid methods have been proposed for example in [33, 6] for a Gross–Pitaevskii type equation and [12] for Kohn–Sham models, the latter relying on a perturbation method. We will see in the following that the analysis techniques used in these two-grid methods can be very similar to the ones used in the former a posteriori methods.

The different references quoted above have some methodology in common but are applied to different problems, possibly with different boundary conditions, and discretized with different methods. This makes a straightforward comparison of these approaches quite difficult. In this article, we intend to compare them in a unified framework, clarifying their main similarities and differences (see Table 1). To do so, we will present all the methodologies in the framework of a simple nonlinear eigenvalue problem. More precisely, we place ourselves in the periodic setting where thus the domain Ω is the unit cell of a periodic lattice \( \mathbb{R}^d \) and \( X = H^1_\#(\Omega) \), with \( d = 1, 2 \) or 3. Then for all \( s \in \mathbb{R}^+ \) and \( k \in \mathbb{N} \)

\[
H^s_\#(\Omega) = \left\{ v |_{\Omega}, \ v \in H^s_{\text{loc}}(\mathbb{R}^d) \mid v \text{ is } \mathcal{R}\text{-periodic} \right\}, \\
H^{-s}_\#(\Omega) = \left[ H^s_\#(\Omega) \right]' \quad (\text{dual space of } H^s_\#(\Omega)), \\
C^k_\#(\Omega) = \left\{ v |_{\Omega}, \ v \in C^k(\mathbb{R}^d) \mid v \text{ is } \mathcal{R}\text{-periodic} \right\}.
\]

We then focus on a particular class of (linear and) nonlinear eigenvalue problems arising in the study of variational models of the form

\[
I = \inf \left\{ \mathcal{E}(v), \ v \in X, \int_{\Omega} v^2 = 1 \right\}, \quad (1.1)
\]

associated to an energy functional \( \mathcal{E} \) of the form

\[
\mathcal{E}(v) = \frac{1}{2} a(v, v) + \frac{\mu}{2} \int_{\Omega} G(v^2(x)) \, dx, \quad v \in X, \quad (1.2)
\]

where \( \mu = 1 \) (nonlinear case) is the case of interest but we may also have \( \mu = 0 \) that corresponds to the linear case, and where

1. the term in the integral involving a given function \( G \) depends the square of solution \( (v^2) \) to mimic the electronic structure calculation problems we are mostly interested in such as the Hartree–Fock and Kohn–Sham problems. In these problems, the nonlinearity depends on the electronic density \( \rho \), which corresponds to \( v^2 \) when the energy functional depends only on one function in \( X \). In what follows, we denote by \( g \) the derivative of \( G \).

\[\text{Note that } L^2_\#(\Omega) \text{ coincides with } L^2(\Omega).\]
2. the bilinear form \( a \) is defined by
\[
a(u,v) = \int_{\Omega} (A\nabla u) \cdot \nabla v + \int_{\Omega} Vuv.
\]

3. we make the following assumptions on the elements appearing in the energy

- \( A \in (L^\infty(\Omega))^{d \times d} \); \( A(x) \) is symmetric for almost all \( x \in \Omega \);
  \( \exists \alpha > 0 \) such that \( \xi^T A(x) \xi \geq \alpha |\xi|^2 \), \( \forall \xi \in \mathbb{R}^d \) and almost all \( x \in \Omega \);
- \( V \in L^p(\Omega) \) for some \( p > \max(1,d/2) \);
- \( G \in C^1([0,\infty),\mathbb{R}) \cap C^2((0,\infty),\mathbb{R}) \), \( g = G' \), \( g(0) = 0 \) and \( g' > 0 \) on \( (0,\infty) \);
- \( \exists 0 \leq q < 2 \), \( \exists C \in \mathbb{R}^+ \) such that \( \forall t \geq 0 \), \( |g(t)| \leq C(1 + t^q) \);
- \( g'(t)t \) is locally bounded on \([0,\infty)\).

There is no loss of generality in assuming in (1.3) that \( g(0) = 0 \) since the minimizers of (1.1) are not modified if \( G(t) \) is replaced with \( G(t) + ct \), due to the normalization constraint imposed on the solutions of (1.1).

It is well known (see e.g. Lemma 2 in [7]) that under these assumptions, problem (1.1) has exactly two minimizers \( u \) and \( -u \), one of them, say \( u \), being positive on \( \Omega \). In all what follows, \( u \) will be the positive minimizer of (1.1). Let us introduce the Fock operator, defined, for any \( u \in X \) by
\[
A_u = -\text{div}A\nabla + V + \mu g(u^2).
\]

We then denote by \( A \) the operator corresponding to the linear case, i.e. for \( \mu = 0 \), so that
\[
A = -\text{div}A\nabla + V.
\]

Writing the Euler–Lagrange equation of problem (1.1), we obtain that the function \( u \) is solution to the nonlinear eigenvalue problem
\[
\forall v \in X, \quad (A_u u - \lambda u, v)_{X',X} = 0,
\]
where the eigenvalue \( \lambda \in \mathbb{R} \) is the Lagrange multiplier associated with the constraint \( \|u\|_{L^2} = 1 \).
Equation (1.1), complemented with the constraint \( \|u\|_{L^2} = 1 \), reads
\[
\left\{ \begin{array}{l}
A_u u = \lambda u, \\
\|u\|_{L^2} = 1.
\end{array} \right.
\]

Note that, for any \( v \in X \), \( A_u \) is a linear self-adjoint operator on \( L^2(\Omega) \) with form domain \( X \). It can then be inferred from (1.7) that \( u \in X \cap C^0(\overline{\Omega}) \), \( u > 0 \) in \( \Omega \), and \( \lambda \) is the lowest eigenvalue of problem (1.7), called the ground state eigenvalue of \( A_u \). Note however that there exist cases where the lowest eigenvalue does not correspond to the lowest energy, such as a Gross–Pitaevskii equation with a rotating magnetic field, see [1, Section 6.1]. Regarding quantum chemistry equations, such as the Kohn–Sham or Hartree–Fock equations, a rule called Aufbau principle states that the ground state indeed corresponds to the lowest eigenvalues of the nonlinear operator \( A_u \). An important
point is that $\lambda$ is a simple eigenvalue of $A$. These results are classical; their proofs are recalled in [7].

We now consider a family of finite-dimensional subspaces $(X_\delta)_{\delta>0}$ of $X$ (conforming approximation $X_\delta \subset X$) such that
\[
\forall v \in X, \quad \lim_{\delta \to 0} \min_{v_\delta \in X_\delta} \|v - v_\delta\|_X = 0.
\] (1.8)

An example is the Fourier discretization. Let assume that $\Omega = (0,2\pi)^d$. For any $k \in \mathbb{Z}^d$, we define the planewave $e_k$ by $e_k(x) = (2\pi)^{-d/2}e^{ik \cdot x}$. We then consider the discretization space indexed by a parameter $M$ that grows when the space grows (that is corresponding to $1/\delta$ above)
\[
X_M = \text{Span} \left\{ e_k, \ k \in \mathbb{Z}^d, \ |k| \leq M \right\},
\] (1.9)

where $|k|$ denotes the $l^2$-norm of the so-called wave-vector $k$.

The variational approximations of (1.1) then consists in solving
\[
I_\delta = \inf \left\{ \mathcal{E}(v_\delta), \ v_\delta \in X_\delta, \ \int_\Omega v_\delta^2 = 1 \right\}.
\] (1.10)

Problem (1.10) has at least one minimizer $u_\delta$ such that $(u, u_\delta)_{L^2} \geq 0$, which satisfies
\[
\forall v_\delta \in X_\delta, \quad \langle A u_\delta, v_\delta \rangle_{X',X} = \lambda_\delta (u_\delta, v_\delta)_{L^2},
\] (1.11)

for some $\lambda_\delta \in \mathbb{R}$. It is easily seen that (see e.g., [7, 63])
\[
\lim_{\delta \to 0} \|u - u_\delta\|_X = 0,
\] (1.12)

or, in words, that the approximate ground state eigenfunction converges to the exact ground state eigenfunction in $H^1_{\#}$-norm, from which we deduce that $I_\delta$ and $\lambda_\delta$ converge to $I$ and $\lambda$, respectively, when $\delta$ goes to 0. Optimal convergence rates have been obtained in [7] (under stronger assumptions on the nonlinearity $G$) for spectral Fourier discretizations and also for finite element discretizations.

First, under suitable and realistic hypotheses on $A$, there holds
\[
\|u - u_\delta\|_X \lesssim \min_{v_\delta \in X_\delta} \|u - v_\delta\|_X,
\] (1.13)

where we denote by $a \lesssim b$ the inequality $a \leq Cb$, with $C > 0$ a constant that is independent of the discretization parameter $\delta$. Also, the eigenvalues converge much faster, similarly as in the linear case where the eigenvalues converge quadratically compared to the eigenvectors, i.e.
\[
|\lambda_\delta - \lambda| \lesssim \|u - u_\delta\|_X^2, \quad \text{for } \mu = 0.
\] (1.14)

In the nonlinear case, there is an additional term involving an $L^{6/(5-2q)}$-norm which can be absorbed in the $\|u - u_\delta\|_{X'}^2$-term under additional regularity assumption that we do not detail here (see e.g. [7] Remark 3 for a precise comment about this). Moreover, the $L^2$-norm of the error $u - u_\delta$ as well as its negative Sobolev norms converge faster than the $H^1_{\#}$-norm of the error. Finally, the dual norm of the residual behaves like the $H^1_{\#}$-norm of the error, i.e.
\[
\|u - u_\delta\|_X \lesssim \|A u_\delta - \lambda_\delta u_\delta\|_{X'} \lesssim \|u - u_\delta\|_X.
\]
The first inequality is not trivial as the problem is an eigenvalue problem, but it was shown for the Gross–Pitaevskii equation in [25], and for the Laplace eigenvalue problem in [13].

The outline of this article is the following. In Section 2 we present two equivalent ways of approximating the error between the exact and approximate solutions, the first one relying on the minimization problem (1.1), the second on the eigenvalue problem (1.6). We then present different post-processing methods relying on the presented reconstruction of the error, and approximations thereof. In Section 3 we show that this reconstructed error also appears in a posteriori error estimations proposed for this problem, and compare different contributions, namely exposing the main features and range of applicabilities, such as considered models and discretization methods.

2 Two approaches for a derivation of the reconstructed error

In this section, we present two different ways of estimating the error in this context. One is based on the energy minimization problem, and consists in looking at the second-order Taylor expansion of the energy functional. The second one relies on a first-order Taylor expansion of the nonlinear eigenvalue problem. Since the nonlinear eigenvalue problem corresponds to the first-order Euler–Lagrange equations of the minimization problem, it is natural that the two approaches are ultimately equivalent. However, due to the nonlinear structure of the equations and the norm constraint on the solution vector, the derivation is not straightforward, and we present the two derivations to highlight their similarities and differences, as well as pointing out the different references following these schemes.

Note that the equations obtained below for the reconstructed error are similar to what is presented in [54] for a generic equation (without constraints). Also, in [10], such Taylor expansion and first-order error reconstruction is also proposed for the computation of ground state energies in planewave electronic structure calculations for materials systems, involving several eigenvalues.

2.1 Approach based on the energy minimisation problem

In this approach, presented and analyzed in [46] on the Hartree–Fock problem, the initial idea is to provide a lower and an upper bound to the ground state energy \( E(u) \) from the knowledge of \( E(u_\delta) \).

Of course, due to the variational statement of the conforming discretization, the following upper bound is classical

\[
E(u_\delta) \geq E(u).
\]

To get a lower bound, the idea is to consider the second-order Taylor expansion of the energy. Before doing so, let us introduce a notation: for any \( v \in X \),

\[
\Lambda_v = \langle A_v(v), v \rangle_{X',X},
\]

so that the smallest eigenvalue in (1.7) satisfies \( \lambda = \Lambda_u \). We then introduce the Lagrangian of the problem defined for \( v \in X, \nu \in \mathbb{R} \), by

\[
\mathcal{L}(v,\nu) = E(v) - \nu \left( \int_\Omega v^2 - 1 \right),
\]

where \( E(v) = \frac{1}{2} \int_\Omega |\nabla v|^2 + \lambda v^2 \mathrm{d}x \).
and define $\mathcal{E}^w(v)$ as being the value of the Lagrangian at some $\Lambda_w$, i.e.

$$
\mathcal{E}^w(v) = \mathcal{L}(v, \Lambda_w) = \mathcal{E}(v) - \Lambda_w \left( \int_{\Omega} v^2 - 1 \right).
$$

For $w \in X$, denoting by $D_v \mathcal{E}^w$ the differential of $v \in X \mapsto \mathcal{E}^w(v)$, there holds

$$
\forall w \in X, \quad \langle [D_v \mathcal{E}^w](u), w \rangle_{X', X} = 0,
$$

and if $u_\delta$ is a solution to the discrete problem (1.11), then

$$
\forall w_\delta \in X_\delta, \quad \langle [D_v \mathcal{E}^w_\delta](u_\delta), w_\delta \rangle_{X', X} = 0.
$$

Writing the second-order Taylor expansion of the difference in energies between the two minima over $X$ and over $X_\delta$ gives

$$
\mathcal{E}(u_\delta) - \mathcal{E}(u) = \mathcal{E}^{u_\delta}(u_\delta) - \mathcal{E}^{u_\delta}(u) = \langle [D_v \mathcal{E}^{u_\delta}](u_\delta), u_\delta - u \rangle_{X', X} - \frac{1}{2} \langle [D_v^2 \mathcal{E}^{u_\delta}](u_\delta)(u_\delta - u), u_\delta - u \rangle_{X', X} + o(u - u_\delta \|_X^2).
$$

Noting that $(u - u_\delta, u_\delta)_{L^2} = -\frac{1}{2} \| u_\delta - u \|^2_{L^2}$, and defining $\varepsilon_0 = \| u_\delta - u \|_{L^2}$ we can state

$$
u - u_\delta = -\frac{1}{2} \varepsilon_0^2 u_\delta + w, \quad \text{with} \quad w \perp u_\delta,
$$

where $\| w \|_X \simeq \varepsilon = \| u_\delta - u \|_X$, and of course $\varepsilon_0 \leq \varepsilon$. Using the above decomposition and (2.2), the energy difference can be written as

$$
\mathcal{E}(u_\delta) - \mathcal{E}(u) = \langle [D_v \mathcal{E}^{u_\delta}](u_\delta), \frac{1}{2} \varepsilon_0^2 u_\delta - w \rangle_{X', X} - \frac{1}{2} \langle [D_v^2 \mathcal{E}^{u_\delta}](u_\delta) \left( \frac{1}{2} \varepsilon_0^2 u_\delta - w \right), \frac{1}{2} \varepsilon_0^2 u_\delta - w \rangle_{X', X} + o(\varepsilon^2)
$$

$$
- \langle [D_v \mathcal{E}^{u_\delta}](u_\delta), u_\delta - u \rangle_{X', X} - \frac{1}{2} \langle [D_v^2 \mathcal{E}^{u_\delta}](u_\delta)(w), u_\delta - u \rangle_{X', X} + o(\varepsilon^2).
$$

Introducing the bilinear form $a_v \equiv [D_v^2 \mathcal{E}^w](v)(\cdot, \cdot) = \langle [D_v^2 \mathcal{E}^w](v)(\cdot, \cdot), X', X \rangle - \Lambda_v(\cdot, \cdot)_{X', X}^w$, the previous equation reads

$$
\mathcal{E}(u_\delta) - \mathcal{E}(u) = -\langle [D_v \mathcal{E}^{u_\delta}](u_\delta), w \rangle_{X', X} - \frac{1}{2} a_{u_\delta}(w, w) + o(\varepsilon^2).
$$

(2.3)

Using the fact that the lower eigenvalue is simple, that is there is a gap $\lambda_2 - \lambda > 0$ between the two first eigenvalues of $A_u$, see e.g. Lemma 1 in [7], there holds:

**Proposition 2.1.** There exists a constant $c_u > 0$ such that, for any $v \in X$, $v \perp u$,

$$
a_u(v, v) \geq c_u \| v \|^2_X.
$$

From this result, we obtain the following proposition.

**Proposition 2.2.** Assume that $\varepsilon := \| u - u_\delta \|_X$ is small enough, then, there exist a constant $c_{u_\delta} > 0$ such that, for any $v \in X$, $v \perp u_\delta$

$$
a_{u_\delta}(v, v) \geq c_{u_\delta} \| v \|^2_X.
$$
Using this last proposition, we derive that there exists a unique solution \( \hat{w} \in X^\perp \) (where \( X^\perp \) is the orthogonal to \( u_\delta \) in \( X \)) called the reconstructed error such that

\[
a_{u_\delta}(\hat{w}, \psi) = -\langle [D_\epsilon \mathcal{E}^{u_\delta}](u_\delta), \psi \rangle_{\mathcal{H}^1, \mathcal{H}^1} \quad \forall \psi \in X
\]

which allows to rewrite (2.3) as

\[
\mathcal{E}(u) = \mathcal{E}(u_\delta) - \frac{1}{2}a_{u_\delta}(\hat{w}, \hat{w}) + \frac{1}{2}a_{u_\delta}(w - \hat{w}, w - \hat{w}) + o(\varepsilon^2)
\]

(2.5)

and yields the authors in [46] to the inequality

\[
\mathcal{E}(u) \geq \mathcal{E}(u_\delta) - \frac{1}{2}a_{u_\delta}(\hat{w}, \hat{w}) + o(\varepsilon^2),
\]

(2.6)

so that \( \mathcal{E}(u_\delta) - \frac{1}{2}a_{u_\delta}(\hat{w}, \hat{w}) \) is an asymptotic lower bound to the exact energy \( \mathcal{E}(u) \).

To compute this reconstructed error and the associated lower bound we have to solve problem (2.3) which, of course, cannot be done exactly and thus needs to be discretized in a larger space \( X_{\delta f} \) than \( X_\delta \). This problem reads: Find \( \hat{w}_{\delta f} \in X_{\delta f}^\perp \) (where \( X_{\delta f}^\perp \) is the orthogonal to \( u_\delta \) in \( X_{\delta f} \)) such that

\[
\langle (A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)\hat{w}_{\delta f}, \psi_{\delta f} \rangle_{\mathcal{H}^1, \mathcal{H}^1} = -\langle (A + g(u_\delta^2) - \lambda_\delta)u_\delta, \psi_{\delta f} \rangle_{\mathcal{H}^1, \mathcal{H}^1} \quad \forall \psi_{\delta f} \in X_{\delta f}^\perp.
\]

(2.7)

As we shall see later this can be further refined by noticing that \( w \) and \( \hat{w} \) – or rather its discrete representation \( \hat{w}_{\delta f} \) – are \( \varepsilon^2 \) close. Indeed, we first note that

\[
[D_\epsilon \mathcal{E}^{u_\delta}](u) = [D_\epsilon \mathcal{E}^u](u_\delta) + [D_\epsilon^2 \mathcal{E}^{u_\delta}](u_\delta)(u - u_\delta) + o(\varepsilon).
\]

Since

\[
[D_\epsilon \mathcal{E}^{u_\delta}](u) = [D_\epsilon \mathcal{E}^u](u) + (\lambda_\delta - \lambda)u,
\]

we show using (2.1) and (1.14) that

\[
[D_\epsilon \mathcal{E}^{u_\delta}](u_\delta) + [D_\epsilon^2 \mathcal{E}^{u_\delta}](u_\delta)(u - u_\delta) = o(\varepsilon).
\]

(2.8)

Combining (2.4) and (2.8), we deduce that for any \( \psi \in X \)

\[
a_{u_\delta}(u - u_\delta - \hat{w}, \psi) = o(\varepsilon)\|\psi\|_X.
\]

(2.9)

Since \( \|u - u_\delta - w\|_X = O(\varepsilon^2) \), there holds

\[
a_{u_\delta}(w - \hat{w}, \psi) = o(\varepsilon)\|\psi\|_X;
\]

and Proposition 2.1 together with (2.1) show that

\[
\|w - \hat{w}\|_X = o(\varepsilon).
\]

(2.10)

Using (2.5), we first deduce that (2.6) can be improved as an equality

\[
\mathcal{E}(u) = \mathcal{E}(u_\delta) - \frac{1}{2}a_{u_\delta}(\hat{w}, \hat{w}) + o(\varepsilon^2),
\]

(2.11)
and second that \( u_\delta + \hat{w} \) is a better approximation to \( u \) than \( u_\delta \). However \( u_\delta + \hat{w} \) is yet not of norm 1, in order to cure this it remains to tune \( \alpha^* \) such that \( \hat{u}_\delta = (1 - \alpha^*)u_\delta + \hat{w} \) is of norm 1 in \( L^2(\Omega) \) (which is always possible since \( \|\hat{w}\|_X = O(\varepsilon^2) \)). Note that \( \hat{u}_\delta \) is computable only from the knowledge of \( u_\delta \) by inverting the linear problem (2.7) on a finer grid.

With this we obtain a quadratic approximation both in \( X \)-norm and in energy. Following [46], we write

**Theorem 2.1.** Let us assume that \( \|u - u_\delta\|_X \) is small enough, then \( \hat{u}_\delta = (1 - \alpha^*)u_\delta + \hat{w} \) verifies

\[
\|u - \hat{u}_\delta\|_X = o(\|u - u_\delta\|_X).
\]

In addition, if \( G \in C^3((0, \infty), \mathbb{R}) \) then

\[
\|u - \hat{u}_\delta\|_X \lesssim \|u - u_\delta\|^2_X,
\]

and

\[
|\mathcal{E}(u) - \mathcal{E}(\hat{u}_\delta)| \lesssim \|u - u_\delta\|^4_X.
\]

The two last improved estimates follow directly from the previous analysis by changing the \( o(\varepsilon^q) \) by \( O(\varepsilon^{q+1}) \) with \( q = 0, 1, \text{ or } 2 \).

**Remark 2.1.** The quantities \( \hat{u}_\delta \) and \( \hat{w} \), which can be computed with the knowledge of \( u_\delta \) can be used in practice for two different (complementary) goals. First, they can be used for a refined approximation of the solution, saying that \( \hat{u}_\delta \) is a better approximation to the exact solution \( u \) than \( u_\delta \), and similarly for the energy using \( \hat{w} \), that is \( \mathcal{E}(u) \simeq \mathcal{E}(u_\delta) - \frac{1}{2} a_{u_\delta}(\hat{w}, \hat{w}) \). Second, they can be used to obtain a refined error bound, as \( |\mathcal{E}(u) - \mathcal{E}(u_\delta)| \simeq \frac{1}{2} a_{u_\delta}(\hat{w}, \hat{w}) \). These two possible approaches will be detailed separately in Sections 2.3 and 3.

**Remark 2.2.** Let us mention a few works which consider the nonlinear eigenvalue problem of this type with the angle of the energy minimization, namely [39, 26, 34, 32, 62]. In [32], the goal is to provide an adaptive procedure for the computation of the solutions of this problem, by minimizing the energy directly, by combining gradient flow iterations and adaptive finite element mesh refinements. In these other works, proofs for the exponential convergence of the continuous Sobolev gradient flow are provided [39, 34], respectively for the discrete gradient flow in [26, 62]. Note however that these works do not provide specific error bounds on the computed solutions.

### 2.2 Approach based on the nonlinear eigenvalue problem

In the previous section, we derived the reconstructed error equation (2.7) starting from the energy minimization problem (1.1). In this section, we aim at arriving at the same equation starting from the eigenvalue problem (1.6), which reads: find \( (u, \lambda) \) such that \( \|u\|_{L^2} = 1 \) and

\[
\mathcal{F}(u, \lambda) := A_u(u) - \lambda u = 0.
\]

(2.11)

In order to improve \( (u_\delta, \lambda_\delta) \), one can think of using a single step of a Newton method in a finer discrete space \( X_{\delta_f} \) as introduced in the previous section that reads: find \( \tau_{\delta_f} \in X_{\delta_f}, (\tau_{\delta_f}, u_\delta)_{L^2} = 0 \); note that another normalisation can be obtained by setting \( \hat{u}_\delta = \beta^*(u_\delta + \hat{w}) \).
and $\gamma_{\delta_{f}} \in \mathbb{R}$ such that
\[
\langle [D_{v}\mathcal{F}]_{(u_{\delta},\lambda_{\delta})}(\gamma_{\delta_{f}}),\psi_{\delta_{f}} \rangle_{X',X} + \langle [D_{\mu}\mathcal{F}]_{(u_{\delta},\lambda_{\delta})}(\gamma_{\delta_{f}}),\psi_{\delta_{f}} \rangle_{X',X} = \langle \mathcal{F}(u_{\delta},\lambda_{\delta}),\psi_{\delta_{f}} \rangle_{X',X} \quad \forall \psi_{\delta_{f}} \in X_{\delta_{f}}.
\]
Note that the solution $\tau_{\delta_{f}}$ is searched in the $L^{2}(\Omega)$-orthogonal complement of $u_{\delta}$, instead of $X$, since the problem is not well-posed on $X_{\delta}$, hence not well-conditioned on $X$. This can also be linked to the normalization constraint $\|u_{\delta}\|_{L^{2}}^{2} = 1$. Indeed, this condition guarantees that the first-order equation relative to the constraint is satisfied. Since we have
\[
\forall v \in X, \quad \forall \mu \in \mathbb{R}, \quad \mathcal{F}(v,\mu) = (A + g(v^{2}) - \mu)v,
\]
and the differential $D_{v}\mathcal{F}(u_{\delta},\lambda_{\delta})$ of $\mathcal{F}$ at $(u_{\delta},\lambda_{\delta})$ writes
\[
\forall v \in X, \quad D_{v}\mathcal{F}(u_{\delta},\lambda_{\delta})(v) = (A + 2g'(u_{\delta}^{2})u_{\delta}^{2} + g(u_{\delta}^{2}) - \lambda_{\delta})v,
\]
the single step of the Newton method in the fine grid reads in a strong form as: Find $\tau_{\delta_{f}} \in X_{\delta_{f}}$, $(\tau_{\delta_{f}},u_{\delta})_{L^{2}} = 0$ such that
\[
(A + 2g'(u_{\delta}^{2})u_{\delta}^{2} + g(u_{\delta}^{2}) - \lambda_{\delta})\tau_{\delta_{f}} = -(A + g(u_{\delta}^{2}) - \lambda_{\delta})u_{\delta} \quad \text{in} \quad X_{\delta_{f}}^{\perp},
\]
which is similar to (2.7). We thus propose a norm 1 improved approximation of $u_{\delta}$ as
\[
\tilde{u}_{\delta} = (1 - \alpha')u_{\delta} + \tau_{\delta_{f}},
\]
for some $\alpha' \in \mathbb{R}$. Then, the difference between the post-processed energy and the approximate energy allows to estimate the error between the exact energy and the approximate one, that is
\[
\mathcal{E}(u) - \mathcal{E}(u_{\delta}) \simeq \mathcal{E}(\tilde{u}_{\delta}) - \mathcal{E}(u_{\delta}).
\]
Compared to the previous a posteriori estimation (2.6), the bounds here are not guaranteed. Nevertheless, they asymptotically match the true error, provided that the space $X_{\delta_{f}}$ is large enough.

**Remark 2.3.** The proposed procedure in fact corresponds to a standard Newton step on the modified $\mathcal{F}$ functional including the normalization condition $\|u_{\delta}\|_{L^{2}}^{2} = 1$ as defined below in (3.1). Hence, the quadratic convergence results of the Newton method apply in this context, so that this proposed post-processing doubles the convergence rate of the $X$–norm of the eigenfunctions and also of the energy.

### 2.3 Practical approximations of the reconstructed error

The reconstructed error presented in (2.7) gives a first-order approximation of the discretization error for problem (1.7). It appears that several contributions on post-processing and error estimation for nonlinear eigenvalue problems [46, 16, 25, 11, 6, 12] are based on this reconstructed error, and approximations thereof. We try to give an overview of these methods and compare them in this section.

The main focus of this article is on nonlinear eigenvalue problems. But naturally, post-processing methods were first developed for linear eigenvalue problems – that are themselves actually nonlinear problems – before nonlinear eigenvalue problems. Therefore we first describe a few methods that
were developed for linear eigenvalue problems. Already in 1999 by Xu and Zhou in [59], a two-grid method has been proposed to efficiently solve eigenvalue problems. It consists in first solving an eigenvalue problem on a coarse finite element mesh, and then solving a boundary value problem on a fine mesh, in order to improve the eigenvector, then an improved eigenvalue is obtained through a Rayleigh quotient. This avoids paying the full price of solving the eigenvalue problem on the fine mesh. Later on, in [61], another post-processing method was presented, this time proposing only an improved eigenvalue, similarly requiring the resolution of a linear boundary value problem.

Other works include multigrid methods, such as [49, 44, 31], where the idea is to first solve an improved eigenvalue problem on a very coarse mesh, and then to have a family of meshes, and improve the initial solution

- either by solving several linear problems on finer and finer meshes [44],
- or applying some gradient recovery operator [31],

correcting this way the initially found eigenvector and eigenvalue.

In the same spirit as the two-grid and multi-grid post-processing methods for linear eigenvalue problems, several methods have been proposed for nonlinear eigenvalue problems. To show how these methods relate to the reconstructed error equation (2.13), let us first express this equation in terms of the post-processed solution $\tilde{u}_\delta$ and not only the correction $\tau_{\delta_f}$. From (2.13) there holds

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)(u_\delta + \tau_{\delta_f}) = (A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)u_\delta - (A + g(u_\delta^2) - \lambda_\delta)u_\delta,$$

hence

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)(u_\delta + \tau_{\delta_f}) = 2[g'(u_\delta^2)u_\delta^2]u_\delta.$$

The problem posed on the fine grid corresponding to the reconstructed error is therefore: Find $u_{\delta_f} \in X_{\delta_f}$ such that

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)u_{\delta_f} = 2[g'(u_\delta^2)u_\delta^2]u_\delta. \tag{2.14}$$

Related to this post-processing, a two-level discretization technique has been presented in [6] where the authors propose three different schemes for the Gross–Pitaevskii equation. All start by solving the nonlinear eigenvalue problem in a small basis. Then three alternatives are proposed. The first one (scheme 1) is to solve a linear eigenvalue problem on the large basis set, fixing the

- or applying some gradient recovery operator [31],

correcting this way the initially found eigenvector and eigenvalue.

In the same spirit as the two-grid and multi-grid post-processing methods for linear eigenvalue problems, several methods have been proposed for nonlinear eigenvalue problems. To show how these methods relate to the reconstructed error equation (2.13), let us first express this equation in terms of the post-processed solution $\tilde{u}_\delta$ and not only the correction $\tau_{\delta_f}$. From (2.13) there holds

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)(u_\delta + \tau_{\delta_f}) = (A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)u_\delta - (A + g(u_\delta^2) - \lambda_\delta)u_\delta,$$

hence

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)(u_\delta + \tau_{\delta_f}) = 2[g'(u_\delta^2)u_\delta^2]u_\delta.$$

The problem posed on the fine grid corresponding to the reconstructed error is therefore: Find $u_{\delta_f} \in X_{\delta_f}$ such that

$$(A + 2g'(u_\delta^2)u_\delta^2 + g(u_\delta^2) - \lambda_\delta)u_{\delta_f} = 2[g'(u_\delta^2)u_\delta^2]u_\delta. \tag{2.14}$$

related to this post-processing, a two-level discretization technique has been presented in [6] where the authors propose three different schemes for the Gross–Pitaevskii equation. All start by solving the nonlinear eigenvalue problem in a small basis. Then three alternatives are proposed. The first one (scheme 1) is to solve a linear eigenvalue problem on the large basis set, fixing the nonlinearity with the coarse solution. The second one (scheme 2a) consists in solving the following boundary value problem

$$(A + g(u_\delta^2))u_{\delta_f} = \lambda_\delta u_{\delta} \quad \text{in} \quad X_{\delta_f},$$

where the term $g(u_\delta^2)$ remains on the left hand side. The third scheme (called 2b) amounts to solving a linear boundary value problem on the fine space, putting the nonlinear term on the right hand side, namely solving

$$Au_{\delta_f} = \lambda_\delta u_{\delta} - g(u_\delta^2)u_{\delta} \quad \text{in} \quad X_{\delta_f}. \tag{2.15}$$

The numerical analysis of the first scheme gives the following estimates for a plane wave approximation :

$$\|u - u_{\delta_f}\|_X \lesssim M^{-2}\|u - u_{\delta}\|_X,$$

$$|\lambda - \lambda_{\delta_f}| + \|u - u_{\delta_f}\|_{L^2} \lesssim \|u - u_{\delta}\|_{X}^2,$$

$$|E(u) - E(u_{\delta_f})| \lesssim M^{-4}|E(u) - E(u_{\delta})|. $$
Related to this post-processing, a two-level discretization technique was also proposed earlier in [33] in the finite element context in the form of (2.15) based on the use of quasi-orthogonality properties of a Clement type operator, hence difficult to transpose to the planewave method. They were able to improve not only the approximation of the eigenfunctions but also the eigenvalues. The same approach based on the Localized Orthogonal Decomposition (LOD) has been recently extended to treat both the time-dependent Gross–Pitaevskii equation and the nonlinear Gross–Pitaevskii eigenvalue problem [23].

Another work proposing a post-processing technique for nonlinear eigenvalue problems is [12], see [13, 24] for the proofs of the estimates. This method is based on a perturbative expansion of the eigenvalues and eigenvectors in order to post-process the eigenfunctions and the energy at a very low computational cost. This method was presented in the case of the Kohn–Sham equations, which is a nonlinear eigenvalue problem, where one needs to compute a few low-lying eigenstates of the considered nonlinear operator. The method consists in solving first the full eigenvalue problem on a small planewave space, and then to post-process the eigenvectors and eigenvalues on a larger planewave using the derived perturbation expansion. This method particularly exploits the diagonal structure of the Laplace operator when expressed in planewaves, which makes the post-processing particularly cheap to perform, but makes the method difficult to generalize to different types of discretizations. Translated on our one-eigenpair nonlinear problem, the linear boundary value problem solved on the large discretization space aims at computing \( \tau_{\delta_f} \in X_{\delta_f} \) solution to

\[
(-\Delta - \lambda_\delta) \tau_{\delta_f} = -(A + g(u_\delta^2) - \lambda_\delta)u_\delta, \quad \text{in } X_{\delta_f},
\]

in a case where the operator \((-\Delta - \lambda_\delta)\) is diagonal, thus only two FFTs per eigenvalue are required to compute the residual in a fine grid. Compared to (2.13), some terms in the operator on the left hand side are removed. They are actually shown to be asymptotically small compared to the Laplace operator. In terms of errors, one obtains that the eigenvectors and energy is improved by a factor \(M^{-2}\). So the improvement of this perturbation method is limited to \(M^{-2}\) for the eigenvectors or \(M^{-4}\) for the energy, whereas, in the two-grid case, the convergence rate of the eigenfunctions can be doubled. Nevertheless it is much less expensive.

Beyond two-grid methods, there also exist multi-grid methods which use more than two grids for computing an approximation of the solution on a fine basis. For nonlinear eigenvalue problems, several of them have been proposed, such as [38, 37, 58]. In these three contributions, the idea, similarly as in the two-grid case, is to first solve a nonlinear eigenvalue problem on a small discretization space, and then to post-process the solution. In the multi-grid case, this post-processing consists of several steps, often including the resolution of boundary value problems on spaces of larger and larger size, or amounting to use a multigrid technique on the larger grids, in order to even avoid solving boundary value problems on those grids. In that case, the resolution of the problems cannot be directly linked to equation (2.14), except at the first level.

3 Using the reconstructed error for a posteriori error estimation

The previous section, by proposing, as in [46], a better approximation \( \tilde{u}_\delta \) of the exact solution \( u \) using the reconstructed error equation, allows to estimate the error \( u - u_\delta \) by the difference between the approximate solution \( u_\delta \) and the post-processed solution, i.e.

\[ u - u_\delta \simeq \tilde{u}_\delta - u_\delta. \]
This approach is in principle valid for any type of conforming discretization.

We will see below that several works use such a post-processing step to estimate the error in the context of eigenvalue problems, sometimes in a modified way in order to obtain guaranteed error bounds. In the generic context of nonlinear problems, the contribution [54] presents an elegant way to combine a post-processing step with guaranteed error bounds. Namely, they consider a so-called “nonsplit residual” which corresponds to the reconstructed error \([DF(u, \lambda)]^{-1}(F(u, \lambda))\) introduced in [2,12] where \(F : X \times \mathbb{R} \to X \times \mathbb{R}\) is defined by

\[
F(u, \lambda) := \begin{cases} 
A_u(u) - \lambda u \\
\int_\Omega u^2 - 1,
\end{cases}
\]

(with a slight change in notation for \(F\) with respect to [2,11]) and \([DF(u, \lambda)] : \mathbb{} X \times \mathbb{} \mathbb{} \mathbb{} \mathbb{} R \to \mathbb{} X' \times \mathbb{} \mathbb{} \mathbb{} \mathbb{} R\) denotes the differential of \(F\) at point \((u, \lambda)\). Then (see [54, Theorem 1]) considering the stability constant

\[
\gamma(u, \lambda) = \|[DF(u, \lambda)]^{-1}\|_{L(X' \times \mathbb{R}, X \times \mathbb{R})},
\]

and a local nonlinearity indicator

\[
L(\alpha) = \sup_{(v, \mu) \in B_\alpha(u, \lambda)} \|DF(v, \mu) - DF(u, \lambda)\|_{L(X' \times \mathbb{R}, X \times \mathbb{R})},
\]

if the validity criterion

\[
\alpha(u, \lambda) := 2\gamma(u, \lambda)L(2\varepsilon(u, \lambda)) \leq 1
\]

is satisfied, with \(\varepsilon(u, \lambda) = \|[DF(u, \lambda)]^{-1}(F(u, \lambda))\|\) then problem \(F(v, \mu) = 0\) has a unique solution \((u^*, \lambda^*) \in \overline{B}_{2\varepsilon(u, \lambda)}(u, \lambda)\) and the error is bounded by

\[
\|(u^*, \lambda^*) - (u, \lambda)\|_Y \leq 2\varepsilon(u, \lambda).
\]

Therefore, this gives a generic way to estimate the error, at the price of estimating the size of \(\varepsilon(u, \lambda)\) and not exactly solving the reconstructed error equation.

Regarding linear eigenvalue problems, several \textit{a posteriori} error estimations have been proposed, including [41, 28, 42, 36, 48, 35, 29, 10, 45] and references therein. Often, the estimations are based on a post-processing step, which allows to obtain a more accurate solution to the problem, more or less directly related to the error bound.

Concerning nonlinear eigenvalue problems, there exist several works proposing error estimates for the problem of interest in this article. Error bounds were proposed in [19], an article presenting adaptive refinement techniques for finite element simulations of Gross–Pitaevskii type equations. This work was later extended to the finite element simulations of Kohn–Sham equations in [16]. In these two works, the error is proved to be asymptotically bounded by an error indicator (up to a constant) involving the computation \(L^2\)-norm of the residual. However, the error estimates are not fully guaranteed.

In [25] we provided an \textit{a posteriori} error estimation for the Gross–Pitaevskii equation, based on a careful two-steps approximation. A first coarse bound based on the analysis of the first-order Taylor expansion of the error (see Section 2.2) allows to characterize the asymptotic regime and to validate when the second proposed error bound, which is close to the real error, is guaranteed.
Therefore conditions guaranteeing that the second bound is valid can be checked in practice. More precisely, the first bound is based on Newton–Kantorovith theorem (see e.g. [4]) which similarly as in [54] provides conditions ensuring that there exists an exact solution in the vicinity of the approximate solution, and that the error between the exact and approximate solution is bounded by

\[ \| u - u_\delta \|_X + |\lambda - \lambda_\delta| \leq 2 \| (DF(u_\delta, \lambda_\delta))^{-1} \|_{(X', \mathbb{R}), (X, \mathbb{R})} \| F(u_\delta, \lambda_\delta) \|_{(X', \mathbb{R})}. \]

The factor 2 in this estimation allows to absorb, in a guaranteed way, the higher-order terms of the Taylor development. An important part of the contribution consists of showing that the differential \( DF \) is invertible at \((u_\delta, \lambda_\delta)\) and to bound the norm of its inverse. Indeed, the main part of \([DF(u_\delta, \lambda_\delta)]^{-1}\) is \((\Delta)^{-1}\), that is an isometry between \(X'\) and \(X\), and the remaining part in \([DF(u_\delta, \lambda_\delta)]^{-1}\) is of lower order in terms of differential operator. In the second refined bound presented in this article, the term \([DF(u_\delta, \lambda_\delta)]^{-1} F(u_\delta, \lambda_\delta)\) is estimated from \(\Delta^{-1} F(u_\delta, \lambda_\delta)\) plus complementary terms that are shown to be negligible thanks to the first bound. Asymptotically, the following bound is obtained

\[ \| u - u_\delta \|_X \leq \alpha \| F(u_\delta, \lambda_\delta) \|_{(X', \mathbb{R})}, \]

where \(\alpha\) can be taken as close to 1 as we wish when the discretization parameter \(\delta\) is refined, and the second component of the residual \(F(u_\delta, \lambda_\delta)\) is zero since the norm constraint is exactly satisfied. The main drawback of this method is the high computational cost to obtain these bounds. Indeed, to check that the necessary assumptions are satisfied, a linear eigenvalue problem in the discrete space has to be solved, for which the lowest two eigenvalues have to be computed. Note that [25] considers planewave discretization, but, in opposition to the perturbation approach, it can be generalized to other discretization methods such as finite elements. Note finally that the above estimate is further pushed to separate the two sources of error when the method in actually implemented and an iterative algorithm is ressorted to solving the resulting nonlinear discrete problem: the discretization error and the iteration error.

Another method has been proposed more recently for the Kohn–Sham problem [10] for accurately estimating the error for quantities of interest. This work also makes use of the reconstructed error equation. Moreover the proposed bounds are computable and accurate, in the sense that they are close to the real error. They involve a post-processing step that is quite cheap, and similar to the one of [12], i.e. they only need a few FFTs on the fine space.

In the paper [57], an a posteriori estimation for a finite element discretization was provided. The resolution of an auxiliary boundary value problem is also necessary to obtain computable upper bound of the error. The results are asymptotic in the sense that they are valid for sufficiently small meshes, but without an a posteriori guarantee that the mesh is fine enough so that the bounds are valid. Note that, in the frame of finite element methods, local estimators based on the use of Prager–Synge techniques allow to propose alternative global bounds that can be used to improve the precision by locally refining the finite element mesh [17, 16, 13].

4 Conclusion

In this article, we showed how the first-order Taylor expansion of the solved equation is related to post-processing methods as well as error estimation techniques, and summarized several works based
on this especially for nonlinear eigenvalue problems. To complete the set of examples presented above, we selected a few and compare them in a unified way in Table 1. Namely, we compare the problems that are originally considered, the goals of the different contributions, as well as the computational cost of the procedure.
<table>
<thead>
<tr>
<th>Method</th>
<th>Equation</th>
<th>Number of eigenvalues</th>
<th>Discretization method</th>
<th>Generic type of estimates</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear two-grid method</td>
<td>((-\Delta + V + g(u^2))u = \lambda u)</td>
<td>1 lowest</td>
<td>Finite Elements (FE)</td>
<td>(</td>
<td>\lambda - \lambda_{\delta_j}</td>
</tr>
<tr>
<td>Nonlinear two-grid method</td>
<td>((-\Delta + V + g(u^2))u = \lambda u)</td>
<td>1 lowest</td>
<td>FE or planewaves (PW)</td>
<td>((\text{in FE})) if (</td>
<td>u - u_{\delta}|_{H^1} \lesssim \delta^{-\sigma}), then (</td>
</tr>
<tr>
<td>Nonlinear perturbation method</td>
<td>((-\Delta + V + V_{\rho\Phi})\phi_i = \lambda_i\phi_i) with (\Phi = (\phi_1, \ldots, \phi_K)).</td>
<td>(K) lowest</td>
<td>PW</td>
<td>(</td>
<td>E(u) - E(u_{\delta_i})</td>
</tr>
<tr>
<td>A posteriori estimation for Hartree–Fock</td>
<td>((-\Delta + V + (\rho_{\Phi} \ast \frac{1}{</td>
<td>\cdot</td>
<td>^2})\phi_i = \lambda_i\phi_i,) with (\Phi = (\phi_1, \ldots, \phi_K)).</td>
<td>(K) lowest</td>
<td>Any</td>
</tr>
<tr>
<td>A posteriori estimation for Gross–Pitaevskii</td>
<td>((-\Delta + V + g(u^2))u = \lambda u,)</td>
<td>1 lowest</td>
<td>PW</td>
<td>(</td>
<td>u - u_{\delta}|_{X} \lesssim</td>
</tr>
<tr>
<td>A posteriori estimation for nonlinear problem</td>
<td>(F(u) = 0) no eigenvalue</td>
<td>Any</td>
<td></td>
<td>(</td>
<td>u - u_{\delta}|_{X} \lesssim</td>
</tr>
<tr>
<td>A posteriori estimation for Kohn–Sham</td>
<td>((-\Delta + V_{\rho\Phi})\phi_i = \lambda_i\phi_i,) with (\Phi = (\phi_1, \ldots, \phi_K)).</td>
<td>(K) lowest</td>
<td>PW</td>
<td>(</td>
<td>\gamma_{\Phi} - \gamma_{\Phi_{\delta_j}}</td>
</tr>
</tbody>
</table>

Table 1: Comparative table of different post-processing and error estimation methods.
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