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Abstract

We show that the entailment problem is undecidable in Separation Logic with inductively defined
spatial predicates, for rules satisfying the conditions given in [1], if theory reasoning is considered.
The result holds for a wide class of theories, even those with a very low expressive power. For
instance it applies to natural numbers with the successor function, or with the usual order relation.
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1. Introduction

Separation Logic (SL) [2, 3] is a formal system that was designed to reason about programs
that manipulate pointer-based data structures such as, e.g., linked lists or trees. Intuitively, this
logic permits to state properties of the heap on which a program dynamically allocates objects,
in a natural and concise way. Verifying the correctness of a program then boils down to testing
whether one formula in this logic entails another one. However, the considered entailment problem
is undecidable [4], and several works have been devoted to devising proof procedures for decidable
fragments of this logic. One such fragment was defined in [1], and it was recently established that
the entailment problem in this fragment is in 2-EXPTIME [5].

When working on the verification of actual programs, it is often necessary to combine reason-
ing tasks about the heap and about the data stored within the considered data structures. Such a
case could occur for example when considering a program that modifies binary trees with integers
labeling each node. The combination of SL with data constraints has already been considered by
several authors, see, e.g., [6, 7, 8]. On the other hand, the fragment defined in [1] contains no
theory other than equality, it is thus natural to investigate whether the above decidability result
extends to the case where theory reasoning is considered. In this paper, we show this is not the
case: the entailment problem is undecidable for a wide class of theories, including some with a
very low expressive power.

2. Separation Logic with Inductive Definitions and Theory Predicates

We consider a countably infinite set of variables denoted by V , along with two disjoint sets
of predicates: a set of T -predicates (or theory predicates) PT , denoting relations in an underlying
theory of locations, and a set of spatial predicates PS. Each symbol p ∈ PT ∪PS is associated with
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a unique arity #(p). Let κ be a fixed natural number. The set of SL-formulas (or simply formulas)
φ is inductively defined as follows:

φ := emp ∥ x 7→ (y1, . . . ,yκ) ∥ φ1 ∨φ2 ∥ φ1 ∗φ2∥ p(x1, . . . ,x#(p)) ∥ ∃x. φ1

where φ1,φ2 are SL-formulas, p ∈ PT ∪PS and x,x1, . . . ,x#(p),y1, . . . ,yκ are variables. The symbol
∗ is called the separating conjunction. In the following, formulas are considered modulo the asso-
ciativity and commutativity of ∨ and ∗, modulo the commutativity of existential quantifications,
modulo the neutrality of emp w.r.t. the separating conjunction, and modulo prenex form. A for-
mula of the form emp, p(x) or x 7→ (y) is called an atom. A substitution σ is a function mapping
variables to variables. For any expression (variable, tuple of variables or formula) e, we denote by
eσ the expression obtained from e by replacing every free occurrence of a variable x by σ(x). The
semantics of the predicates in PS is given by user-defined inductive rules. To ensure decidability
in the case where the theory only contains the equality predicate, these rules must satisfy some
additional conditions1 [1]:

Definition 1. A progressing and connected set of inductive rules (pc-SID) R is a finite set of rules
of the form p(x1, . . . ,xn)⇐ x1 7→ (y1, . . . ,yκ)∗φ, where φ is an SL formula and for all predicate
atoms q(z1, . . . ,z#(q)) in φ, we have z1 ∈ {y1, . . . ,yκ}.

Definition 2. For every formula φ, we write φ ⇐R ψ if ψ is obtained from φ by replacing an atom
p(x) with p ∈ PS occurring in φ by a formula γσ, and there exist a rule p(y) ⇐ γ in R and a
substitution σ such that yσ = x.

Let L be a countably infinite set of locations. An SL-structure is a pair (s,h), where s is a
store, i.e. a total function from V to L , and h is a heap, i.e. a partial finite function from L to Lκ

(written as a relation: h(ℓ) = (ℓ1, . . . , ℓκ) iff (ℓ,ℓ1, . . . , ℓκ) ∈ h). A location ℓ (resp. a variable x) is
allocated in a heap h (resp. in a structure (s,h)) if ℓ ∈ dom(h) (resp. s(x) ∈ dom(h)). Two heaps
h1,h2 are disjoint if dom(h1)∩dom(h2) = /0, and h1 ⊎h2 then denotes their union.

Definition 3. Let |=T be a satisfiability relation between stores and atoms p(x) with p ∈ PT .
Given a formula φ, a pc-SID R and a structure (s,h), we write (s,h) |=R φ and say that (s,h)
is an R -model (or simply a model if R is clear from the context) of φ if one of the following
conditions holds: (i) φ = x 7→ (y1, . . . ,yκ) and h = {(s(x),s(y1), . . . ,s(yκ))}; (ii) φ = p(x) with
p ∈ PT and s |=T φ; (iii) φ = φ1∨φ2 and (s,h) |=R φi, for some i = 1,2; (iv) φ = φ1 ∗φ2 and there
exist disjoint heaps h1,h2 such that h = h1 ⊎ h2 and (s,hi) |=R φi, for all i = 1,2; (v) φ = ∃x. φ

and (s′,h) |=R φ, for some store s′ coinciding with s on all variables distinct from x; (vi) φ = p(x)
with p ∈ PS and (s,h) |=R ψ for some ψ such that φ ⇐R ψ.

We emphasize that a T -formula is satisfied only in structures with empty heaps. Note that
Definition 3 is well-founded because every rule allocates at least one variable We write φ |=R ψ if
every R -model of φ is an R -model of ψ. It is well-known that ∗ distributes over ∨, hence every
formula φ can be transformed into a formula

∨n
i=1 φi where φi contains no disjunction. We denote

by dnf (φ) the set {φi | i = 1, . . . ,n}. We slightly adapt the notion of establishment [1]:

1For technical convenience we allow for disjunctions in the rules.
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Definition 4. A pc-SID is established if for every atom α, every predicate-free formula φ such that
α ⇐∗

R φ, every ψ ∈ dnf (φ) and every existential variable x in ψ, ψ contains an atom of the form
x 7→ (y1, . . . ,yκ).

Note that in contrast to [1] equations are not taken into account; this yields a slightly more
restrictive condition hence strengthens our undecidability result. The entailment problem (writ-
ten φ ⊢R ψ) consists in determining, given two formulas φ and ψ and an established pc-SID
R , whether φ |=R ψ. A structure (s,h) is a countermodel of an entailment problem φ ⊢R ψ

iff (s,h) |=R φ and (s,h) ̸|=R ψ.

3. An Undecidability Result

The presented undecidability result relies on the use of a binary predicate symbol S ∈ PT ,
interpreted as a relation S. Intuitively, this relation will be used to relate distant locations α,α′ in
a heap, so that α′ is uniquely determined for a given α, which will permit to express conditions
involving both cells. In the simplest case, one may use any injective function S (e.g., the successor
function on natural numbers) and state that (α,α′) ∈ S. However, we also intend to capture
theories for which no such injective function exists, e.g., the natural numbers with only the usual
order ≤. To this aim, we provide a more complex condition. Instead of associating α′ with α

using an injective function, we associate α′ with a couple (α,α′′) in such a way that α′ is uniquely
determined when it satisfies the conditions α ̸= α′, (α,α′) ∈S and (α′′,α) ̸∈S. For example, if
L = N and S is ≤, the conditions entail α < α′ < α′′ and α′ is uniquely determined by letting
α′′ = α+ 2. The conditions in Theorem 5 are meant to ensure that this is feasible and that there
exists an infinite set of locations α,α′,α′′ such that (α,α′′) uniquely defines α′. The fact that the
set of locations is infinite is essential because it ensures that data structures of unbounded size may
be constructed.

Theorem 5. Assume that PT contains predicates S and S, where:
• S is interpreted as a relation S such that there exist 3 infinite sequences of locations αi, α′

i
and α′′

i (with i ∈ N) where:
– all the locations αi,α

′
i,α

′′
i (for i∈N) are pairwise distinct, i.e., we have, for all i, j ∈N:

αi ̸= α′
j ∧αi ̸= α′′

j ∧α′
i ̸= α′′

j ∧ (i ̸= j =⇒ αi ̸= α j ∧α′
i ̸= α′

j ∧α′′
i ̸= α′′

j );
– ∀i ∈ N,(αi,α

′
i) ∈S;

– ∀i ∈ N,(α′′
i ,α

′
i) ̸∈S;

– for all i ∈ N and for all locations ℓ ∈ {α j | j ∈ N}∪ {α′
j | j ∈ N}∪ {α′′

j | j ∈ N}, if
αi ̸= ℓ, (αi, ℓ) ∈S and (α′′

i , ℓ) ̸∈S, then ℓ= α′
i;

• S(x,y) and ¬S(x,y) are interpreted equivalently when x and y refer to distinct locations.
Then the entailment problem is undecidable for established pc-SID.

For instance, the hypotheses of Theorem 5 are satisfied if L =N and if S is either the successor
function or the usual order relation ≤ (in which case S is ≥). Indeed, it is sufficient to take αi = 3 · i,
α′

i = 3 · i+ 1, α′′
i = 3 · i+ 2 in both cases, since α′

i = ℓ exactly when ℓ is the successor of αi, and
αi ≤ ℓ∧α′′

i > ℓ∧ ℓ ̸= αi ⇒ α′
i = ℓ. More generally, the conditions hold if the domain is infinite

and S is any injective function f such that f (x) ̸= x. In this case, the sequences αi,α
′
i,α

′′
i may
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be constructed inductively: for every i ∈ N, αi is any element e such that both e and f (e) do not
occur in {α j,α

′
j,α

′′
j | j < i}, α′

i is f (αi) and α′′
i is any element not occurring in {α j,α

′
j,α

′′
j | j <

i}∪ {αi,α
′
i}. Note that in this case the locations α′′

i are actually irrelevant, but these locations
play an essential rôle in the undecidability proof when S is ≤. We have {αi | i ∈ N}∪{α′

i | i ∈
N}∪{α′′

i | i ∈ N} ⊆ L , but we do not assume that the inclusion is strict.
The rest of the section is devoted to the proof of Theorem 5. It goes by a reduction from the

Post Correspondence Problem (PCP).

Definitions and Notations. We recall that the PCP consists in determining, given two sequences of
words λ= (λ1, . . . ,λn) and γ= (γ1, . . . ,γn), whether there exists a nonempty sequence (i1, . . . , ik)∈
{1, . . . ,n}k such that λi1. . . . ,λik = γi1 . . . . ,γik . It is well-known that this problem is undecidable.
We assume, w.l.o.g., that ∥λi∥ > 1 and ∥γi∥ > 1 for all i ∈ {1, . . . ,n}. A word w such that w =
λi1. . . . ,λik = γi1. . . . ,γik is called a witness. Positions within words of the sequences (λ1, . . . ,λn) or
(γ1, . . . ,γn) will be denoted by pairs (i, j), encoding the j-nth character of the word λi or γi. More
formally, if p = (i, j), and w ∈ {λ,γ}, then we denote by w(p) the j-th symbol of the word wi,
provided this symbol is defined. We write p◁q if both λ(p) and γ(q) are defined and λ(p) = γ(q).
Let m = max{∥λi∥,∥γi∥ | i ∈ {1, . . . ,n}}. We denote by P the set of pairs (i, j) where i ∈ {1, . . . ,n}
and j ∈ {1, . . . ,m}, and by B the set of pairs of the form (i,1). For w ∈ {λ,γ}, we denote by Ew the
set of pairs of the form (i,∥wi∥), where i ∈ {1, . . . ,n}, and we write (i, j)→w (i′, j′) when either
i′ = i, j < ∥wi∥ and j′ = j+1, or j = ∥wi∥, i′ ∈ {1, . . . ,n} and j′ = 1. Note that i′ is arbitrary in
the latter case (intuitively (i, j) →w (i′, j′) states that the character corresponding to the position
(i, j) may be followed in a witness by the character at position (i′, j′)).

Overview. We shall reduce the PCP to an entaillment problem φ⊢R ψ, where φ encodes a potential
solution of the problem, i.e., a pair of sequences (i1, . . . , ik) and ( j1, . . . , jl) such that λi1. . . . ,λik =
γ j1. . . . ,γ jk′ , and ψ holds if both sequences (i1, . . . , ik) and ( j1, . . . , jk′) are distinct. Thus φ ⊢R ψ

admits a countermodel iff the PCP admits a solution.

Left-hand side. This part of the encoding is straightforward, since the set of words w such that w=
λi1. . . . ,λik = γ j1. . . . ,γ jk′ , for some sequences (i1, . . . , ik) and ( j1, . . . , jl) is regular. Let v be a vector
of variables. We assume that every p ∈ P is associated with a variable xp in v, in such a way that
the mapping p 7→ xp is injective (this is possible since P is finite). To simplify notations, we will
simply denote the variable xp by p. The vector v also contains a special variable ⊥, distinct from
the variables corresponding to p ∈ P. Potential witnesses are encoded by linked lists, with links
on the last argument, starting with a dummy element. Except for the first dummy element, each
location in the list refers to two locations associated with pairs p,q ∈ P denoting positions within
both sequences λ1, . . . ,λn and γ1, . . . ,γn respectively, and to three additional allocated locations the
rôles of which will be detailed below. Let φ =W (x,v), and consider the rules:

W (x,v) ⇐ ∃x′. x 7→ (⊥,⊥,⊥,⊥,⊥,x′)∗Wp,p(x′,v)
where p ∈ B

Wp,q(x,v) ⇐ ∃x′,y,z,u. x 7→ (p,q,y,z,u,x′)∗Wp′,q′(x′,v)∗P(y,⊥)∗P(z,⊥)
∗ P(u,⊥) where p◁q, p →u p′ and q →v q′

Wp,q(x,v) ⇐ ∃y,z,u. x 7→ (p,q,y,z,u,⊥)∗P(y,⊥)∗P(z,⊥)∗P(u,⊥)
where p = (i,∥λi∥), q = (i,∥γi∥), and p◁q

P(x,y) ⇐ x 7→ (y,y,y,y,y,y)
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The following result follows immediately from the definition of the rules defining W :

Lemma 6. The structures that validate φ are of the form (s,h), where: (i) s(x) = ℓ and s(⊥) = ℓ′;
(ii) for all i = 1, . . . ,m′, s(pi) = ℓ

p
i and s(qi) = ℓ

q
i ; (iii) pi,qi ∈ P are such that pi ◁qi, pi →λ pi+1

and qi →γ qi+1; (iv) the heap h is of the form (with ℓm′+1 = ℓ′):

h =
{
(ℓ,ℓ′, ℓ′, ℓ′, ℓ′, ℓ′, ℓ1)

}
∪

{
(ℓi, ℓ

p
i , ℓ

q
i , ℓ

y
i , ℓ

z
i , ℓ

u
i , ℓi+1) | i = 1, . . . ,m′}

∪
{
(ℓy

i , ℓ
′, ℓ′, ℓ′, ℓ′, ℓ′, ℓ′) | i = 1, . . . ,m′} ∪

{
(ℓz

i , ℓ
′, ℓ′, ℓ′, ℓ′, ℓ′, ℓ′) | i = 1, . . . ,m′}

∪
{
(ℓu

i , ℓ
′, ℓ′, ℓ′, ℓ′, ℓ′, ℓ′) | i = 1, . . . ,m′} .

Furthermore, p1 = q1 ∈ B and there exists i such that pm′ = (i,∥λi∥) and qm′ = (i,∥γi∥). Thus,
the words λ(p1) · · ·λ(pm′) and γ(p1) · · ·γ(pm′) are of the form λi1. . . . .λik and γ j1. . . . .γ jk′ , for some
sequences (i1, . . . , ik) and ( j1, . . . , jk′) of elements in {1, . . . ,n}.

Note that we have λ(p1) · · ·λ(pm′) = γ(p1) · · ·γ(pm′), however the sequences (i1, . . . , ik) and
( j1, . . . , jk′) may be distinct (but we still have i1 = j1 and ik = jk′).

Right-hand side. We introduce a formula ψ that is satisfied when (i1, . . . , ik) ̸= ( j1, . . . , jk′), i.e.,
for which either k ̸= k′ or il ̸= jl for some l ∈ {2, . . . ,k−1}. This is done by using the additional
locations ℓ

y
i , ℓz

i and ℓu
i to relate the indices Il = ∥λi1. . . . ,λil−1∥+ 1 and Jl = ∥γ j1 . . . . ,γ jl−1∥+ 1,

corresponding to the beginning of the words λil and γ jl respectively in λi1. . . . .λik and γ j1 . . . . .γ jk′ ,
with the convention that I1 = J1 = 1. We introduce predicates relating the locations ℓy

i , ℓz
i and ℓu

i
using the relation S. They are associated with rules that guarantee that all the models of the left-
hand side that are countermodels of the right-hand side of the sequent will satisfy the following
properties: (i) k = k′ and for all l ∈ {1, . . . ,k}, (ℓy

Il
, ℓz

Jl
) ∈ S and (ℓu

Il
, ℓz

Jl
) ̸∈ S; (ii) il = jl for

1 ≤ l ≤ k. Predicates A and B introduced below are used to guarantee that the first condition holds
for these countermodels. Predicate A is satisfied by those structures that start with a dummy node
and for which the condition does not hold when l = 1, and B is satisfied by those structures for
which either k ̸= k′ or there is an l ∈ {1, . . . ,k−1} such that the condition is satisfied at l, but not
at l+1. Thus the structures that satisfy W (x,v) and that are countermodels of the disjunction of A
and B are exactly the structures for which k = k′ and (ℓ

y
Il
, ℓz

Jl
) ∈S∧ (ℓu

Il
, ℓz

Jl
) /∈S for l = 1, . . . ,k.

Predicate C is then used to guarantee that for all 1 ≤ l ≤ k, pIl = qJl : this predicate is satisfied by
the considered structures for which there is an l such that (ℓy

Il
, ℓz

Jl
) ∈ S∧ (ℓu

Il
, ℓz

Jl
) /∈ S holds but

pIl ̸= qJl . We begin with the rules for predicate A.

A(x,v) ⇐ ∃x′. x 7→ (⊥,⊥,⊥,⊥,⊥,x′)∗A′(x′,v)
A′(x,v) ⇐ ∃x′,y,z,u. x 7→ (p,q,y,z,u,x′)∗Wp′,q′(x,v)∗P(y,⊥)

∗ P(z,⊥)∗P(u,⊥)∗ (S(y,z)∨S(u,z)), for every p,q, p′,q′ ∈ P

Note that since y,z,u are allocated in distinct predicates, they must be distinct, hence S(y,z) is
equivalent to ¬S(y,z) and S(u,z) is equivalent to ¬S(u,z). The following property is a straightfor-
ward consequence of the definition of A (note that, by definition, I1 = J1 = 1):

Lemma 7. A model (s,h) of φ validates A(x,v) iff (using the notations of Lemma 6) either
(ℓ

y
I1
, ℓz

J1
) ̸∈S or (ℓu

I1
, ℓz

J1
) ∈S.
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We now define the rules for predicate B, which is meant to ensure that if the condition “(ℓy
Il
, ℓz

Jl
)

∈S and (ℓu
Il
, ℓz

Jl
) ̸∈S” (†) holds for some l then it also holds for l+1. This predicate has additional

parameters y,y′,z,z′,u,u′ corresponding to the locations ℓ
y
Il
, ℓ

y
Il+1

, ℓz
J j
, ℓz

J j+1
, ℓu

Il
, ℓu

Il+1
which “break”

the propagation of (†). The locations y,y′,z,z′,u,u′ must be chosen in such a way that the T -
formula S(y,z)∗S(u,z)∗(S(y′,z′)∨S(u′,z′)) holds. The predicates Ba,b with a,b∈{0,1,2} allocate
all the locations ℓ1, . . . , ℓm′ and in particular the “faulty” locations associated with y,y′,z,z′,u,u′.
Intuitively, a (resp. b) denotes the number of variables in {y,y′} (resp. {z,z′}) that have already
been allocated. The rules for predicates Ba,b are meant to guarantee that the following conditions
hold for variables y and y′ (similar constraints hold for z and z′): (i) y is allocated before y′, (ii) y is
allocated for a variable p corresponding to the beginning of a word (p ∈ B), (iii) when y has been
allocated, no variable p ∈ B can occur on the right-hand side of an atom of the form u 7→ v until y′

is allocated. Several cases are distinguished depending on whether the locations associated with
y and z (resp. y′ and z′) are in the same heap image of a location or not. Note that u and u′ are
allocated in the same rules as y and y′ respectively. Predicate B also tackles the case where k ̸= k′.
This corresponds to the case where the recursive calls end with B1,2 or B2,1 in the last rule below,
meaning that (†) holds for some l, with either l = k and l < k′ or l = k′ and l < k. For the sake
of conciseness and readability, we denote by w the vector of variables v,y,y′,z,z′,u,u′ in the rules
below. We also denote by φ′(y,z,u) the formula P(y,⊥)∗P(z,⊥)∗P(u,⊥).

B(x,w) ⇐ x 7→ (⊥,⊥,⊥,⊥,⊥,x′)∗B0,0(x′,w)
∗S(y,z)∗S(u,z)∗ (S(y′,z′)∨S(u′,z′))

Ba,b(x,w) ⇐ ∃x′,y′′,z′′,u′′.x 7→ (p,q,y′′,z′′,u′′,x′)∗Ba,b(x′,w)∗φ′(y′′,z′′,u′′)
if (a ̸= 1 or p ̸∈ B) and (b ̸= 1 or q ̸∈ B)

B0,0(x,w) ⇐ ∃x′.x 7→ (p,q,y,z,u,x′)∗B1,1(x′,w)∗φ′(y,z,u) if p,q ∈ B

B0,1(x,w) ⇐ ∃x′.x 7→ (p,q,y,z′,u,x′)∗B1,2(x′,w)∗φ′(y,z′,u) if p,q ∈ B

B1,0(x,w) ⇐ ∃x′.x 7→ (p,q,y′,z,u′,x′)∗B2,1(x′,w)∗φ′(y′,z,u′) if p,q ∈ B

B1,1(x,w) ⇐ ∃x′.x 7→ (p,q,y′,z′,u′,x′)∗B2,2(x′,w)∗φ′(y′,z′,u′) if p,q ∈ B

B0,b(x,w) ⇐ ∃x′,z′′.x 7→ (p,q,y,z′′,u,x′)∗B1,b(x′,w)∗φ′(y,z′′,u)
if p ∈ B and (b ̸= 1 or q ̸∈ B)

B1,b(x,w) ⇐ ∃x′,z′′.x 7→ (p,q,y′,z′′,u′,x′)∗B2,b(x′,w)∗φ′(y′,z′′,u′)
if p ∈ B and (b ̸= 1 or q ̸∈ B)

Ba,0(x,w) ⇐ ∃x′,y′′,u′′.x 7→ (p,q,y′′,z,u′′,x′)∗Ba,1(x′,w)∗φ′(y′′,z,u′′)
if q ∈ B and (a ̸= 1 or p ̸∈ B)

Ba,1(x,w) ⇐ ∃x′,y′′,u′′.x 7→ (p,q,y′′,z′,u′′,x′)∗Ba,2(x′,w)∗φ′(y′′,z′,u′′)
if q ∈ B and (a ̸= 1 or p ̸∈ B)

Ba,b(x,w) ⇐ ∃y′′,z′′,u′′.x 7→ (p,q,y′′,z′′,u′′,⊥)∗φ′(y′′,z′′,u′′)
if (a,b) ∈ {(2,2),(2,1),(1,2)}

By imposing that all words in the PCP instance are of length at least 2, we guarantee that the last
rule above is the only terminating one that is necessary. It is possible to get rid of the condition
on the word lengths at the cost of requiring additional rules for the case where the recursive calls
should end at the beginning of a word. The following lemma states that models of φ validate
∃y,z,y′,z′,u,u′.B(x,w) iff Property (†) does not propagate:

Lemma 8. A model (s,h) of φ validates ∃y,z,y′,z′,u,u′.B(x,w) iff (using the notations of Lemma
6) there exists l ∈{1, . . . ,k} and l′ ∈{1, . . . ,k′} such that (ℓy

Il
, ℓz

Jl′
)∈S, (ℓu

Il
, ℓz

Jl′
) ̸∈S and one of the
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following holds: (l = k and l′ ̸= k′) or (l ̸= k and l′ = k′) or (ℓy
Il+1

, ℓz
Jl′+1

) ̸∈S or (ℓu
Il+1

, ℓz
Jl′+1

) ∈S.

Proof. Consider a store s′, coinciding with s on all variables other than y,z,y′,z′,u,u′ and such
that (s,h) satisfies B(x,w). The rules defining B impose that the last rule of B is applied at some
point, as it is the only rule with no predicate on its right-hand side. Since this rule applies only on
predicates Ba,b with a > 0 and b > 0, this entails that there are cells ℓ

y
i , ℓu

i and ℓz
j, possibly with

i = j, that must have been allocated and are such that s′(y) = ℓ
y
i , s′(u) = ℓu

i and s′(z) = ℓz
j. By

the conditions on the rules, i and j must correspond to the start of a word in λ or γ respectively,
thus we have i = Il and j = Jl′ , for some l ∈ {1, . . . ,k} and l′ ∈ {1, . . . ,k′}. If the last rule is
applied with a = b = 2, then there exist cells ℓy

i′ , ℓ
u
i′ and ℓz

j′ that must have been allocated, and are
such that s′(y′) = ℓ

y
i′ , s

′(u′) = ℓu
i′ and s′(z′) = ℓz

j′ . Still by the conditions on the rules, none of the
cells ℓi+1, . . . , ℓi′−1, ℓ j+1, . . . , ℓ j′−1 may correspond to the start of a word, thus we have i′ = Il+1
and j′ = Jl′+1. Because of the first rule we have (s′(y),s′(z)) ∈ S, (s′(u),s′(z)) ̸∈ S, and either
(s′(y′),s′(z′)) ̸∈ S, or (s′(u′),s′(z′)) ∈ S, hence we get the result. If the rule is applied with
(a,b) = (1,2) then ℓz

j′ is allocated but not ℓy
i′ , which entails that l′ ̸= k′ and l = k. The proof is

similar if (a,b) = (2,1).

We derive the following result.

Lemma 9. With the notations of Lemma 6, a model (s,h) of φ falsifies the formula A(x,v)∨
∃y,z,y′,z′,u,u′.B(x,w), iff k = k′ and for all l ∈ {1, . . . ,k}, (ℓy

Il
, ℓz

Jl
) ∈S∧ (ℓu

Il
, ℓz

Jl
) ̸∈S.

Proof. The proof is by induction on l. Lemmata 7 and 8 give the base and inductive cases, respec-
tively.

Finally, we consider an atom C(x,v) that will be satisfied by structures such that pIi ̸= qJi ,
for some i = 1, . . . ,k, assuming the condition (†) above is fulfilled. This predicate allocates the
location ℓ and introduces existential variables y,z,u denoting the faulty locations ℓ

y
Ii
, ℓz

Ji
and ℓu

Ii
,

i.e., the locations corresponding to the index i such that pIi ̸= qJi . By (†), these locations must be
chosen in such a way that the constraints S(y,z) and S(u,z)are satisfied. The predicate C(x,v) also
guesses pairs p,q such that p ̸= q (denoting the distinct pairs pIi and qJi) and invokes the predicate
C(0,0)

p,q to allocate all the remaining locations. As for the previous rules, the predicates Ca,b
p,q, for

p,q ∈ B and a,b ∈ {0,1} allocate ℓ1, . . . , ℓm′ , where a (resp. b) denotes the number of variables in
{y} (resp. {z}) that have already been allocated. In the rules below, we denote by u the vector
v,y,z,u. In all the rules we have p′,q′ ∈ P.

C(x,v) ⇐ ∃y,z,u. x 7→ (⊥,⊥,⊥,⊥,⊥,x′)∗C0,0
p,q(x′,u)∗S(y,z)∗S(u,z)

if p ̸= q and p,q ∈ B

Ca,b
p,q(x,u) ⇐ ∃x′,y′′,z′′,u′′.x 7→ (p′,q′,y′′,z′′,u′′,x′)∗Ca,b

p,q(x,u)
∗ φ′(y′′,z′′,u′′)

C0,0
p,q(x,u) ⇐ ∃x′.x 7→ (p,q,y,z,u,x′)∗C1,1

p,q(x,u)∗φ′(y,z,u)
C0,b

p,q(x,u) ⇐ ∃x′,z′′.x 7→ (p,q′,y,z′′,u,x′)∗C1,b
p,q(x,u)∗φ′(y,z′′,u)

Ca,0
p,q(x,u) ⇐ ∃x′,y′′,u′′.x 7→ (p′,q,y′′,z,u′′,x′)∗Ca,1

p,q(x,u)∗φ′(y′′,z,u′′)
C1,1

p,q(x,u) ⇐ ∃y′′,z′′,u′′.x 7→ (p′,q′,y′′,z′′,u′′,⊥)∗φ′(y′′,z′′,u′′)
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Let ψ = A(x,v),∃y,z,y′,z′,u,u′.B(x,w),C(x,u). The entailment problem φ ⊢R ψ satisfies the
expected property:

Lemma 10. The PCP admits a solution iff the entailment problem φ ⊢R ψ has a countermodel.

Proof. Assume a structure satisfies the atom W (x,v) but not the disjunction A(x,v)∨∃y,z,y′,z′,u,
u′.B(x,w)∨C(x,u). Then by Lemma 6, there exists a word λi1. . . . .λik = γ j1. . . . .γ jk′ . Since C(x,u)
is not satisfied, il = jl′ holds if (ℓy

Il
, ℓz

Jl′
)∈S∧(ℓu

Il
, ℓz

Jl′
) ̸∈S. By Lemma 9, we have k = k′ and Prop-

erty (†) holds, hence we deduce that il = jl for all l ∈ {1, . . . ,k}, i.e., that (i1, . . . , ik) = ( j1, . . . , jk′).
Conversely, if a solution of the PCP exists, then by using the locations αl,α

′
l,α

′′
l guaranteed to ex-

ist by the hypothesis of the theorem as the respective locations ℓy
Il
, ℓz

Jl
, ℓu

Il
, it is easy to construct a

structure satisfying W (x,v). Also, by hypothesis, since (αl,α
′
l) ∈ S and (α′′

l ,α
′
l) ̸∈ S, we have

(ℓ
y
Il
, ℓz

Jl
) ∈ S and (ℓu

Il
, ℓz

Jl
) /∈ S for all l = 1, . . . ,k. Thus, both A(x,v) and ∃y,z,y′,z′,u,u′.B(x,w)

do not hold. To fulfill ¬C(x,u) we have to ensure that, for all i, j ∈ {1, . . . ,k}, we have (ℓ
y
Ii
, ℓz

J j
) ∈

S∧ (ℓu
Ii
, ℓz

J j
) ̸∈ S =⇒ pIi = qJi . Since the considered word is a solution of the PCP, we have

pIi = qJi for all i = 1, . . . ,k, hence ¬C(x,u) is satisfied.

(x,⊥,⊥,⊥,⊥,⊥,1)

(1,(2,1),(2,1),2,3,4,5)

(5,(2,2),(2,2),6,7,8,9)

(9,(2,3),(1,1),10,14,11,12)

(12,(1,1),(1,2),13,20,15,16)

(16,(1,2),(1,3),17,18,19,⊥)

We provide a heap encoding a witness abcde for the PCP,
with λ = (de,abc) and γ = (cde,ab). The solution is i1 = 2
and i2 = 1, with k = 2. We assume that L = N and that S is
interpreted as the successor function. For readability the in-
terpretation of the variables x,⊥, (1,1), (1,2), (1,3), (2,1),
(2,2) and (2,3) are left unspecified and the mappings from
the locations 2,3,4,6,7,8,10,11,13,14,15,17,18,19,20 to
(⊥,⊥,⊥,⊥,⊥,⊥) are not depicted. The sequence
(ℓ1, ℓ2, ℓ3, ℓ4, ℓ5) is (1,5,9,12,16). We have I1 = 1, I2 = 4,
J1 = 1 and J2 = 3. The dashed arrows indicate the con-
nections between cells ℓIl and ℓJl , for l = 1,2. For l = 1,
ℓIl = ℓJl = ℓ1 = 1 is connected to itself since we have ℓy

1+1=
2 + 1 = 3 = ℓz

1. For l = 2, ℓIl = ℓ4 = 12 is connected to
ℓJl = ℓ3 = 9, as ℓ

y
4 + 1 = 13+ 1 = 14 = ℓz

3. This example
also covers the case where S is interpreted as the usual order on natural numbers, as we have
ℓ

y
1 < ℓz

1 < ℓu
1 and ℓ

y
4 < ℓz

3 < ℓu
4.

4. Discussion

The presented result is very tight. Theorem 5 applies to most non trivial theories and the proof
only uses very simple data structures (simply linked lists). The proof could be adapted (at the cost
of cluttering the presentation) to handle quantifier-free entailments and even simpler inductive
systems with at most one predicate atom on the right-hand side of each rule, in the spirit of word
automata. The reduction is given for κ = 6 but it may also be defined with κ = 2 by encoding
tuples as binary trees. Our logic has only one sort of variables, denoting locations, thus one cannot
directly describe structures in which the heap maps locations to tuples containing both locations
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and data, ranging over disjoint domains. However, data can be easily encoded in our framework by
considering a non-injective function d(x) mapping locations to data, and adding theory predicates
constructed on this function, such as d(x) ≈ d(y) to state that two possibly distinct locations x,y
are mapped to the same element. The obtained theory falls within the scope of Theorem 5 (using
d(x) ≈ d(y) as the relation S(x,y)), provided the domain of the data is infinite. This shows that
entailments with data disjoint from locations are undecidable, even if the theory only contains
equations and disequations, except when the data domain is finite.
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