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Abstract

Mobile robot navigation tasks can be applied in
various domains, such as in space, underwater, and
transportation industries, among others. In naviga-
tion, robots analyze their environment from sensors
and navigate safely up to target points by avoid-
ing obstacles. Numerous methods exist to perform
each navigation task. In this work, we focus on
robot localization based on feature extraction al-
gorithms using images as sensory data. ORB, and
SURF are state-of-the-art algorithms for feature-
based robot localization thanks to their fast com-
putation time, even if ORB lacks precision. SIFT
is state-of-the-art for high precision feature detec-
tion but it is slow and not compatible with real-
time robotic applications. Thus, in our work, we
explore how to speed up SIFT algorithm for real-
time robot localization by employing an unconven-
tional computing paradigm with oscillatory neural
networks (ONNs). We present a hybrid SIFT-ONN
algorithm that replaces the computation of Differ-
ence of Gaussian in SIFT with ONNs by performing
image edge detection. We report on SIFT-ONN
algorithm performances, which are similar to the
state-of-the-art ORB algorithm.

∗This work was supported by the European Union’s Hori-
zon 2020 research and innovation program, EU H2020 NEU-
RONN project under grant n. 871501 (www.neuronn.eu).

Keywords— O scillatory Neural Networks, Image

Edge Detection, Feature Detection, SIFT

1 Introduction

Navigation is a complex and pervasive problem that
allows autonomous robots to navigate safely in an
environment without human interaction. Robot
navigation is typically divided into various tasks,
such as localization to place the robot in its en-
vironment from a reference point, obstacle avoid-
ance to avoid obstacles in real-time, and mapping
to create an environment map in real-time, among
others [2, 17].

In state-of-the-art robot navigation, Simultane-
ous Localization And Mapping (SLAM) is the most
widely applied algorithm [8, 18]. SLAM uses sen-
sor data from the robot to estimate robot’s current
location. Sensor data are also used to create an
environment map around the robot. SLAM can
use various types of sensors. For example, some
SLAM algorithms use cameras as sensors and use
captured images to estimate robot position and
environment. Another widely applied solution is
to combine feature-based object tracking from im-
ages with SLAM algorithm [7, 11, 24]. Feature-
based object tracking consists of detecting and de-
scribing features from two following image frames
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Figure 1: Robot movement computation based on SIFT feature detection and description algorithm and
matching.

and matching the corresponding features to com-
pute transformation between two frames, see Fig. 1.
In state-of-the-art, SLAM algorithm is combined
with ORB (Oriented FAST and Rotated BRIEF)
or SURF (Speeded Up Robust Features) algorithms
[11,14,24,27] because they perform fast feature de-
tection and description algorithms.

Even if ORB gives good results, other feature de-
tection and description algorithms can reach bet-
ter precision but are too slow to compute for
real-time navigation applications. For example,
the Scale Invariant Feature Transform algorithm
(SIFT) [22, 30] is one of the best-reported feature
detection and description algorithms in terms of
precision but has large computation latency. In
this work, we explore a possible solution to speed
up SIFT algorithm while maintaining reasonable
precision compared to other algorithms. We choose
to investigate SIFT as it is often used as a baseline
in various feature detection algorithms. However,
our proposed solution is general enough and ap-
plicable to other feature detection and description
algorithms, such as SURF or others.

We propose and explore massive parallelism of
oscillatory neural networks [15,19,25,28] to reduce
the latency of SIFT algorithm. The first stage in
SIFT algorithm is the computation of a Difference
of Gaussian (DoG), in wich the output resembles
an image edge detection algorithm. We propose to
use ONNs to perform image edge detection [4,5] to
replace the first SIFT DoG stage.

The main contributions of the paper can be sum-
marized as i) the development of the hybrid SIFT-
ONN algorithm by introducing ONNs for image
edge detection at the first stage of the SIFT al-
gorithm, and ii) benchmarking and evaluation of
the hybrid SIFT-ONN solution compared to state-
of-the-art feature detection and description algo-
rithms in terms of precision and latency.

The paper is organized as follows. First, Sec-
tion 2 gives an overview of SIFT feature detec-
tion and description algorithms. Then, Section 3
presents the ONN computing paradigm and its
application to image edge detection. Next, in
Section 4, we describe our hybrid SIFT-ONN al-
gorithm by replacing first-stage SIFT DoG with
ONN-based image edge detection. Also, in Sec-
tion 4 we describe the methods to evaluate SIFT-
ONN with state-of-the-art algorithms. Section 5
presents the results and benchmarking of the SIFT-
ONN. And finally, Section 6 discusses the advan-
tages, limitations, and prospective improvements
and future work on SIFT-ONN.

2 Feature detection and de-
scription with SIFT

Feature detection and description algorithms are
used in various applications, such as navigation
with SLAM. Here, we present state-of-the-art ap-
proaches on feature detection and description algo-
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rithms for navigation tasks. Also, we describe the
different computation stages in the SIFT algorithm.

2.1 State-of-the-art

Over the last twenty years, various feature de-
tection and description algorithms have been pro-
posed. Most feature detection algorithms are
based on edge or corner detection algorithms.
Mainly, their differences are in the mathematical
approaches to detect features or edges and corners,
and in the methods to define the descriptors of the
features used to match them. Important param-
eters are scale and rotation invariance, which are
necessary to detect and describe features for match-
ing two images with different points of view. SIFT
is one of the first feature detection and description
algorithms introduced with scale and rotation in-
variance [22], which obtains high precision while
using large computing resources but also results in
long computation time. Since SIFT, other solutions
have been proposed to reduce computation latency
depending on the target applications [6, 9, 21,27].

For example, in mobile robotics, SIFT has been
successively replaced by SURF [9] and ORB [27],
which are faster, therefore, more suitable for real-
time constrained applications. In this work, we in-
vestigate applying ONN image edge detection to
replace SIFT DoG in order to reduce SIFT compu-
tation latency.

2.2 Scale Invariant Feature Trans-
form (SIFT) Algorithm

SIFT stands for Scale Invariant Feature Transform
[22]. SIFT is a feature detection and description
algorithm, which is scale and rotation invariant. It
aims to correctly detect and describe features to be
able to match them between two images, even if
they are rotated, with different sizes and scales.

The SIFT feature detection and description al-
gorithm can be divided into four main stages, as
shown in Fig. 1. The first stage detects extrema in
various scale spaces. More precisely, it uses DoG to
detect edges in images smoothed by gaussian blur
filters with different smoothing scales. For each
pixel at position (x, y) in the image, it computes:

D(x, y, σ) = L(x, y, kσ) − L(x, y, σ) (1)

Figure 2: Detection of scale space extrema based
on Difference of Gaussians.

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2)

G(x, y, σ) =
1

2πσ2
e−(x

2+y2)/2σ2

(3)

where D is the DoG output, L is the output im-
age after the Gaussian blur is applied, G is the
Gaussian blur, and σ is the smoothing scale, see
Fig. 2. Then, extrema are extracted from the DoG
outputs. For each octave, each pixel of a scale space
is compared with its 8 neighboring pixels from the
same scale space, and with its 9 neighboring pix-
els from lower and upper scale spaces. Extrema are
pixels with the highest or smallest values compared
to all 26 neighbors, see Fig. 2.

The second stage of SIFT is to select key points
from the extracted extrema. Low extrema are fil-
tered to obtain only the strong key points that are
easily reproducible in different images. Extrema on
edges are also filtered because edges are sensitive to
noise and DoG is highly sensitive to edges. After
localizing the key points, their orientation is com-
puted. SIFT computes for each key point the mag-
nitude and orientation on a 16x16 window. Then, it
groups pixels in 4x4 windows to create orientation
histograms. In this case, orientation and magni-
tude in each 4x4 window are combined. Then, the
main orientation from each 4x4 histogram is ex-
tracted. Fig. 3 shows the feature orientation pro-
cess with histograms and orientation definitions.
The final stage creates the descriptors, which are
vectors containing main orientations with magni-
tude around each key point, making descriptors
scale and rotation invariant.

Once SIFT is applied to two images, descriptors
from both images are matched. Matched descrip-
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Figure 3: Feature orientation.

tors are used to determine the transformation be-
tween the two images. For example, in the case
of two following images from a moving robot, the
transformation can be associated with the move-
ment of the robot. Note, it is possible to filter
the number of matches used to compute the trans-
formation to impact the obtained transformation
value.

3 ONN for image edge detec-
tion

ONN is a promising neuromorphic computing
paradigm for edge artificial intelligence applications
due to its energy efficient and massive parallel com-
putations [16].

3.1 ONN computing paradigm

ONN is a brain-inspired paradigm where the com-
putations are performed on coupled oscillators [15].
In ONNs, each neuron is an oscillator coupled with
synapses, which can be implemented either in ana-
log or digital. ONNs encode information in the
phase relationship among oscillators. For example,
with binary information, a logic ′0′ is represented
with an oscillator phase of 0o, and a logic ′1′ is rep-
resented with an oscillator phase of 180o. Phase-
based computing allows to lower voltage amplitude,
thus reducing power consumption. ONNs use the
dynamics of coupled oscillators for inference. At
first, oscillator phases are initialized from input in-
formation. Then, phases evolve in a parallel fashion
depending on the coupling strength among oscilla-
tors. Finally, oscillators stabilize and their phases
are read to construct the output information. Over-
all, both low power and parallel computations make

Figure 4: a) Feedforward ONN architecture for
classification. b) Digital feedforward ONN imple-
mentation on FPGA.

ONN attractive for edge computing.
In literature, ONNs are typically designed as a

fully-connected recurrent architecture, and trained
with unsupervised learning rules, like Hebbian, to
solve pattern recognition or auto-associative mem-
ory tasks, as in Hopfield neural networks [20, 23].
Recently, authors in [4, 5], reported on a two-
layer ONN architecture with feedforward connec-
tivity that can efficiently solve image edge detec-
tion tasks. Fig. 4.a) illustrates the ONN computing
paradigm with a two-layer feedforward architecture
configured for classification.

In this work, we utilize the feedforward digi-
tal ONN implemented on FPGA as in [3–5], see
Fig. 4.b). Each oscillator is a 16-stage phase-
controlled oscillator allowing phases between 0o

and 360o with phase precision of 22.5o. Oscillators
from the output layer also include a phase calcula-
tor, which integrates post-synaptic phases from the
input layer. Synapses are 5-bits signed registers al-
lowing integer weights between −15 and 15.

3.2 ONN edge detection

Here, we investigate in incorporating the feedfor-
ward ONN architecture configured for image edge

4



Figure 5: Feedforward ONN configured for image
edge detection applied to a black and white image.

detection to be part of the SIFT algorithm. In
literature, image edge detection uses convolutional
filters, typically 3x3, 5x5, or 7x7, to scan an image
and detect edges. Sobel [29] and Canny [12] are the
two main convolutional-based edge detection algo-
rithms.

ONNs for image edge detection are introduced in
[4] using a two-layer ONN connected with bidirec-
tional connections that perform hetero-associative
memory tasks. In [4], authors use Sobel convolu-
tional filters as training patterns to compute synap-
tic couplings between the two ONN layers. How-
ever, such architecture had some missing edges,
thus in [5], authors proposed a customization of
the coupling weights to improve the precision of
the two-layer bidirectional architecture. Neverthe-
less, the two-layer bidirectional ONN architecture
has important latency limitations, and uses a large
amount of digital resources, limiting the number
of possible ONNs that can be implemented in par-
allel in order to reduce latency. Thus, in [5], au-
thors introduced instead an architecture with a
two-layer feedforward ONN. Authors reported on
feedforward ONN for image edge detection with
various sizes (3x3, 5x5, and 7x7) to scan the image,
see Fig. 5. Using a larger size ONN can increase
the stride and help reduce the image scanning la-
tency. In [5], it was shown that feedforward ONN
for image edge detection has similar precision as the
state-of-the-art Sobel algorithm, and it can achieve
better latency by using multiple ONNs in parallel.
Table 1 highlights the main characteristics of the
feedforward digital ONN. Note, the ONN config-
ured for image edge detection from [5] only outputs
binary phase information 0o, 180o.

In the SIFT algorithm, the DoG computation
can be approximated to an edge detection compu-
tation. Thus, in this work, we aim to replace the
SIFT DoG stage with 3x3, 5x5, or 7x7 feedforward
ONN for image edge detection– creating a hybrid

Table 1: Characteristics of edge detection feedfor-
ward ONN from [5].

ONN 3x3 5x5 7x7

Latency 1.15 µs 1.15 µs 1.15 µs
LUTs 211 302 457

Flip-Flops 277 437 597

Figure 6: SIFT-ONN algorithm process.

SIFT-ONN algorithm.

4 SIFT-ONN adaptation

Here, we replace the DoG with the feedforward
ONN for image edge detection.

In the first stage of SIFT, a first pyramid is gen-
erated from the input image by resizing it to create
various octaves. The first octave is composed of
the input image upsampled by two, and the follow-
ing octaves are generated by subsampling by two of
their previous octave until the size is too small to
make a Euclidean division by two. Then, a second
pyramid is created by applying various gaussian
blurs on the image from each octave to create differ-
ent scales of the same image, see Fig. 2. Next, the
DoG outputs are computed for each octave between
neighboured gaussian blurs to obtain images with
highlighted edges. In this work, the SIFT-ONN
keeps the generation of the first pyramid, creating
octaves by subsampling the input image. Then, the
gaussian blurs are replaced with image binarization
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Figure 7: ONN edge detection latency estimation
for SIFT-ONN 512x512 image process.

with various black-and-white thresholds. Next, the
ONN for edge detection is applied to each gener-
ated black-and-white image to obtain images with
highlighted edges. Finally, the ONN edge detection
output images replace the SIFT DoG stage output
for the rest of the SIFT algorithm, see Fig. 6.

Fig. 7 shows time estimations to scan all gen-
erated images from a 512x512 input image with
parallel feedforward ONNs. The number of par-
allel ONNs is defined from the maximum resource
utilization of the Zybo Z7 board, which is equipped
with a Xilinx Series-7 FPGA. Fig. 7 highlights that
using a stride of the size of the filter really improves
latency. In [5], authors assigned the ONN output
to the full selected window to avoid discontinuities.
However, in SIFT-ONN, tests showed the precision
is higher if only the central pixel is assigned, even
though it induces discontinuities. Thus, for the rest
of the paper, the ONN output is assigned to the
central pixel of the scanning window. For example,
for a 3x3 ONN filter, the stride is equal to 3, and
the ONN output is assigned to the central pixel of
the 3x3 window.

4.1 Validation and evaluation meth-
ods

The feedforward ONN is validated and evaluated
for image edge detection in [5] using the digital
design of Fig.4.b) implemented on FPGA. In this
work, the feedforward ONN configured for image
edge detection is first emulated in python with a
Hopfield-based feedforward network. It allows us-
ing the built-in functions of SIFT algorithm from

Python libraries [1] combined with the ONN image
edge detection. Also, it allows comparing preci-
sion and latency with other state-of-the-art feature
detection and description algorithms available in
Python libraries. However, in order to have a bet-
ter latency assessment of the SIFT-ONN, we esti-
mate the latency of the digital feedforward ONN
on various image sizes.

4.1.1 Dataset

This work uses a custom dataset generated from 36
standard 256x256 and 512x512 gray scale images.
Each image is resized and normalized to a 512x512
size and becomes a base image. Then, 5 sub-images
are generated by applying rotation, perspective and
size transformations from each 512x512 base image.
Thus, the full dataset contains 36 base images, and
180 transformed images.

4.1.2 Hopfield-based emulator in Python
for precision evaluation

SIFT-ONN is validated in python using a Hopfield-
based emulator of the digital feedforward ONN con-
figured for image edge detection combined with
built-in SIFT Python functions [1]. Precision is
obtained using images from the dataset applied to
image relocation application. In feature detection
and description algorithms, precision is evaluated
by checking repeatability. An algorithm is repeat-
able if features can be correctly detected in images
before and after transformation. In this work, to as-
sess SIFT-ONN repeatability, the goal is to retrieve
the position of parts of an image, the sub-images
from dataset, in the original image, the correspond-
ing base image from dataset. To do so, feature de-
tectors and descriptors are first generated from all
base and sub-images using the SIFT-ONN feature
detection and description algorithm and matched
between the sub-images and the corresponding base
image. Matching is performed using brute force ap-
proach. From matching between one base image
and one sub-image, a transformation is computed,
and the corresponding position of the sub-image
in the base image is defined. The obtained po-
sition is then compared with the real position of
the sub-image, obtained during its generation, us-
ing the Jaccard Similarity Coefficient (JSC) [13].
JSC computes the ratio of intersection over union
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pixels between the real sub-image position, and the
computed sub-image position.

JSC =
Intersection

Union
(4)

The JSC final score is computed performing a
mean of the JSC scores of all sub-images. More-
over, we use the same method with other state-
of-the-art feature detection and description algo-
rithms to have a consistent benchmark of the SIFT-
ONN solution.

4.1.3 Digital ONN for latency assessment

After assessing the precision and repeatability of
the SIFT-ONN, it is necessary to evaluate its com-
putation time. Using parallelism for the ONN edge
detection in Python is difficult, so for the Python
tests with a Hopfield-based emulator, we consider
sequential treatment, which makes the computa-
tion time really high, around hundreds of seconds.
However, considering the digital feedforward ONN
implemented on FPGA, it is possible to imple-
ment multiple ONNs in parallel to improve latency.
Thus, to evaluate and compare the latency of SIFT-
ONN with state-of-the-art algorithms, we use es-
timations of digital ONN latency to scan images
using parallel ONNs combined with a computation
time of later steps of SIFT-ONN from SIFT Python
libraries. The latency of SIFT Python libraries is
estimated based on the GeForce GTX 1050 Mobile
GPU hardware.

5 Results

Here, we present results obtained with the SIFT-
ONN solution in terms of precision, latency, and
compared them with well-known feature detection
and description algorithms. SIFT-ONN is com-
pared with SURF, ORB, BRISK, SIFT, and KAZE
as they are state-of-the-art feature detection and
description algorithms.

5.1 Precision

Fig. 8 highlights the JSC mean score obtained for
each tested algorithm depending on the percentage
of matches used for transformation. Note, SIFT-
ONN is tested with the three ONN filter sizes: 3x3,

Figure 8: Precision scores of feature extraction al-
gorithms compared with SIFT-ONN solution.

Table 2: ONN-SIFT real computation time based
on python processing, estimated computation time
based on digital ONN estimations, and score for a
3x3 ONN filter size for two scanning strides and no
filtered matches.

Stride 1 3

Real comp. time (s) 3712 563
Est. comp. time (s) 0.0878 0.0632

JSC score 0.16 0.28

5x5, and 7x7, and in each case, the stride of im-
age scanning is equal to the filter size. For exam-
ple, a stride of 3 for the 3x3 filter. Also note that
when scanning with a stride of the size of the fil-
ter, the ONN output is applied only to the central
pixel of the 3x3 window scanned. Table 2 presents
the real computation times obtained with the se-
quential process of a 3x3 Hopfield emulator, the
estimated computation time obtained with digital
3x3 ONN implemented on FPGA and precision for
scanning strides equal to 1 and 3 with no filtered
matches. It highlights that scanning with a stride
of the size of the filter does not diminish the pre-
cision score, it even increases it. However, it really
decreases the real latency to test on Python, as well
as the estimated latency. Thus, we do not consider
small strides due to the long computation time.

Fig. 8 shows that SIFT-ONN reduces SIFT preci-
sion score by a factor larger than two. SIFT-ONN
precision score is also lower than BRISK, SURF,
and KAZE results, but similar to ORB for most of
the cases. SIFT-ONN with a 3x3 filter gives the
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Figure 9: Latency of feature extraction algorithms
compared with SIFT-ONN solution.

best precision score compared with larger ONN fil-
ter sizes.

5.2 Latency

Fig. 9 shows latency estimations of ONN-SIFT for
various ONN filter sizes, considering the digital
ONN design, compared with the latency of state-
of-the-art algorithms computed in Python based on
the GeForce GTX 1050 Mobile GPU hardware. It
shows the ONN filter size does not affect much the
global SIFT-ONN latency. SIFT-ONN improves la-
tency from the original SIFT algorithm and reduces
it approximately by a factor of two. Fig. 10 com-
bines both precision score and latency results to
highlight SIFT-ONN moves the SIFT algorithm in
the same precision, and latency ranges as ORB,
with a lower precision but a faster computation
time.

6 Discussion

This work presents an adaptation of SIFT feature
detection and description algorithm by using a hy-
brid SIFT-ONN solution. In the SIFT-ONN, a
feedforward ONN for image edge detection [5] re-
places the original SIFT DoG stage. The aim of
SIFT-ONN is to reduce SIFT computation time,
while keeping high precision to allow feature detec-
tion and description on edge devices.

First, it is important to highlight that SIFT-
ONN adaptation does not require important
changes. Only the SIFT scale generation and DoG

Figure 10: Combination of precision score and la-
tency of SIFT-ONN compared with state-of-the-art
feature detection and description algorithms.

stages are replaced with the ONN image edge de-
tection. However, the following SIFT stages do
not require any change. Yet, the results show the
SIFT-ONN solution induces a drastic reduction of
precision in comparison with SIFT, by a factor of
2. This decrease is mainly due to the binary ONN
edge detection output. The DoG from SIFT algo-
rithm outputs gray-scale images with various edge
strengths such as strong or weak edges, while the
ONN edge detection outputs black-and-white im-
ages with binary edge information. Thus, this bi-
nary output can have a consequence in the extrema
definition. Each edge can become a maximum, and
each background can become a minimum, depend-
ing on the position. However, in principle, ONN
can stabilize to non-binary phases among 0o−360o

range. Thus, a solution to improve ONN-SIFT pre-
cision is to investigate how to perform ONN image
edge detection with non-binary ONN outputs. Ad-
ditionally, this work does not compare SIFT-ONN
with SIFT adapted with other image edge detec-
tion algorithms, such as state-of-the-art Sobel [29]
or Canny [12]. Both algorithms generate gray-scale
images with various edge significance, thus it can
help assess if a gray-scale ONN edge detection could
solve feature detection and description with higher
precision.

Furthermore, during tests, some divergences in
the precision results were observed between two
python simulations with equal parameters. Thus,
we believe the generated dataset may not be large
enough to clearly assess the precision of the SIFT-
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ONN algorithm and further tests are necessary.
However, due to the large computation time, it was
not possible to enlarge the dataset. Additionally,
precision is tested on the image relocation applica-
tion. However, it is also important to test feature
detection and description algorithms on other ap-
plications, like image occlusion. Thus, additional
tests on a larger dataset and on additional applica-
tions are also necessary to have a better assessment
of the SIFT-ONN precision.

Still, SIFT-ONN is close to ORB performances
both in terms of precision and estimated latency.
ORB is currently a standard to perform feature de-
tection and description on embedded devices due to
its fast computation time, even though precision is
lower than other state-of-the-art algorithms. Thus,
the SIFT-ONN can become an alternative to ORB
for feature detection and description, for example,
in robotic applications. Furthermore, ONN shows
promising low-power computation properties [16],
which can be advantageous for edge computing in
robotic applications.

Finally, this work aims to present, validate, and
evaluate the SIFT-ONN solution, but up to now,
there is no hardware demonstrator implemented.
In literature, it is reported various FPGA imple-
mentations of SIFT [10, 26], so future work is to
develop a real-time full FPGA implementation of
the SIFT-ONN algorithm.

7 Conclusion

This work explores the SIFT-ONN solution to ac-
celerate the SIFT feature detection and description
algorithm to make it suitable for embedded appli-
cations with important latency constraints, such as
in robotic navigation. The SIFT-ONN solution re-
places the SIFT Difference of Gaussian stage with
an image edge detection algorithm based on the
promising Oscillatory Neural Network (ONN) neu-
romorphic computing paradigm. ONNs are cur-
rently being explored for their fast and low-power
computation, which can be suitable for embed-
ded feature detection and description applications.
SIFT-ONN is an adaptation of SIFT which does
not require major changes. The SIFT-ONN induces
a diminution of the SIFT precision by a factor of
two, however, latency estimations based on a digital
implementation of the ONN image edge detection

algorithm are promising, reducing latency also by a
factor of two. Thus, SIFT-ONN performances are
comparable with the ORB algorithm, which is the
state-of-the-art feature detection and description
algorithm for robotic navigation applications and
other applications with fast timing requirements.
Finally, this work is the first investigation to use
the ONN computing paradigm as a hardware accel-
erator for image processing algorithms, and results
are encouraging to explore further image processing
tasks.
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