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Abstract. Biases are a major issue in the field of Artificial Intelligence
(AI). They can come from the data, be algorithmic or cognitive. If the
first two types of biases are studied in the literature, few works focus
on the last type, even though the task of designing AI systems is con-
ducive to the emergence of cognitive biases. To address this gap, we
propose a study on the impact of cognitive biases during the develop-
ment cycle of AI projects. Our study focuses on six cognitive biases
selected for their impact on ideation and development processes: Con-
formity, Confirmation, Illusory correlation, Measurement, Presentation,
and Normality. Our major contribution is the realization of a cognitive
bias awareness tool, in the form of a mind map, for AI professionals that
address the impact of cognitive biases at each stage of an AI project. This
tool was evaluated through semi-structured interviews and Technology
Acceptance Model (TAM) questionnaires. User testing shows that (i) the
majority admitted to being more aware of cognitive biases in their work
thanks to our tool, (ii) the mind map would improve the quality of their
decisions, their confidence in their realization, and their satisfaction with
the work done, which impact directly their performance and efficiency,
(iii) the mind map was well received by the professionals, who appropri-
ated it by planning how to integrate it into their current work process: for
awareness-raising purposes for the onboarding process of new employees
and to develop reflexes in their work to question their decision-making

Keywords: cognitive bias · AI project development · awareness · user-
centered design

1 Introduction

Systems using Artificial Intelligence (AI) are taking a prominent place in our
lives and in businesses. These systems have become increasingly complex and
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powerful and have real implications in many major fields: health [37], biodiver-
sity [43], justice [41] and even banking [31]. Yet some AI can lead to discrim-
inatory practices related to gender or ethnicity [19,20]. The question of biases
has thus become a major issue in AI. Their identification, management, and
reduction, when possible, raise several technical, human, societal, and ethical
issues related to the application of deep learning algorithms [11,24,39,35]. Many
research in deep learning and human-IA interaction study the impact of humans
on AI systems [6,35,7] during their design, development, and management, and
conversely the impact of these systems on humans [16,25,29]. Among them, two
strategies stand out [27]: those focused on data and those focused on algorithms.
However, few studies examine the AI development-cognitive biases link [7].
Our work, in the area of human-IA interaction, aims to fill this gap by focusing
on the people involved in developing and designing AI projects and their cogni-
tive biases. Many definitions of the concept of cognitive bias exist [47,8,33,4,35].
In the context of our work, we choose to align ourselves with the definition of [7]
which presents “A cognitive bias such as a systematic deviation of logical and
rational thinking from reality”. This neutral definition (neither positive or neg-
ative) allows an objective approach of the subject. Cognitive biases are human,
systematic, and universal. They are necessary for human reasoning to maintain
consistency and to help fill in gaps when faced with the unknown. They also
allow an individual to make a decision quickly according to his/her experience,
his/her cognitive state at the time (mental load, state of fatigue, etc.), and the
context. We define the development and design of AI projects as the following
steps that lead to the completion of an AI project [1]: design, code implemen-
tation, testing, and production. In our work, we will refer to all of these steps
as AI project development. We will call all actors in an AI project who can
have an impact on the development stages of an AI system as AI professionals:
AI researchers, managers, data scientists, data analysts, data architects, data
engineers, and AI developers.

Our multidisciplinary work, in the field of Human-AI interaction at the in-
tersection of cognitive science, and AI project management, is a continuation of
studies conducted on the evaluation of the sensitivity of AI actors to cognitive
biases [7] and the impact of the latter on intelligent systems. We question the
impact of humans on AI systems during their design. Note that in our study, we
make no distinction between AI systems. Our study focuses on all types of AI
projects, not only those that exhibit discriminating or biased behavior towards
a population.

Our research questions are associated with the following hypotheses:
• H1- the cognitive biases of AI professionals impact the projects these individ-
uals work on
• H2- these individuals are unaware of their own cognitive biases
• H3- it is possible to create more ethical AI through raising awareness of cog-
nitive biases among AI actors.
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To test these hypotheses, our study focuses on six cognitive biases in partic-
ular, selected after a literature review for their impact on ideation and devel-
opment processes [27,7]: (i) Conformity bias (ii) Confirmation bias (iii) Illusory
correlation bias, (iv) Measurement bias (v) Presentation bias, and (vi) Normality
bias.

Our major contribution is the realization of a mind map as a tool to raise
awareness of these cognitive biases for AI professionals that addresses the impact
of these biases at each stage of the AI project life cycle. This mind map was
evaluated as follows: (1) A two-stage semi-structured interview session: (i) first
to identify work habits without addressing cognitive biases, (ii) then to assess
work habits in relation to these biases after introducing the biases targeted by
the study to the interviewees; (2) Qualitative evaluation of the impact of this
tool on their perception of their own biases, through user testing and observation
of the professional-mind map interaction.

As the topic of bias in AI systems is much debated and studied within the
AI community, we would like to clarify the contribution and position of the
present work: we do not seek to establish any causal effect of the relationship
between cognitive biases and algorithmic biases (a clearly distinct concept in the
literature defined as “Problems related to the gathering or processing of data that
might result in prejudiced decisions on the bases of demographic features such as
race, sex, and so forth” [35]), nor do we seek to propose a tool for debiasing
humans and in particular the actors involved in AI. Through our work we wish
to question the cognitive biases that come into play in the human work involved
in the development of an AI system (whether it is biased or not) and to highlight
the concept of awareness of cognitive biases for these professionals.

We organize this article as follows: Section 2 presents related work in the
area of bias analysis in AI and the methods used in prevention. Section 3 intro-
duces the 6 cognitive biases targeted by this study. Section 4 describes the mind
map, our awareness tool. In section 5, we detail the evaluations carried out: the
methodology followed and the associated results. We discuss these findings and
the work of this study in section 6, before concluding with prospective work in
section 7. Fig. 1 presents a schematic representation of the hypothetical link
between the cognitive biases of AI professionals and the possible impact on the
AI systems they work on.

2 Related work

There are several types of biases impacting AI systems: cognitive biases, al-
gorithmic biases, and biases related to the data sets [34,45]. The latter can
threaten the fairness of the system for example by systematically giving ad-
vantages to privileged groups and systematically giving disadvantages to non-
privileged groups [3].

Because of the multiplicity of biases and their sources, it is difficult to suc-
cessfully take them all into consideration and avoid them all [10]. Nevertheless,
there are tools [3] and methodologies [15,40,27,38] that can be implemented
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Fig. 1: Schematic representation of the hypothetical link between cognitive biases
of AI professionals and the impact on AI systems.

to detect them and limit their negative consequences. For example, IBM offers
“AI Fairness 360”, a toolkit available in open source that ensures the fairness
of an algorithm. It contains several fairness metrics for data sets and models
and industry-specific tutorials to allow data scientists and others to choose the
most appropriate tool for their problems. In particular, it allows to detect bi-
ases present in data sets or to evaluate the fairness of the models used [3]. As
for methodologies, [15] propose a datasheet that provides a list of questions de-
signed to obtain information about data sets. Each data set would therefore be
accompanied by this datasheet to ensure transparency of the database so that
users can make informed choices about how to use the data set. It would in-
clude information about its composition, collection process and recommended
uses. Similarly, [27] propose to create datasheets summarizing the methods of
creation, characteristics, and motivations of the data set.

There is also the SMACTR method for “Scoping, Mapping, Artifact Collec-
tion, Testing, Reflection”, which allows determining the dangerous consequences
that algorithms can bring before their deployment. It is an internal auditing sys-
tem where developers are held accountable at each step by writing a report [40].
Finally, [38] propose a machine learning model that could handle multiple def-
initions of fairness and apply them. To do this, they harmonize two machine
learning techniques, privileged learning [46] and distribution matching [42], to
ensure that privileged characteristics such as race or gender will be information
that is only used and available when the machine learning algorithms are being
trained (and not in the testing or launching phase).

We have found that while the influence of human characteristics of designers
on programs is known [25,48,29], there are few studies examining how cognitive
biases can be concretely illustrated in the AI design process [21]. In particular,
we highlight the following two works. The first work of [7], specifically addressed
the issue of cognitive biases among AI professionals through a questionnaire.
This study measured the sensitivity of AI professionals to three cognitive biases:
conformity bias, confirmation bias, and illusory correlation bias. However, the
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authors do not propose any tool or framework. In the second work of [44], the
authors addressed the similar-to-me bias and stereotype bias in the context of the
realization of a model of the interaction between the Human Ressources manager
and the AI developer, in the context of the development of an AI system in the
recruitment domain. This study, through interviews with 10 managers from New
Zealand and Australia, examines how the cognitive biases of Human Ressources
managers and developers lead to the development of biased AI. This model is
specific to the recruitment domain and focuses on one part of the population
involved in AI projects: managers and developers.

It is clear that if some works emerge in order to understand and detect the
impact of cognitive biases, few approach the prism of human factors and focus on
the whole life cycle of AI with different profiles of professionals (i.e. other than
developers and managers). None, to our knowledge, proposes an awareness tool
for the actors of AI systems design. We propose to carry out a study dedicated
to this particular topic.

3 The 6 studied cognitive biases

For a given project, the cognitive biases of the project actors can intervene in
every decision making [5]: from the choice of the data, to the processing that the
data must undergo, to the choice of the user interface at the end of the project or
even the way to represent the information [45]. Theoretically, to have a complete
study about cognitive biases impacts on AI project development, we should take
into account all of the 200 biases already identified [28] in the literature. However,
this is impossible without conducting an overly long or complex study.

In our work, we chose to focus on six biases that have a theoretically strong
impact among AI professionals and that intervene at different stages of the AI
system design chain. We chose to study the conformity bias which consists in
abandoning one’s own opinion to conform to the general opinion, consciously or
not [36]. We also address the confirmation bias, which is a tendency to look
for evidence to support/confirm a diagnosis rather than to refute it [32] and
finally, the illusory correlation bias, which consists of trying to establish/find
a correlation between two variables that are nevertheless independent [17]. We
chose to work on these first three biases following the work of [7] who demon-
strated that they had a singular and important impact on the AIs developed. On
top of that, conformity and confirmation biases come into play during the per-
sonal choices of the different actors and during interactions within the team [22].
Placing the human being at the center of our reflection and thinking particu-
larly about human-machine interactions, it seemed to us coherent and essential
to take into account the interactions within the team and not only the code pro-
duced by the individuals. This is why we chose to study the presentation bias
which consists in influencing the perception of information by a user according
to the way it is presented [27]. This bias can occur: (i) during exchanges between
members of the same team who do not always have the same qualifications or
the same knowledge and (ii) also during exchanges between the machine and
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the user who must understand the information given by the machine without
necessarily having the context of this information.

Finally, we have studied two other biases that can occur at many stages
during the design of an AI. First, the measurement bias, which translates into
subjectivity in the choice, utility and measurement of certain attributes [45,27]
and which can notably lead to ethnic or gender discrimination, and second, the
normality bias, which is a tendency to think that everything is going to happen
as usual and to ignore signs indicating the opposite [2]. The role of this last bias
in the field of AI is little studied. These six cognitive biases of Conformity,
Confirmation, Illusory Correlation, Presentation, Measurement, and Normality
are therefore at the center of our study and of the awareness tool we have created.

4 Mind Map, a cognitive bias awareness tool

In this section, we describe the design process followed to create the mind map
shown in Fig. 2, as well as the mind map, its structure and functionalities,
displayed in Fig. 3.

4.1 Overall design process

Fig. 2: Design process of the mind map

The first step of our approach was to elaborate the profile of the people we
were looking for and their recruitment (Fig. 2, step A). We sought to recruit AI
professionals with different profiles to participate in interviews and user testing.
We identified three different professions in which to classify these actors: project
managers, developers, and data scientists. It should be noted that during the
recruitment process, we did not mention the subject of cognitive biases in order
to avoid interviewing only professionals who were already aware of or curious
about this subject. The second stage concerns the semi-structured interviews
conducted (Fig. 2, stage B). We wanted to have a balance of the three professions
(4 data scientists, 5 engineers, 5 project managers) so that the tool would be
intended for everyone, with no disadvantaged or less well-considered professions.
Thanks to these interviews, we were able to assess the sensitivity of each of the
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interviewees to cognitive biases and their impact on their work. Then we also
briefly presented them the first mind map that represents the stages of AI project
design according to the literature and which we will refer to as MM1. This step
is described in detail later in section 5.1. The third step (Fig. 2, step C) was the
elaboration of the second mind map, that we will refer to as MM2, the version of
the tool that we put forward in this work. We developed this tool based on the
scientific literature and the feedback and results obtained during the interviews in
the second stage. The fourth step consisted in the recruitment of participants to
take user tests on the mind map MM2. This step constitutes the validation phase
of our tool (Fig. 2, step D). For this purpose, we conducted a new recruitment
campaign to recruit participants who had not previously been involved in our
study. Our objective was to create a group of two types of participants to collect
different opinions: those who participated in experiments 1 and 2 (who were
aware of the project) and those who participated only in experiment 2 (who are
neutral to the project). The fifth step (Fig. 2, step E) consisted in conducting
user tests to test the MM2 mind map, validate it, and improve it. These tests
are described in detail in section 5.2. Finally, the results of the user tests allowed
us to make the last modifications in order to create our final tool MindMap
for cognitive biases in AI that we will name MMCBAI (Fig. 2, step E).
Let us underline two points: 1) the MM1 mind map is realized in parallel to the
first recruitment step. It comes from the literature. Not detailed in this work, it
is an intermediary step in obtaining the MM2 mind map, the central awareness
tool of this work which has been evaluated. 2) the panels of people interviewed
during the second and fifth steps are different (with some exceptions discussed
later).

4.2 The mind map: A decision tree for scenarios

We developed a tool for raising awareness of cognitive biases for AI professionals,
in the form of a mind map (Fig. 2, step C). It is a diagram whose objective is
to reflect the functioning of thought and to visually represent the associative
path of thought. It is as much a tool for visualization and representation of
information as for learning new concepts [9]. Mind maps are also an effective
study technique that allows for better learning performance and retention of
information over time, more than if the information was present in the form of
written documents [12,30].

We have thus created a mind map that takes up the design steps of a project
involving statistical AI5. We describe here the MMCBAI mind map. We have

5 Statistical AI is a subfield of AI that exploits probabilistic graphical models to pro-
vide a framework for both (i) efficient reasoning and learning and (ii) modeling of
complex domains such as in machine learning, network communication, computa-
tional biology, computer vision and robotics [13].
Symbolic AI refers to AI research methods based on high-level symbolic representa-
tions of problems, logic, and search, that are accessible and readable by humans [14].
Hybrid AI combines approaches from symbolic AI and statistical AI.
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identified 9 design steps according to a study of the literature [1] and the feedback
from interviews conducted in the second step (Fig. 2, step B) of the design chain:

1. Analyze the problem, i.e., understand the business issues and the applica-
tions of the problem to define the objectives and the data to use

2. Collect and process the data
3. Choose the learning algorithm
4. Develop the model
5. Train and test the model
6. Visualize and analyze the results
7. Deploy/Launch the program if necessary
8. Maintain the system
9. Scale up

Our MMCBAI mind map is therefore presented in the form of a decision
tree with 83 nodes in total. It offers 3 scenarios: a contextualization, a tutorial
and the awareness part, the heart of the tool. More precisely, the mind map is
composed of 12 nodes for contextualization (accessible by clicking on the “How
to use it?” button) which indicates the cognitive biases we focused on, as well
as our main scientific references. The tutorial has 5 nodes. As for the awareness
part, it has 63 nodes. To access it, the user must click on the “Let’s go” button.
Fig. 3 shows an overview of the folded mind map, in French and in English, with
the 3 scenarios accessible to the user.

Fig. 3: Overview of the folded mind map: (a) in French, (b) in English

The awareness part focuses only on the first 6 design steps, raising questions
for each of them to make users aware of the cognitive biases that can influence
them. For more clarity and a better identification of the users to the problem of
cognitive biases in their work, an example of a situation where cognitive biases
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have negatively impacted the work of an AI actor is provided as an illustration
for each step. This also allows to highlight the consequences that cognitive biases
can have. Fig. 5 presents, in French and in English, an overview of the issues
raised during the choice of the machine learning algorithm stage, during the
implementation of the design stage and the associated example.

Fig. 4: Node level mind map extract: (a) “Choisir l’algorithme d’apprentissage”
in French, (b) “Choose the learning algorithm”

Note that our MMCBAI mind map has two versions: the French version is
the one used in our study. Our work was carried out in French, with a panel of
French-speaking professionals, and the result is the version cited above. However,
for the sake of sharing with the international community, we present an English
translation for illustration purposes and to promote the reproducibility of this
study. Here are the links to the:

• french version of MMCBAI : https://www.xmind.net/m/m5nJVM

• english version of MMCBAI : https://www.xmind.net/m/c8H8wb

Please note that both versions of the mind map are licensed under a CC BY-
NC-SA license.

5 Evaluations

In order to evaluate the impact of cognitive biases on the AI projects develop-
ment, we conducted two experimental sessions: the first one before the presen-
tation of the awareness tool in the form of face-to-face semi-directive interviews
(Fig. 2, step B), and the second one after the presentation of the tool in remote
mode through a screen sharing with question and answer sessions (Fig. 2, step
E). We present in the following each experiment: the methodology followed, the
profile of the respondents as well as the results obtained.

https://www.xmind.net/m/m5nJVM
https://www.xmind.net/m/c8H8wb
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(a) (b)

Fig. 5: Procedures follow during experiments: (a)Experiment 1: Semi-structured
interviews; (b)Experiment 2: MM2 mind map user tests

5.1 Experiment 1: Semi-structured interviews

Methodology The purpose of the first experiment was to gather information
through interviews about the reality of their practices, their knowledge of cog-
nitive biases, and their opinions about an awareness tool. We conducted semi-
structured interviews with 24 questions, 18 of them are open, thus allowing for
flexibility of response. This type of interview has the advantage of focusing the
discussion on specific points while leaving room for rich content of information
and explanatory digressions [23]. The interviews consist of 2 phases (7 steps in
total) illustrated in Fig. 5a. The first phase consists of collecting information
about the interviewee (Fig. 5a, step 1): his or her background, current job, and
the course of the previous day. This last point allows us to know what the inter-
viewee does as concrete tasks and allows us to know at which moments the biases
can appear, without the answer being biased by the interviewee’s judgment. The
second phase deals with cognitive biases. First, we assessed their knowledge on
the subject (Fig. 5a, step 2.1). Then we discussed the six cognitive biases we are
studying (Fig. 5a, step 2.2), and we discussed how they manifest them in their
work (Fig. 5a, step 2.3): when, how, and how they try to counteract them. The
last phase of the interviews is the presentation of the MM1 mind map (Fig. 5a,
step 2.4), a tool for raising awareness of cognitive biases in AI developed from
the literature. This phase has multiple objectives: to gather users’ opinions on
the tool’s format, content, and acceptability.

Profile of respondents We interviewed 14 professionals working on projects
involving statistical AI. Among them, we count 4 data scientists, 5 engineers,
and 5 project managers. Table 1 details the profile of the 14 professionals, ac-
cording to their gender, age, experience in AI development, job title, and area of
expertise. Our panel consists of 2 women and 12 men, all working in statistical
AI except one who works in hybrid AI6. They have on average more than 6

6 Please refer to the footnote 5
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Table 1: Descriptive characteristics of the participants in Experiment 1
Id Gender Age Experience Job Field of
subject Male/Female level title expertise

1 F 30-40 years 10 years Data scientist Statistical AI
2 M 30-40 years 4 years Data scientist Statistical AI
3 F 18-30 years 2 years Data scientist Statistical AI
4 M 40-65 years 4 years Data scientist Statistical AI
5 M 30-40 years 3 years AI Engineer Statistical AI
6 M 18-30 years 1.5 years AI Engineer Statistical AI
7 M 18-30 years 1 year AI Engineer Statistical AI
8 M 18-30 years 1.5 years AI Engineer Statistical AI
9 M 40-65 years 1 year AI Engineer Statistical AI
10 M 30-40 years 8 years AI project manager Statistical AI
11 M 40-65 years 10 years AI project manager Statistical AI
12 M 40-65 years 6 years AI project manager Statistical AI
13 M 40-65 years 2 years AI project manager Statistical AI
14 M 40-65 years 34 years AI project manager Hybrid AI

years of experience in the field of AI with 5 people having more than 5 years of
experience and 4 people having less than 2 years of experience.

Results Thanks to the interviews, we were able to understand at which mo-
ments of the design of an intelligent system cognitive biases are most likely to
appear. More precisely, they intervene at the level of the different choices to be
made (selection of data and construction of the data set, choice of the model to
be set up, choice of evaluation metrics, choice of hypotheses, choice of inputs and
outputs in Machine Learning), and during the exchanges and the design phase
of the algorithms. Moreover, the interviewees mentioned that there may also be
existing biases in the pre-designed data sets. Through the second step of our di-
rectional interviews (Fig. 5a, step 2.3) we identified different methods to counter
the effects of the cognitive biases shared by the interviewees themselves (remem-
ber that step 2.2 in Fig. 5a consists in presenting them the 6 cognitive biases
targeted by our study): exchange with various people, both internal and external
to the project, diversify the teams, follow a clear and precise methodology with
feedback to learn from each other’s mistakes.

A major result of this first step is that we were able to note that several
people declared themselves not subject to certain biases. More precisely, out of
14 people, 4 do not think they are subject to conformity bias, 4 do not think
they are subject to confirmation bias, 2 do not think they are subject to illusory
correlation bias, 3 do not think they are subject to measurement bias, 1 does not
think they are subject to presentation bias, 8 (57%) do not think they are subject
to normality bias. Among them, 2 of which because they have little experience:
they argued that they had not programmed several models up to that point,
and therefore they were not used to favoring one model over another. Finally,
only 6 (43%) of the 14 people interviewed thought they were subject to all the
cognitive biases studied. However, thinking that one is not subject to cognitive
biases is the result of a cognitive bias: the illusory superiority bias [18].
Finally, we collected various opinions on the MM1 mind map. For 64% (9 peo-
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ple) of the respondents, the form of a mind map seems to be judicious, 14% (2
people) are afraid that this form is too simplistic or linear in relation to their job,
and the remaining 21% (3 people) have no clear opinion. From the point of view
of the content, the interviewees told us that it should contain an explanation
of cognitive biases, illustrative examples where cognitive biases interfered nega-
tively, and the resulting discriminating consequences. On the other hand, they
shared with us the ways in which they think they use the mind map: for example,
integrating it into on-boarding processes to raise awareness among newcomers,
using it to facilitate awareness workshops but also to check the awareness of a
future employee, or displaying it in the office.

5.2 Experiment 2: User testing

Methodology User tests were carried out in order to evaluate the acceptance of
the MM2 mind map, the quality and formulation of the questions, and finally the
sensitivity of the participants to cognitive biases. We set up a test protocol taking
place remotely thanks to screen sharing. We posed the following hypotheses:
H4: people who are sensitive to cognitive biases will validate and accept the
tool, vs H5: people who are not sensitive will refuse the tool.
To collect the participants’ opinions we used a questionnaire with the Likert
scale (LS). This is a psychometric tool (i.e, scale) commonly used in research
that employs questionnaires to measure an attitude in individuals [26]. Thus,
in the first phase (Fig. 5b, step 1.1), the participants had to take in hand the
MM2 mind map, and then they had to answer orally the questions of the mind
map that concerned them using a LS going from 1 to 5 with 1 meaning “Totally
disagree” and 5 “Totally agree” (Fig. 5b, step 1.2). This allowed assessing the
participants’ sensitivity to cognitive biases. In a second phase (Fig. 5b, step
2.1), participants were asked to complete a questionnaire to assess the perceived
usefulness and perceived ease of use of the tool using the Technology Acceptance
Model (TAM) questionnaire [49]. This TAM questionnaire is used to attempt to
predict whether an individual will use or refuse to use any computer application,
corporate or consumer, based on two factors: the perceived ease of use of that
application and its perceived usefulness. For this questionnaire, participants were
asked to rate their response on a LS ranging from 1 to 7 with 1 meaning “Strongly
disagree” and 7 meaning “Strongly agree”.

Profile of respondents Our awareness tool aims to be transmitted to a large
number of AI professionals of all levels and professions in order to make them
aware of cognitive biases and enable them to avoid them in their work. It must
therefore respond to global issues and not be customized for a single panel of
people. This is why we decided to take a different panel of testers than the one
used for the interviews. Our panel for this second study is composed of 8 partic-
ipants, whose profiles are detailed in Table 2: 2 women and 6 men. They have an
average of 3 years of experience in the field of AI with 2 people who have more
than 3 years of experience and 3 who have two or less. Of these, 3 people partic-
ipated in the interviews (Fig. 2, step B) and 3 were trained in cognitive biases
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Table 2: Descriptive characteristics of the participants in Experiment 2
Id Gender Experience Participate Trained in
subject Male/Female level to experiment 1 cognitive biases

1 M 3 years yes no
2 M 3 years no yes
3 F 1 year no no
4 M 6 years no yes
5 F 2 years yes no
6 M 3 years no no
7 M 1 year no yes
8 M 6 years yes no

Table 3: TAM questionnaire results: comparison of answers from participants
(Likert scale of 1 to 7) who participated in both experiments and in experiment
2 only. ”Answ.” stands for answers.

Answers of 3
participants that
attended both
experiments

Mean
Nb
answ.
<= 3

Nb
answ.
>=5

Answers of 5
participants
that attend
experiment 2

Mean
Nb
answ.
<= 3

Nb
answ.
>=5

Would this tool allow
you to complete your
work tasks more quickly?

5 2 2 3 2 1 2 6 2 6 6 4.4 2 3

Would using this tool allow
you to improve your
performance at work?

6 3 6 5 1 2 5 6 1 6 3 4.2 2 3

Would using this tool allow
you to improve your
productivity?

5 1 2 2.7 2 1 2 6 1 6 6 4.2 2 3

Would using this tool allow
you to improve your
efficiency?

6 3 4 4.3 1 1 4 6 1 6 6 4.6 1 3

Would using this tool make
it easier to do your job?

6 3 1 3.3 2 1 1 6 4 7 6 4.8 1 4

Will you find this tool
useful in your work?

6 4 6 5.3 0 2 6 4 5 7 6 5.6 0 4

How easy is it to learn
how to use this tool?

5 6 6 5.6 0 3 6 7 6 7 7 6.6 0 5

Is your interaction
with this tool clear
and understandable?

5 7 7 6.3 0 3 7 5 7 5 6 6 0 5

Is the tool itself clear
and understandable?

7 7 6 6.6 0 3 6 7 6 6 5 6 0 5

during their studies7. Note that no participant both conducted the interviews
and studied cognitive biases. In total, we estimate that 6 participants are more
aware of cognitive biases because of their training or this study. All participants
answer the questions of the MM2 mind map and test the entire tool.

Results The TAM questionnaire assesses the perceived usefulness of the tool
and the perceived ease of use. We had 8 answers in total presented in Table 3.

7 They studied at the Ecole Nationale Supérieure de Cognitique, known also as ENSC
which is an engineering school in Bordeaux, France that aims to provide an education
that places humans at the heart of its designs by blending the fields of cognitive
science, human-computer interaction, and AI
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Table 4: TAM questionnaire results: comparison of answers from participants
(Likert scale of 1 to 7) sensitive and not sensitive to cognitive biases. ”Answ.”
stands for answers.

Answers of 3
participants
trained in
cognitive biases

Mean
Nb
answ.
<= 3

Nb
answ.
>=5

Answers of 5
participants
NOT trained in
cognitive biases

Mean
Nb
answ.
<= 3

Nb
answ.
>=5

Would this tool allow you
to complete your work tasks
more quickly?

6 2 6 4.6 1 2 5 2 2 2 6 3.4 3 2

Would using this tool allow
you to improve your
performance at work?

6 1 6 4.3 1 2 6 3 6 5 3 4.6 2 3

Would using this tool allow
you to improve your
productivity?

6 1 6 4.3 1 2 5 1 2 2 6 3.2 3 2

Would using this tool allow
you to improve your
efficiency?

6 1 6 4.3 1 2 6 3 4 4 6 4.6 1 2

Would using this tool make
it easier to do your job?

6 4 7 5.6 0 2 6 3 1 1 6 3.4 3 2

Will you find this tool
useful in your work?

4 5 7 5.3 0 2 6 4 6 6 6 5.6 0 4

How easy is it to learn
how to use this tool?

6 7 7 6.6 0 3 5 6 6 6 7 6 0 5

Is your interaction with
this tool clear and
understandable?

5 7 6 6 0 3 5 7 7 7 5 6.2 0 5

Is the tool itself clear
and understandable?

5 6 5 5.3 0 3 7 7 6 6 6 6.4 0 5

•Concerning the usefulness of the MM2 mind map in their work: For
62.5% of the participants (5 people) the MM2 mind map would be very useful
in their work (6 or 7 on the LS). For the other 3 people, the MM2 mind map
would perhaps be useful (4 or 5 on the LS). Above all, it would improve the
performance and efficiency of AI professionals with an average of 4.5 out of 7.
•Concerning the contribution of the mind map to facilitate work: For
two people, the MM2 mind map would not facilitate their work at all (1 out of
7 on the LS) because it requires constant back and forth between the work done
and the mind map. 50% of the participants think that the MM2 mind map will
slow down their work and will not improve their productivity even if it can be
very useful.
•Regarding perceived ease of use and ease of learning to use: Regarding
perceived ease of use, 87.5% of the participants (7 people) found the tool clear
and understandable (6 or 7 on the LS). Of these 87.5%, 42% even thought it was
extremely clear and understandable (7 on the LS). The statistics are the same
for the ease of learning to use. However, for only 62.5% of the participants (5
people), the interaction with the tool is clear and understandable.

Regarding the acceptance of our tool according to the sensitivity to cognitive
biases, we noted the following:
(i) Table 3 showed that having participated in the interviews (Experiment 1)
does not influence either the perceived relevance/usefulness of the tool or the
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ease of picking up and using the tool. Similarly, not having participated in the
interviews had no influence.
(ii) Table 4 showed that being trained in cognitive biases does not influence either
the perceived relevance/usefulness of the tool or the perceived ease of use of the
tool. Similarly, the fact of not having received such training has no influence.
In the current context, we were unable to confirm or refute our hypotheses H4
and H5. However, since the sample on which we rely is small, we can question
this similarity in results.

Finally, thanks to the different verbatims of the participants, we were able to
draw some remarks from these interviews concerning the MM2 mind map. First,
the use of a mind map was not innate in all testers. Indeed, during the course
of the mind map by the users, we noticed some misunderstandings on certain
questions following reflections such as “I am not sure I understand” or “What
does it mean?”. Some of these misunderstandings could have been solved by
reading the optional information accessible through a button on the side of the
question. However, not all users knew that it was possible to click and get more
content. Second, there were some misunderstandings related to the wording of
the questions, which were sometimes too vague or too repetitive according to
the interviewees because some questions were asked in two sections at the same
time. This is the case, for example, of the question “Does the model work for all
subgroups differentiated by socio-demographic characteristics?” which is present
both in section 5, “Training and Testing the model” and in section 6, “Visualizing
and Analyzing the results”. We chose to keep this repetition because it ensures
that the mind map user reads it, even if they skip a step. These are questions that
are important to ask at different times to ensure that no bias is inadvertently
introduced during the development of the tool.

The feedback from users allowed us to develop the mind map from its MM2
version to its final version MMCBAI presented in section 4.2. Compared to
MM2, this last version contains: (i) a tutorial visible from the opening of the
tool so that users can learn how to use this tool; (ii) a description of the project,
as well as the main sources used to inform the user and give him confidence; (iii)
clarified questions that were misunderstood by the majority of the participants
by rephrasing them for greater clarity.

6 Discussion

In this paper, we address the issue of assessing the impact of cognitive biases
in the development of AI projects. We focus our study on AI professionals who
intervene in the life cycle of an AI project, whether they are developers, data
scientists or managers, with strong technical knowledge or not. The main con-
tribution of our work is to propose a tool to raise awareness of cognitive biases
for this type of population in the form of a mind map that we have named
MMCBAI . This mind map was obtained after two experiments (Fig. 2) which
allowed us to 1) study the sensitivity of the panel of participants to the notion of
cognitive bias, 2) collect their opinion on a tool in the form of a mind map and
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the criteria associated with the acceptance of this tool, and finally, 3) to design a
final tool accepted and adapted to the needs of the AI professionals interviewed.

In more detail, Experiment 1(Fig. 2, step B) collected the testimony of inter-
viewees on the potential impact of their cognitive biases on their job and thus
the AI projects they have already conducted. In terms of results, 85% of the
participants (12 people) identified at least one moment when cognitive biases
impacted one of their projects or that of a colleague, which confirmed hypothe-
sis H1. However, although the term bias was known by all participants, we also
found that 43% (6 participants) considered themselves not subject to cognitive
bias. On the other hand, 57% of them (8 interviewees) mentioned that one of the
challenges of their work in carrying out their projects was to detect and correct
the biases present in the data. While these results did not confirm or deny the
H2 hypothesis, it is important to note that our participants were more likely to
think that biases came either from the data or from other collaborators. The first
point can be explained by the fact that AI professionals and especially technical
profiles are probably more aware of technical and data-related biases in view of
the development of techniques, works, and software libraries with the vocation
of making ethical algorithms or unbiased data sets [10,38,3,40,15,27]. Therefore,
it is easier for them to think about these biases than cognitive ones. Regarding
the second point, let us also point out that, in more detail, 8 of the 14 (57%)
interviewees think that they are not subject to at least one of the six cognitive
biases presented. This reaction, itself the result of the illusory superiority cogni-
tive bias, and more globally the results of this first experiment, have reinforced
the need to make AI professionals aware of the topic of cognitive biases in their
work.

Concerning hypothesis H3, it is not possible to deny or confirm it within
the framework of our study, because we did not have enough time to measure
the impact of the awareness of cognitive biases on the quality of the work of AI
professionals from an ethical point of view (let us emphasize that the project
was carried out in 4 months), however, the results of experiment 2 show that
an approach like ours would be appreciated and useful for these professionals.
Experiment 2 showed that although there are areas of improvement in the er-
gonomics of the tool to facilitate interaction with it, none of the 8 participants
interviewed expressed an unfavorable opinion on the usefulness of the MM2 mind
map (62.5%, i.e. 5 people, even declared that it would be very useful). Accord-
ing to them, our tool would improve the quality of their decisions, confidence
in their realization, and satisfaction with the work done, which would directly
impact their performance and efficiency. They even point out that the mind map
could potentially be a cost-saving tool for companies since by integrating work
on identifying and understanding cognitive biases and their impact during the
life cycle of a project, it would allow them to anticipate and avoid more com-
plex modifications afterward, and therefore additional costs for maintenance or
correction of AI projects.

Finally, it should be noted that the principle of integrating a tool to raise
awareness of cognitive biases was well received by the professionals who appro-
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priated it by planning how to integrate it into their current work processes: the
panels of participants in both experiments think that it would be interesting to
use the mind map for awareness purposes, for example when new employees start
work, and to develop reflexes in their work to question their decision-making.

Concerning the field of application of our tool, since 13 people interviewed
came from the field of statistical AI, 1 person from the field of hybrid AI and
none from the field of symbolic AI, we believe that this tool was designed more
specifically for people working in the field of statistical AI, even if it can partic-
ipate in raising awareness of actors in hybrid AI. This reflection was confirmed
during a user test carried out by a person working in symbolic AI, who did
not recognize himself in the questions raised by the design stages of a project
involving AI.

In conclusion, more than an evaluation, our tool seeks to reinforce sensitivity
by making AI professionals aware of the biases they may introduce in their work.
It is important to make AI professionals aware of all types of bias, whether data-
based, algorithmic, or cognitive. Indeed, a biased algorithm, regardless of the
origin of these biases, has impacts on its users. The latter will potentially be
led to make biased decisions and thus generate even more biased data for the
training of future AI. This then creates a user-algorithm-data feedback loop that
amplifies the biases [27].

7 Conclusion

The proposed methodology and the mind map, as a tool to raise awareness of
cognitive biases, contribute to the field of human-AI systems interaction through
a human factor and cognitive science-based approach. We consider this work as
an alliance of cognitive science and AI project management.

We showed that although the AI field suffers from the issue of bias, few
professionals think about the cognitive biases they carry as impacting their work
and that therefore the issue of cognitive bias awareness is a current issue in the
professional world working in AI. Our methodology including professionals before
and after the presentation of an awareness tool allowed us to better understand
the participants, their job, and their vision of this field. By giving them a voice
on this subject and the possibility to act on the tool (unlike a classic training
course such as a MOOC or a school course), we encouraged the creation of a
context favorable to their empowerment and the questioning of their knowledge,
work habits, and prior behaviors. The interactive aspect of the mind map, by
encouraging the exploration of the tool, also allowed for a better appropriation
of it and a projection of the participants with it. The human-tool relationship
is strengthened.

As future work areas, we think it would be interesting to increase the panel
(people trained in bias and untrained, for example) to re-evaluate hypotheses
H1 and H2. Another line of work is to extend our study to people in symbolic
AI. We believe that a new study and a tool dedicated to the sensitization of this
community should therefore be carried out. Finally, we would like to explore
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the impact of a more interactive tool in the form of a website or an application
which we believe will be more accessible to the international community.

To conclude, we invite future research in human-IA interaction and, more
globally, the AI scientific community, AI companies and educational establish-
ments teaching AI to open up to the fields of cognitive sciences and human
factors. Proposing or carrying out training at the crossroads of these multi-
ple domains can allow for better sensitivity to cognitive biases and above all a
better consideration of the human being in all its diversity. We invite the inter-
national community to test and use our MMCBAI mind map available online:
https://www.xmind.net/m/c8H8wb. Understanding the impact of a human’s
cognitive sphere on its environment would allow the design of better AI tools,
more adapted, and more sensitive to the different existing cognitive profiles.
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