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Non asymptotic analysis of Adaptive stochastic gradient

algorithms and applications

Antoine Godichon-Baggioni ∗ Pierre Tarrago *

Abstract

In stochastic optimization, a common tool to deal sequentially with large sample

is to consider the well-known stochastic gradient algorithm. Nevertheless, since the

stepsequence is the same for each direction, this can lead to bad results in practice in

case of ill-conditionned problem. To overcome this, adaptive gradient algorithms such

that Adagrad or Stochastic Newton algorithms should be prefered. This paper is de-

voted to the non asymptotic analyis of these adaptive gradient algorithms for strongly

convex objective. All the theoretical results will be adapted to linear regression and reg-

ularized generalized linear model for both Adagrad and Stochastic Newton algorithms.

Keywords: Non asymptotic analysis; Online estimation; Adaptive gradient algorithm;

Adagrad; Stochastic Newton algorithm.

1 Introduction

A usual problem in stochastic optimization is to estimate the minimizer θ of a convex func-

tional G : Rd −→ R of the form

G(h) = E [g(X, h)]

where g : X × Rd −→ R, and X is a random variable lying in X . Indeed, this is the

case for usual regressions such that the linear and logistic ones (Bach, 2014) or the estima-

tion of the geometric median and quantiles (Cardot et al., 2013, 2015; Godichon-Baggioni,

2016) to name a few. Several techniques have been developed to estimate the solution of

the problem, which can be split into two main branches: iterative and recursive methods.

Iterative methods consist in considering the empirical function generated by the sample

and to approximate its minimizer with the help of usual convex optimization methods

(Boyd and Vandenberghe, 2004) or considering some refinements such that mini-batch al-

gorithms (Konečnỳ et al., 2015). Although these methods are known to be very competitive,

they can encounter computational problems to deal with large samples. In addition, they

are not suitable for dealing with data arriving sequentially, and one can so focus on recur-

sive methods.
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One of the most famous and studied recursive method is unquestionably the stochastic

gradient algorithm (Robbins and Monro, 1951) and its averaged version (Ruppert, 1988;

Polyak and Juditsky, 1992). Considering data X1, . . . , Xn, Xn+1, . . . arriving sequentially, it

is defined recursively for all n ≥ 0 by

θn+1 = θn − γn+1∇hg (Xn+1, θn) , θn+1 = θn +
1

n + 2

(
θn+1 − θn

)

where (γn) is a positive step sequence converging to 0. These estimates are studied for a

while: one can refer to (Pelletier, 1998, 2000) for some asymptotic results while one can re-

fer to more recent literature for non asymptotic results such that convergence in quadratic

mean of the estimates (Bach and Moulines, 2013; Gadat and Panloup, 2017; Gower et al.,

2019; Godichon-Baggioni, 2021). The averaged estimates are known to be asymptotically

efficient and achieve the Cramer-Rao bound (up to rest terms) under some regularity as-

sumptions.

Nevertheless, the step sequence (γn) cannot be adapted to each direction of the gradient

which can lead to bad results in practice for ill-conditioned problems. In order to alleviate

this, one can more focus on adaptive stochastic gradient algorithms of the form

θn+1 = θn − γn+1An∇hg (Xn+1, θn)

where (An) is a sequence of (random) matrices which enables to be adapted to each coor-

dinate. One of the most famous adaptive algorithm is Adagrad (Duchi et al., 2011), which

can be seen as a way to standardize the gradient ∇hg (Xn+1, θ). In recent works, Bercu et al.

(2020) and Boyer and Godichon-Baggioni (2020) consider (An) as a sequence of estimates of

the inverse of the Hessian, leading to a Stochastic Newton algorithm. This last method is of

particular interest in the case where the Hessian of the function we would like to minimize

has eigenvalues at different scales for instance.

Remark that several asymptotic results exist on adaptive method and one can focus on

the recent works of Leluc and Portier (2020) or Gadat and Gavra (2020) among others, while

non asymptotic results are less usual. Nevertheless, in a recent work, De Vilmarest and Wintenberger

(2021) give bounds with high probabilities in the special case of Kalman recursion for logis-

tic regression, while Défossez et al. (2020) focus on the L2 rates of convergence for Adagrad

and Adam. Furthermore, Bercu et al. (2021) obtain the rate of convergence in quadratic

mean of Stochastic Gauss-Newton algorithms for optimal transport. Note however that in

all these cases, the gradient of g is supposed to be uniformly bounded.

In this paper, we focus on non asymptotic rates of convergence for strongly convex

functions (and so, with unbounded gradient). More precisely, we propose a first rate of

convergence of Adaptive estimates in the case where the sequence An possibly diverges, but

with a control on this possible divergence. Supposing in addition that An admits an uniform

fourth order moment, we establish that E [G (θn)− G(θ)] converges at the usual rate of

convergence. Finally, we establish a non constraining general framework for obtaining the

rate of convergence of Stochastic Newton and Adagrad algorithms. These results will be
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applied for linear regression and ridge generalized linear model.

The paper is organized as follows: Section 2, the general framework is introduced. The

algorithms and theoretical results of convergence are given in Section 3 while applications

consisting in the linear regression and the generalized linear model are respectively given

in Sections 4 and 5. The proofs are postponed in Section 6 and in Appendix.

2 Framework

In what follows, we consider a random variable X taking values in a measurable space

X and fix d ≥ 2. We focus on the estimation of the minimizer θ of the convex function

G : Rd −→ R defined for all h ∈ Rd by

G(h) := E [g (X, h)]

with g : X × Rd −→ R. Let us suppose from now that the following assumptions are

fulfilled:

(A1) For almost every x ∈ X , the functional g(x, .) is differentiable on Rd and there exists

p ≥ 2 and non-negative constants C
(p)
1 , C

(p)
2 such that for all h ∈ Rd,

E

[
‖∇hg (X, h)‖2p

]
≤ C

(p)
1 + C

(p)
2 ‖h − θ‖2p .

(A2) The functional G is twice continuously differentiable.

(A3) The Hessian of G is uniformly bounded on Rd, i.e there is a positive constant L∇G

such that for all h ∈ Rd, ∥∥∇2G(h)
∥∥

op
≤ L∇G

where ‖.‖op is the usual spectral norm for matrices.

(A4) The functional G is µ quasi-strongly convex: for all h ∈ Rd,

〈∇G (h) , h − θ〉 ≥ µ ‖h − θ‖2 .

Remark that in a particular case, Assumption (A3) ensures that the gradient of G is L∇G-

Lipschitz. Note that these assumptions are usual for obtaining the L2 rates of convergence

of the stochastic gradient algorithms and their averaged versions (Bach and Moulines, 2013;

Gower et al., 2019).

3 Adaptive stochastic gradient algorithms
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3.1 The algorithms

Let X1, . . . , Xn, Xn+1, . . . be i.i.d copies of X. Then, an adaptive stochastic gradient algorithm

is defined recursively for all n ≥ 0 by

θn+1 = θn − γn+1An∇hg (Xn+1, θn) ,

where θ0 is arbitrarily chosen, γn = cγn−γ with cγ > 0, γ ∈ (0, 1) and An is a sequence of

symmetric and positive matrices such that there is a filtration (Fn)n≥0 satisfying:

• For all n ≥ 0, An is Fn-measurable.

• Xn+1 is independent of Fn.

Typically, one can consider An only depending on X1, . . . , Xn, θ0, . . . , θn and consider the

filtration generated by the sample, i.e Fn = σ (X1, . . . , Xn). Considering An diagonal with

(An)k,k =
(

1
n+1

(
ak + ∑

n
i=1 ∇hg (Xi, θi−1)

2
i,i

))−1/2
leads to Adagrad algorithm (Duchi et al.,

2011). Furthermore, the case where An is a recursive estimate of the inverse of the Hessian

corresponds to the Stochastic Newton algorithm (Bercu et al., 2020; Boyer and Godichon-Baggioni,

2020) while the case where An = 1
n+1

(
A0 + ∑

n
i=1 ∇hg (Xi, θi−1)∇hg (Xi, θi−1)

T
)

corresponds

to the stochastic Gauss-newton algorithm (Cénac et al., 2020; Bercu et al., 2021).

3.2 Convergence results

3.2.1 A first convergence result

In order to obtain a first rate of convergence of the estimates, let us now introduce some

assumptions on the sequence of random matrices (An)n≥0:

(H1 ) One can control the smallest and largest eigenvalues of An:

(H1a) There exists (vn)n≥0, λ0 > 0 and δ, q ≥ 0 such that

P [λmin (An) ≤ λ0t] ≤ vn+1tq(n + 1)−δ,

for 0 < t ≤ 1, with (vn+1(n + 1)−δ)n≥0 decreasing.

If γ ≤ 1/2, one also assumes the stronger hypothesis of the existence of λ′
n =

λ′
0(n + 1)−λ′

with λ′
0 > 0, λ′ < γ such that for all n ≥ 0,

λmin(An) ≥ λ′
n.

(H1b) There exists βn = cβnβ with cβ ≥ 0 and 0 < β <
γ
2 if γ ≤ 1/2 or 0 < β < γ− 1/2

if γ > 1/2 such that for all n ≥ 0,

‖An‖op ≤ βn+1.
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Remark that the case δ = 0 is allowed in (H1a) and that one can always choose β in the

allowed range of (H1b). In most cases and especially for Adagrad and Stochastic Newton

algorithm, (H1a) is easily verified. The presence of the decreasing term vn in (H1a) takes

into account a general phenomenon (usually implied by Rosenthal inequality) that error

contributions from higher moments of X, albeit dominant for small n, fade as n goes to

infinity. Concerning (H1b), some counter-examples showing that the estimates possibly

diverge in the case where this last assumption is not fulfilled are given in Appendix F,

meaning that this assumption is unfortunately crucial. Anyway, an easy way to corroborate

it is to replace the random matrices An by

Ãn =
min

{
‖An‖op , βn+1

}

‖An‖op

An

and one can directly check that
∥∥Ãn

∥∥
op

≤ βn+1. Similar adjustment can be used to ensure

(H1a) in the case γ ≤ 1/2.

Let us consider the case of Newton’s method, and especially the case where the esti-

mates of the Hessian are of the form Hn = 1
n+1

(
H0 + ∑

n
k=1 akΦkΦT

k

)
and which can be so

recursively invert with the help of Riccati/Shermann-Morrisson’s formula (see Bercu et al.

(2020); Boyer and Godichon-Baggioni (2020); Godichon-Baggioni et al. (2022)). In order to

verify (H1b), one can consider the following version of the estimate of the Hessian

H̃n = Hn +
1

n + 1

n

∑
k=1

c̃β

kβ
ekeT

k

where ek is the k-th (modulo d) canonical vector (see Bercu et al. (2021); Godichon-Baggioni et al.

(2022)). We can now obtain a first rate of convergence of the estimates. For the sake of sim-

plicity, let us now denote the risk error by Vn := G (θn) − G(θ). Note that since G is µ

quasi-strongly convex, one has ‖θn − θ‖2 ≤ 2
µ Vn.

Theorem 3.1. Suppose Assumptions (A1) to (A3) and (H1) hold. Then, for all n ≥ 1 and for any

λ < min {γ − 2β, 1 − γ},

E [Vn] ≤ exp
(
−cγµλ0n1−(λ+γ)(1 − ε(n))

)(
K
(1)
1 + K

(1)
1′ max

1≤k≤n+1
kγ−2β−δ/2−(q/2+1)λ√vk

)

+ K
(1)
2 n−(γ−2β−λ)+ K

(1)
3

√
v⌊n/2⌋n

−(δ+qλ)/2,

with ε(n) = o(1) given in (20) and K
(1)
1 , K

(1)
1′ , K

(1)
2 , K

(1)
3 respectively given in (21) and (22).

In the particular case where δ/2 ≥ γ − 2β (which happens as soon as δ ≥ 1), one can

simply set λ = 0 in the above formula : we will see that it is the case for the generalized

linear model with the stochastic Newton algorithm. However, for Adagrad algorithms, one

can not avoid using first λ > 0, since An depends on ∇g(X, ·) rather than ∇2g(X, ·) (while

the expectation of latter is bounded on Rd, the one of the former is generally unbounded).

To get rid of this weaker statement, we need the following equivalent of Theorem 3.1 for
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higher moments.

Proposition 3.1. Suppose Assumptions (A1) with p > 2, (A2), (A3) and (H1) hold. Then for any

p′ < p and any λ < min{γ − 2β, 1 − γ},

E

[
V

p′
n

]
≤ exp

(
−cγµλ0n1−(λ+γ)(1 − ε′(n)

)(
K
(1′)
1 + K

(1′)
1′ max

1≤k≤n+1
k

γ−2β−λ− p−p′
p (δ+qλ)

v
p−p′

p

k

)

+ K
(1′)
2 n−p′(γ−2β−λ) + K

(1′)
3 v

p−p′
p

⌊n/2⌋(n + 1)−
p−p′

p (δ+qλ)
,

with ǫ′(n), K
(1′)
1 , K

(1′)
1′ , K

(1′)
2 and K

(1′)
3 respectively given in (57), (58) and (60).

3.2.2 Convergence when An has bounded moments

In order to get a better rate of convergence, let us now introduce some new assumptions on

the sequence of random matrices (An):

(H2a) The random matrices An admit uniformly bounded second order moments: there is

CS such that for all n ≥ 0:

E

[
‖An‖2

]
≤ C2

S.

(H2b) The random matrices An admit uniformly bounded fourth order moments: there is

CS such that for all n ≥ 0:

E

[
‖An‖4

]
≤ C4

S.

For a simpler statement, we assume here and in the next paragraph that q > 0 in (H1a),

although similar bound would hold in full generality.

Theorem 3.2. Suppose Assumptions (A1) to (A3) for some p > 2, (H1) and (H2a) hold with δ > 0.

Then, for all n ≥ 0,

E [Vn] ≤ exp
(
−cγµλ0n1−γ (1 − ε(n))

)
·
(

K
(2)
1 + K

(2)
1′ max

1≤k≤n+1
v

p−1
p

k k
γ−2β− p−1

p δ
)

+ K
(2)
2 v

p−1
p

⌊n/2⌋n
− (p−1)

p δ + K
(2)
3 n−γ,

where ε(n) = o(1) is given in (25) and K
(2)
1 , K

(2)
1′ , K

(2)
2 , K

(2)
3 are respectively given in (26), (27) and

(28).

Finally, in order to get the rate of convergence in quadratic mean of Stochastic Newton

estimates, we now give the L2 rate of convergence of G (θn) when γ > 1/2.

Proposition 3.2. Suppose Assumptions (A1) to (A3) for some p > 2, (H1) and (H2b) hold with

γ > 1/2, δ > 0 and β < γ − 1/2. Then

E
[
V2

n

]
≤ exp

(
−3

2
cγλ0µn1−γ

)(
K
(2′)
1 + K

(2′)
1′ max

1≤k≤n+1
v

p−2
p

k k
γ− p−2

p δ
)

+ K
(2′)
2 n−2γ + K

(2′)
3 v

(p−2)/p

⌊n/2⌋ n−δ(p−2)/p =: Mn.
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with K
(2′)
1 , K

(2′)
1′ , K

(2′)
2 , K

(2′)
3 respectively given in (63), (64) and (65).

Remark that one has Mn = O

(
n
−min

{
2γ,

δ(p−2)
p

})
. Hence, for δ large enough (namely

δ >
2p

p−2 γ), the main contribution comes from the second term of the latter bound. Then,

for any 0 ≤ γ′ ≤ min
{

2γ,
δ(p−2)

p

}
, only depending on vn and γ, we have

w∞(γ
′) := sup

n≥1

Mnnγ′
< +∞. (1)

The function w∞ :
[
0, min

{
2γ,

δ(p−2)
p

}]
→ R can be computed numerically, but in any case

note that w∞(γ′) ≤ K
(2′)
1 supt≥1

{
tγ′

exp
(
− 1

2 λ0µt1−γ
)}

+ K
(2′)
2 + K

(2′)
3 , so that a function

analysis yields, for γ′ ∈
[
0, min

{
2γ,

δ(p−2)
p

}]
,

w∞(γ
′) ≤ K

(2′)
1

(
2γ′

λ0µe(1 − γ)

) γ′
1−γ

+ K
(2′)
2 + K

(2′)
3 . (2)

We will see in most applications that under suitable assumptions, γ′ can be equal to 2γ

(namely when δ ≥ 2p
p−2γ).

3.2.3 Convergence results for stochastic Newton algorithms

Let us now focus on the rate of convergence of Stochastic Newton algorithm. In this aim,

let us denote H := ∇2G(θ) and let us suppose from now that the following assumptions

are fulfilled too:

(A1’) There is L∇g such that for all h ∈ Rd,

E

[
‖∇hg (X, h)−∇hg (X, θ)‖2

]
≤ L∇g ‖h − θ‖2 (3)

(A5) There is a non negative constant Lδ such that for all h ∈ Rd,

∥∥∇G(h)−∇2G(θ) (θ − h)
∥∥ ≤ Lδ ‖h − θ‖2

(H3) The estimate An converges to H−1: there is a decreasing positive sequence (vA,n) such

that for al n ≥ 0,

E

[∥∥∥An − H−1
∥∥∥

2
]
≤ vA,n.

Observe that assumption (A1’) is often called expected smoothness in the literature (Bach and Moulines,

2013) and is satisfied in most of examples such that linear and logistic regression (Bach and Moulines,

2013; Bach, 2014) or the estimation of geometric quantiles and medians (Cardot et al., 2013)

among others. Concerning (A5), under (A3), it is satisfied as soon as the Hessian is Lip-

schitz on a neighborhood of θ. For instance, in the case of the linear regression, Lδ = 0.

Finally, Assumption (H3) is satisfied if having a first rate of convergence of the estimates of
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θ (thanks to Theorem 3.2 or Proposition 3.2 for instance) leads to have a first rate of conver-

gence of An, which is often verified in practice (see Boyer and Godichon-Baggioni (2020)

for instance).

Theorem 3.3. Suppose Assumptions (A1) to (A5), and (H1) to (H3) hold with γ > 1/2, δ > 0

and β < γ − 1/2. Then,

E

[
‖θn − θ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1 + K

(3)
1′ max

0≤k≤n
(k + 1)γdk

)

+ n−γ

(
23+γcγTr

(
H−1ΣH−1

)
+

K
(3)
2

nγ
+ K

(3)
2′ vA,n/2

)
+ d⌊n/2⌋.

where K
(3)
i , i = 1, 1′, 2, 2′ are defined in (29), (30) and (31), and dk only depending on Mk and vA,k

is given in (30).

Remark from (30) that dk ≤ C(vA,k + Mk) for some constant C > 0. The latter results

can be further simplified if we also assume a sufficiently large exponent δ in (H1a).

Corollary 3.1. Suppose Assumptions (A1) to (A4), and (H1) to (H3) hold with γ > 1/2, δ >
2γp
p−2

and β < γ − 1/2. Then,

E

[
‖θn − θ‖2

]
≤n−γ

(
23+γcγTr

(
H−1ΣH−1

)
+

K
(3′)
2

nγ
+ K

(3′)
2′ vA,n/2 + K

(3′)
2′′

√
vA,n/2

)

+ K
(3′)
1 e−

1
2 cγn1−γ

,

with K
(3′)
i , i = 1...2′′ given in (32) and (33).

Then, if vA,n converges to 0, we obtain the usual rate of convergence 1
nγ .

3.2.4 Convergence results for adaptive gradient (Adagrad)

Recall that the Adagrad algorithm amounts to specify d initial parameters a1, . . . , ad ∈ R+

choose An diagonal with

(An)kk′ = δkk′
1√

1
n+1

(
ak + ∑

n−1
i=0 n (∇hg(Xi+1, θi)k)

2
) . (4)

The original Adagrad algorithm would then amount to take γ = 1/2. To guarantee non-

degeneracy of the matrices (An)n≥0, we assume some minimal fluctuation of the gradient

at the minimizer θ.

(A6) There is α > 0 such that for all 1 ≤ i ≤ d,

E

[
(∇hg(X, θ))2

i

]
> α. (5)
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(A6’) There is α > 0 such that for all h ∈ Rd and 1 ≤ i ≤ d,

E

[
(∇hg(X, h))2

i

]
> α. (6)

Remark that (A6’) is much stronger as (A6). However, the former is often satisfied, as it

is the case for the linear regression with noise. Anyway, one can consider the following

transformation of An:

(An)kk′ =





min
{

cβnβ, (An)kk′

}
, if γ > 1/2

max
{

min
{

cβnβ, (An)kk′

}
, λ′

0n−λ′
}

, if γ ≤ 1/2
(7)

where βn = cβnβ with β < min{γ/2, 1/4} (λ′, λ′
0 and cβ > 0 are chosen arbitrarily).

Theorem 3.4. Suppose Assumptions (A1) to (A4) and (A6) hold with β < min
{

(1−γ)γ(γ−2β)p
4(2−γ)

, 1/4
}

.

Then,

E
[
‖θn − θ‖2

]
≤ K̃

(4)
1 exp

(
−cγµλ̃0n1−γ (1 − ε̃(n))

)
+ K̃

(4)
2 log(n + 1)

p−1
p n

− (p−1)
p min

{
2(1−γ)γ(γ−2β)p

2−γ ,1
}

+ K̃
(4)
3 n−γ,

with ε̃(n) given in (35), vn = v0 log(n + 1), with v0, C4
S and λ̃0 given in (73), (74) and (72) with

p′ = 2(1−γ)
2−γ p. In addition, K

(4)
1 , K

(4)
2 and K

(4)
3 given in (36). If (A6’) is satisfied, same conclusion

holds for β < 1/4 with CS given in (75) taking p′ = 2(1−γ)
2−γ p.

In the special case where γ = 1/2, which corresponds to the usual Adagrad algorithm,

we get

E
[
‖θn − θ‖2

]
≤ K

(4)
1 exp

(
−cγµλ0

√
n (1 − ε(n))

)

+
1√
n

(
K
(4)
2 log(n + 1)n1/2− (1−4β)(p−1)

6 + K
(4)
3

)
,

and we so achieve the usual rate of convergence 1√
n

as soon as 1/2 − (1−4β)(p−1)
6 < 0, i.e as

soon as p > 4
1−β

1−4β .

4 Application to linear model

Let us now consider the linear model Y = XTθ + ǫ where X ∈ Rd and ǫ is a centered random

real variable independent from X. Let us suppose from now that E
[
XXT

]
is positive. Then,

θ is the unique minimizer of the functional G : Rd −→ R defined for all h ∈ Rd by

G(h) =
1

2
E

[(
Y − XTh

)2
]

.

If X admits a second order moment, the function G is twice continuously differentiable with

∇G(h) = −E
[(

Y − XTh
)

X
]

and ∇2G(h) = E
[
XXT

]
.
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4.1 Stochastic Newton algorithm

The Stochastic Newton algorithm is defined recursively for all n ≥ 0 by (Boyer and Godichon-Baggioni,

2020)

θn+1 = θn + γn+1S
−1
n

(
Yn+1 − XT

n+1θn

)
Xn+1

with S̃n = 1
n+1

(
S0 + ∑

n
i=1 XiX

T
i

)
, with S0 positive, and

S
−1
n =

min
(∥∥S̃−1

n

∥∥
op

, βn+1

)

∥∥∥S̃−1
n

∥∥∥
op

S̃−1
n

with βn = cβn−β. Remark that S̃−1
n+1 can be easily updated with only O

(
d2
)

operations

using Sherman Morrison (or Ricatti’s) formula. More precisely, considering Sn = (n+ 1)S̃n,

one has

S−1
n+1 = S−1

n −
(

1 + XT
n+1S−1

n Xn

)−1
S−1

n Xn+1XT
n+1S−1

n .

Then, one can easily update S̃n and Sn. We can now rewrite Theorem 3.3 as follows:

Theorem 4.1. Suppose that there is p > 4 such that X, ǫ admits a moment of orders 2p and p.

Suppose also that there is a positive constant LMK such that for any h ∈ Sd−1,
√

E [hXXTh] ≤
LMKE

[∣∣XTh
∣∣]. Then, for γ > 1/2, we have

E

[
‖θn − θ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1,lin + K

(3)
1′,lin max

0≤k≤n
dk(k + 1)γ

)

+ n−γ


23+γcγE

[
ǫ2
]

Tr
(

H−1
)
+

K
(3)
2,lin

nγ
+ K

(3)
2′,linvH,n/2


+ d⌊n/2⌋.

where K2,lin, K
(3)
2′,lin, K

(3)
1,lin, K

(3)
1′,lin, dn are given by (40) while vH,n is defined in (39).

Observe that dn = O

(
1

n
max{ p−2

2 ,2γ}

)
and vH,n = O

(
n−1

)
, and since p > 4, these terms

are both negligible.

4.2 Adagrad algorithm

For linear model, Adagrad algorithm is defined for all n ≥ 0 by

θn+1 = θn + γn+1D̄−1
n

(
Yn+1 − XT

n+1θn

)
Xn+1,

with D̄n diagonal with, for γ ≤ 1/2,

(D̄n)kk = min



max





n−β

cβ
,

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

((
Yi+1 − XT

i+1θi

)
(Xi+1)k

)2

)
 ,

nλ′

λ′
0



 .
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where 0 < β < (γ − λ′)/2 for some ak > 0 and if γ > 1/2,

(D̄n)kk = max





n−β

cβ
,

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

((
Yi+1 − XT

i+1θi

)
(Xi+1)k

)2

)
 ,

for some 0 < β < γ − 1/2. The usual Adagrad algorithm is done with γ = 1/2, which

yields for us

(θn+1)k = (θn)k +

(
Yn+1 − XT

n+1θn

)
(Xn+1)k

min

{
max

{
n−β+1/2

cβ
,
√

ak + ∑
n−1
i=0

((
Yi+1 − XT

i+1θi

)
(Xi+1)k

)2
}

, nλ′+1/2

λ′
0

} ,

and almost surely there exists n0 ≥ n such that for n ≥ n0,

(θn+1)k = (θn)k +

(
Yn+1 − XT

n+1θn

)
(Xn+1)k√

ak + ∑
n−1
i=0

((
Yi+1 − XT

i+1θi

)
(Xi+1)k

)2
,

which is the usual Adagrad algorithm. We can then rewrite Theorem 3.4 as follows (we

simply give it for γ = 1/2, the reader can easily adapt it to the case γ > 1/2).

Theorem 4.2. Suppose that there is p > 2 such that X, ǫ admits a moment of orders 2p. Then, for

γ ≤ 1/2, we have

E
[
‖θn − θ‖2

]
≤ Kada

1,lin exp
(
−cγλminλada

0,linn1−γ
(

1 − εada
n,lin

))

+ Kada
2,lin log(n + 1)

p−1
p n

− (p−1)
p min

{
2(1−γ)γ(γ−2β)p

2−γ ,1
}

+ Kada
3,linn−γ,

where εada
n,lin = o(1) is given in (41) and Kada

1,lin, Kada
2,lin Kada

3,lin are given by (42), (43) and (44).

Remark that similar statements hold for γ > 1/2. Observe that in the case where γ =

1/2, the 1√
n

rate of convergence is achieved as soon as (p− 1)(1− 4β)/3 ≥ 1/2, i.e as soone

as p >
5−4β

2(1−4β)
.

5 Application to generalized linear models

The framework of the linear regression can be easily generalized to the more general setting

of finite dimensional linear models. Let ℓ : Y × Y → R a cost function for some domain

Y ⊂ R. The general learning problem is to solve the minimization problem

argmin f∈F E [ℓ(Y, f (X))] ,

with (X, Y) ∼ P and F is a given class of measurable function from X to Y , where X
is a measurable space. In the case of finite dimensional linear models, Y = R and F ={

hTΦ(·), h ∈ Rm
}

, with Φ : X → Rm a known design function (remark that the setting can

be easily generalized to the case Y = Rp and Φ : X → Rm and h ∈ Mm,p(R)). Then,

11



assuming that ℓ is convex and adding a regularization term on θ, the minimization problem

turns into the framework of this paper with

G(h) = E
[
g
(
Z̃, h

)]
,

with Z̃ = (Y, Φ(X)) := (Y, X̃) and for all h ∈ Mm,p(R), g(Z̃, h) = ℓ(Y, hTX̃). In what

follows, let us suppose from now that the cost function l is twice differentiable for the

second variable and that there is a positive constant L∇l such that for all h

∣∣∣∇2
hℓ

(
Y, hTX̃

)∣∣∣ ≤ L∇l. (8)

where ∇2
hℓ(., .) is the second order derivative with respect to the second variable. Remark

that such a bound is generally assumed if we require that for all h, ‖∇2G(h)‖op ≤ L∇G <

∞ This is for example satisfied when ℓ(y, y′) = f (y − y′) with supy | f ′′(y)| < +∞. For

example, in the simplest case of the logistic regression, we consider a couple of random

variables (X, Y) lying in Rd × {−1, 1}, Φ = Id and ℓ(y, y′) = log(1 + exp(−yy′)), and we

indeed have for all h and Y ∈ {−1, 1}

∇2
hℓ(Y, hTX) =

1

1 + exp(hTX)
· 1

1 + exp(−hTX)
≤ 1.

There are then two main cases to deal with the convexity of the minimization problem :

either assume strong convexity or use a regularization. The first consists in assuming that

the functional h 7−→ E
[
ℓ
(
Y, hTX

)]
is strongly convex, which is in particular verified when

there exists α > 0 such that

inf
y′∈R

∇2
hℓ(y, y′) > α. (9)

and E
[
XXT

]
is positive. This case is called the elliptic case in the sequel and the results

are very analogous to the ones for the linear regression and are thus not repeated. We will

then focus on the regularized case. Without uniform lower bound on ∇2
hℓ(y, y′), one needs

a regularization term, yielding the following regularized minimization problem

argminθ∈Rm E

[
ℓ(Y, 〈θ, θTX〉)

]
+

σ

2
‖θ‖2 (10)

for some σ > 0. In what follows, we suppose that the minimizer exists and we denote it by

θσ.

5.1 Stochastic Newton algorithm

The Stochastic Newton algorithm is defined recursively for all n ≥ 0 by

θn+1 = θn − γn+1S
−1
n

(
∇hl

(
Yn+1, θT

n Xn+1

)
Xn+1 + σθn

)
,

12



where, using the tricked introduced in Bercu et al. (2021) and developed in Godichon-Baggioni et al.

(2022), Sn is the natural recursive estimate of the Hessian given by

Sn =
1

n + 1

n−1

∑
i=0

∇2
hℓ(Yi+1, 〈θi, Xi+1〉)Xi+1XT

i+1 +
σd

n + 1

n

∑
i=1

ei[d]+1eT
i[d]+1, (11)

with i[d] denoting i modulo d. Remark that one can easily update the inverse using the

Riccati’s formula used twice, i.e considering Sn = (n + 1)Sn and

S−1
n+ 1

2

= S−1
n −∇2

hℓ(Yn+1, 〈θn, Xn+1〉)
(

1 +∇2
hℓ(Yn+1, 〈θn, Xn+1〉)XT

n+1S−1
n Xn+1

)−1
S−1

n Xn+1XT
n+1S−1

n

Sn+1 = S−1
n+ 1

2

− σd
(

1 + σdeT
(n+1)[d]+1S−1

n+ 1
2

e(n+1)[d]+1

)−1
S−1

n+ 1
2

e(n+1)[d]+1eT
(n+1)[d]+1S−1

n+ 1
2

,

one has S
−1
n+1 = (n+ 2)S−1

n+1. In what follows, let us suppose that the following assumptions

hold:

(GLM1) There is L∇2L ≥ 0 such that the function h 7−→ E
[
∇2

hℓ
(
Y, hTX

)
XXT

]
is L∇2L-Lispchitz

with respect to the spectral norm.

(GLM2) There is p > 2 such that X admits a moment of order 2p and such that there is a

positive constant Lσ satisfying for all 0 ≤ a ≤ 2p

E

[∥∥∥∇hℓ

(
Y, XTθσ

)
X + σθσ

∥∥∥
a]

≤ La
σ.

Remark that Assumption (GLM1) is verified when for all y, ∇2
hℓ(y, .) is Lipschitz and X

admits a third order moment, which can be easily verified for the logistic regression for in-

stance. Assumption (GLM2) is verified when the random variable ∇hℓ
(
Y, XTθσ

)
X admits

a moment of order 2p.

Theorem 5.1. Suppose Assumptions (GLM1) and (GLM2) hold. Then,

E

[
‖θn − θσ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1,GLM + K

(3)
1′,GLM max

0≤k≤n
(k + 1)γdk,GLM

)

+ n−γ


23+γcγTr

(
H−1

σ ΣσH−1
σ

)
+

K
(3)
2,GLM

nγ
+ K

(3)
2′,GLMvl,n/2


+ d⌊n/2⌋,GLM,

where Hσ = E
[
∇2

hℓ
(
Y, XTθσ

)
XXT

]
+ σId, Σσ = E

[(
∇hℓ

(
Y, XTθσ

)
X + σθσ

) (
∇hℓ

(
Y, XTθσ

)
X + σθσ

)T
]
,

K
(3)
1,GLM, K

(3)
1′,GLM, K

(3)
2,GLM, K

(3)
2′,GLM, dn,GLM are defined in equations (50), (51) and (52), and vl,n is de-

fined in Proposition 6.5.

5.2 Adagrad algorithm

For generalized linear model, Adagrad algorithm is defined for all n ≥ 0 by

θn+1 = θn − γn+1D̄−1
n ∇hl

(
Yn+1, θT

n Xn+1

)
Xn+1,

13



where D̄n is diagonal and for γ > 1/2,

(D̄n)kk = max





n−β

cβ
,

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

(
∇hl

(
Yi+1, θT

i Xi+1

)
(Xi+1)k + σ(θi)k

)2

)
 ,

for some 0 < β < γ − 1/2, and for γ ≤ 1/2,

(D̄n)kk = min



max





n−β

cβ
,

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

(
∇hl

(
Yi+1, θT

i Xi+1

)
(Xi+1)k + σ(θi)k

)2

)
 ,

nλ′

λ′
0



 .

where 0 < β < (γ − λ′)/2 and ak > 0. The usual Adagrad algorithm is done with γ = 1/2,

which yields for us

(θn+1)k = (θn)k +
∇hl

(
Yn+1, θT

n Xn+1

)
(Xn+1)k + σ(θn)k

min

{
max

{
n−β+1/2

cβ
,

√
ak + ∑

n−1
i=0

(
∇hl

(
Yi+1, θT

i Xi+1

)
(Xi+1)k + σ(θi)k

)2
}

, nλ′+1/2

λ′
0

} .

Like the linear regression, the general linear model needs minimal randomness to en-

sure the expected rate of convergence of Adagrad. Indeed, in the extreme case of a deter-

ministic sequence (Xn, Yn)n≥0, Adagrad algorithm may diverge in the unfortunate situa-

tion where ∇hℓ
(
Yi+1, θT

i Xi+1

)
(Xi+1)k vanishes or remains very small. Such behavior can

be averted by requiring at the minimizer θσ a minimal variance for ∇hℓ
(
Y, θT

σ X
)
(X)k for

all 1 ≤ k ≤ d.

(GLM3) There is a positive constant ασ > 0 such that for all 1 ≤ k ≤ d

Var
[
∇hl

(
Y, XTθσ

)
(X)k

]
> ασ.

Remark that

Var
[
∇hl

(
Y, XTθσ

)
(X)k

]
= E

[∣∣∣∇hl
(

Y, XTθσ

)
(X)k + σ(θσ)k

∣∣∣
2
]

, (12)

so that (GLM3) can be seen as a mirror assumption to (GLM2). We should stress that the

existence of such ασ is almost automatic when a minimal randomness between X and Y is

assumed. Indeed, having ∇hl
(
Y, θT

σ X
)

Xk deterministic would imply an analytic relation

between Y and X. The main computational issue is to estimate a concrete value of ασ. An

example dealing with the logistic regression is given in Section E.

When (GLM3) is assumed, one can show using Theorem 5.2 that there exists almost

surely n0 ≥ n such that for n ≥ n0,

(θn+1)k = (θn)k +
∇hl

(
Yn+1, θT

n Xn+1

)
(Xn+1)k + σ(θn)k√

ak + ∑
n−1
i=0

(
∇hl

(
Yi+1, θT

i Xi+1

)
(Xi+1)k + σ(θi)k

)2
,

so that we recover the usual Adagrad algorithm for large n. We can then rewrite Theorem
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3.4 for γ ≤ 1/2 as follows (remark that similar statements hold for γ > 1/2).

Theorem 5.2. Suppose Assumptions (GLM1), (GLM2) and (GLM3) hold. Then, for γ = 1/2, we

have

E

[
‖θn − θσ‖2

]
≤ Kada

1,GLM exp
(
−cγσλ̃0,GLMn

p
2(1+p) (1 − ε(n)

)

Kada
2,GLM log(n + 1)

p−1
p n

− (p−1)
p min

{
2(1−γ)γ(γ−2β)p

2−γ ,1
}

+ Kada
3,GLMn−γ,

where ε(n) = o(1), Kada
1,GLM, Kada

2,GLM and Kada
3,GLM have explicit formulas depending on the parameters

of the model.

We do not specify the exact value of the constants here, since they can easily be obtained

along the lines of previous results.

6 Proofs

Throughout our proofs, to alleviate notations, we will denote by the same way ‖.‖ the eu-

clidean norm of Rd and the spectral norm for square matrices. In addition, we will regularly

use the following technical result from (Godichon-Baggioni et al., 2021, Proposition A.5).

Proposition 6.1. Let (γt)t≥1, (ηt)t≥1, and (νt)t≥1 be some positive and decreasing sequences and

let (δt)t≥0, satisfying the following:

• The sequence δt follows the recursive relation:

δt ≤ (1 − 2ωγt + ηtγt) δt−1 + νtγt, (13)

with δ0 ≥ 0 and ω > 0.

• Let γt and ηt converge to 0.

• Let t0 = inf {t ≥ 1 : ηt ≤ ω}, and let us suppose that for all t ≥ t0 + 1, one has ωγt ≤ 1.

Then, for all t ∈ N, we have the upper bound:

δt ≤ exp

(
−ω

t

∑
j=t/2

γj

)
exp

(
2

t

∑
i=1

ηiγi

)(
δ0 + 2 max

1≤i≤t

νi

ηi

)
+

1

ω
max

t/2≤i≤t
νi.

with the convention that ∑
t/2
t0

= 0 if t/2 < t0.

Moreover, we denote by C1, C′
1, C2, C′

2 constants such that for all h ∈ Rd,

E

[
‖∇hg (X, h)‖2

]
≤ C1 + C2 ‖h − θ‖2 , E

[
‖∇hg (X, h)‖4

]
≤ C′

1 + C′
2 ‖h − θ‖4 . (14)
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6.1 Proof of Theorem 3.1

Remark that thanks to a Taylor’s expansion of the gradient, denoting Vn = G (θn) − G(θ)

and g′n+1 = ∇hg (Xn+1, θn),

Vn+1 ≤ Vn − γn+1∇G (θn)
T Ang′n+1 +

L∇G

2
γ2

n+1 ‖An‖2 ∥∥g′n+1

∥∥2

≤ Vn − γn+1∇G (θn)
T Ang′n+1 +

L∇G

2
γ2

n+1β2
n+1

∥∥g′n+1

∥∥2
, (15)

where we used Hypothesis (H1b) on the last line. Then, taking the conditional expectation,

thanks to assumption (A1), and since ‖θn − θ‖2 ≤ 2
µ Vn,

E [Vn+1|Fn] ≤
(

1 +
C2L∇G

µ
β2

n+1γ2
n+1

)
Vn − γn+1∇G (θn)

T An∇G (θn) +
C1L∇G

2
γ2

n+1β2
n+1

Furthermore, since G is µ strongly convex, it comes

∇G (θn)
T An∇G (θn) ≥ λmin (An) ‖∇G (θn)‖2

≥ 2λnµVn1λmin(An)≥λn

= 2λnµVn − 1λmin(An)<λn
2λnµVn, (16)

with λn = λ0(n + 1)λ with 0 ≤ λ < 1 − γ. Applying Cauchy-Schwarz yields

E

[
∇G (θn)

T An∇G (θn)
]
≥2λnµE [Vn]− 2λnµ

√
E[V2

n ]
√

P [λmin (An) < λn]

≥2λnµE [Vn]− 2λnµV
√

P [λmin (An) < λn],

with V2 ≥ supn≥0 E[V2
n ] calculated later. Then, Assumption (H1a) gives P [λmin (An) < λn] ≤

vn+1(n + 1)−δ−qλ := v̄n, so that

E [Vn+1] ≤
(

1 − 2µλ0(n + 1)−λγn+1 +
C2L∇G

µ
β2

n+1γ2
n+1

)
E [Vn]

+ 2λ0(n + 1)−λµVγn+1

√
v̄n +

C1L∇G

2
γ2

n+1β2
n+1.

In order to apply Proposition 6.1, let us denote

CM = max

{
C2L∇Gc2

βcγ

µ
, (µλ0)

2γ−2β
γ+λ c

γ−2β−λ
γ+λ

γ

}
, (17)

the last upper bound being added so that the terms of (18) below satisfy the third condition

of Proposition 6.1. Set γ̃n = cγn−(λ+γ), and remark that
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E [Vn+1] ≤
(

1 − 2µλ0γ̃n+1 + CM(n + 1)2β+λ−γγ̃n+1

)
E [Vn] + 2λ0µV

√
vnγ̃n+1

+
C1L∇G

2
(n + 1)λγn+1β2

n+1γ̃n+1.

(18)

Then, since 2γ − 2β − 1 6= 1, with the help of Proposition 6.1 and an integral test for con-

vergence to get ∑
n
k=1 k2β−2γ ≤ 1 + n(1+2β−2γ)+

|2γ−2β−1| and ∑
n
t=⌊n/2⌋ t−γ ≥ 1−2γ−1

1−γ n1−γ ≥ n1−γ for

γ ∈ (0, 1) ,

E [Vn] ≤ exp
(
−cγµλ0n1−(λ+γ)

)
exp

(
2CMcγ

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

))
·

(
E [V0] + 4

λ0µV

CM
max

1≤k≤n
kγ−2β−λ

√
v̄k +

C1L∇Gcγc2
β

CM

)
+ 2V

√
v̄n/2 +

C1L∇G

21+λµλ0
nλβ2

n/2γn/2,

(19)

where we recall that v̄n = vn+1(n + 1)−δ−qλ ≥ P [λmin (An) < λn]. Remark that

kγ−2β−λ
√

v̄k =
√

vk+1(k + 1)γ−2β−λ(k + 1)−(δ+qλ)/2 =
√

vk+1(k + 1)γ−2β−δ/2−(q/2+1)λ,

so that max0≤k≤n(k + 1)γ−2β−λ√v̄k = max1≤k≤n+1 kγ−2β−δ/2−(q/2+1)λ√vk. Hence, we get

E [Vn] ≤ exp
(
−cγµλ0n1−(λ+γ)

)
exp

(
2CMcγ

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

))

·
(

E [V0] + 4
λ0µV

CM
max

1≤k≤n+1
kγ−2β−δ/2−(q/2+1)λ√vk +

C1L∇Gcγc2
β

CM

)

+ 21+(δ+qλ)/2V
√

v⌊n/2⌋n
−(δ+qλ)/2 + 2γ−2β−λ−1

C1L∇Gcγc2
β

µλ0
n2β+λ−γ

where V is defined in Lemma 6.1. Hence, as long as γ + λ + (1 + 2β − 2γ)+ < 1 ,which is

satisfied since λ < min{γ − 2β, 1 − γ}, we have

E [Vn] ≤ exp
(
−cγµλ0n1−(λ+γ)(1 − ε′(n)

)(
K
(1)
1 + K

(1)
1′ max

1≤k≤n+1
kγ−2β−δ/2−(q/2+1)λ√vk

)

+ K
(1)
2 n−(γ−2β−λ)+ K

(1)
3

√
v⌊n/2⌋n

−(δ+qλ)/2,

with

ε′(n) =
2CMn−1+λ+γ

µλ0

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

)
, (20)

K
(1)
1 =

(
E [V0] +

C1L∇Gcγc2
β

CM

)
, K

(1′)
1 = 4

λ0µV

CM
, (21)
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where CM is given in (17) and V in Lemma 6.1 and

K
(1)
2 = 2γ−2β−λ−1

C1L∇Gcγc2
β

µλ0
, K

(1)
3 = 21+(δ+qλ)/2V. (22)

Lemma 6.1. Suppose Assumption (A1) for p ≥ 2 and (H1b) hold. Then, for all n ≥ 0, if γ > 1/2

then

E
[
V

p
n

]
≤ e

apc2
γc2

β
2γ−2β

2γ−2β−1 max
{

1, E
[
V2

0

]}
:= V

p
n

and if γ ≤ 1/2 then

E
[
V

p
n

]
≤ exp



−pµλ′

0cγ




1 +

1 +

(
cγc2

βap

pµλ′
0

) 1−γ−λ′
γ−2β−λ′

1 − γ − λ′




+ c2
γc2

βap




1 +

1 +

(
cγc2

βap

pµλ′
0

) 1−2γ+2β

γ−2β−λ′

1 − 2γ + 2β







=: V
p
p

with a2 given in (67) and ap is given by (66) for p > 2.

The proof of this Lemma is given in Section B.

6.2 Proof of Theorem 3.2

Remark that thanks to Assumption (H1b), one has

E

[
‖An‖2 ∥∥g′n+1

∥∥2 |Fn

]
≤ C1 ‖An‖2 +

C2L∇G

µ
‖An‖2 Vn ≤ C1 ‖An‖2 + β2

n+1

C2L∇G

µ
Vn.

Moreover, with the help of Assumption (H2a),

E

[
‖An‖2 ∥∥g′n+1

∥∥2
]
≤ C1C2

S + β2
n+1

C2L∇G

µ
Vn

leading as in the proof of Theorem 3.1 to

E [Vn+1] ≤
(

1 − 2µλ0γn+1 +
C2L∇G

µ
β2

n+1γ2
n+1

)
E [Vn] + 2λ0γn+1µE

[
1λmin(An)<λn

Vn

]

+
C1L∇GC2

S

2
γ2

n+1.

Using Hölder inequality with p yields then

E

[
1λmin(An)<λn

Vn

]
≤
(

P

[
1λmin(An)<λn

]) p−1
p

E
[
V

p
n

]1/p ≤ v̄
p−1

p
n Vp
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with v̄n = vn+1(n + 1)−δ and Vp given in Lemma 6.1. Considering CM defined by

CM = max

{
C2L∇Gc2

βcγ

µ
, (µλ0)

2γ−2β
γ c

γ−2β
γ

γ

}
, (23)

one has

E [Vn+1] ≤
(

1 − 2µλ0γn+1 + CM(n + 1)2β−γγn+1

)
E [Vn] + 2λ0µVpv̄

p−1
p

n γn+1

+
C1L∇GC2

S

2
γ2

n+1.

Then, applying Proposition 6.1 and with the help of integral tests for convergence, it comes

E [Vn] ≤ exp
(
−cγµλ0n1−γ

)
exp

(
2CMcγ

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

))
·


E [V0] + 4

λ0µVp max1≤k≤n kγ−2βv̄
p−1

p

k

CM
+

C1L∇GcγC2
S

CM


+ 2Vpv̄

p−1
p

n/2

+ 2γ−1 C1L∇GcγC2
S

µλ0
n−γ. (24)

Concluding as in the proof of Theorem 3.1, we get

E [Vn] ≤ exp
(
−cγµλ0n1−γ (1 − ε(n))

)
·
(

K
(2)
1 + K

(2)
1′ max

1≤j≤n+1
v

p−1
p

k k
γ−2β− p−1

p δ
)

+ K
(2)
2 v

p−1
p

⌊n/2⌋n
− (p−1)

p δ + K
(2)
3 n−γ,

with

ε(n) =
2CMn−1+γ

µλ0

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

)
, (25)

where CM is defined by (23) and

K
(2)
1 =

(
E [V0] +

C1L∇GcγC2
S

CM

)
, K

(2)
1′ = 4

λ0µVp

CM
, (26)

K
(2)
2 = 2

1+δ
p−1

p Vp, (27)

K
(2)
3 = 2γ−1 C1L∇GcγC2

S

µλ0
. (28)

6.3 Proofs of Theorem 3.3 and Corollary 3.1

Proof of Theorem 3.3. Remark that one can rewrite

θn+1 − θ = θn − θ − γn+1H−1g′n+1 − γn+1

(
An − H−1

)
g′n+1
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leading, since H is symmetric, to

‖θn+1 − θ‖2 ≤ ‖θn − θ‖2 − 2γn+1

〈
g′n+1, H−1 (θn − θ)

〉
− 2γn+1

〈(
An − H−1

)
g′n+1, θn − θ

〉

+ 2γ2
n+1

∥∥∥H−1g′n+1

∥∥∥
2
+ 2γ2

n+1

∥∥∥An − H−1
∥∥∥

2 ∥∥g′n+1

∥∥2

First, thanks to Assumption (A3) and by Cauchy-Schwarz inequality,

(∗) :=
∣∣∣E
[
2γn+1

〈(
An − H−1

)
g′n+1, θn − θ

〉
|Fn

]∣∣∣ = 2γn+1

∣∣∣
〈(

An − H−1
)
∇G (θn) , θn − θ

〉∣∣∣

≤ 2L∇Gγn+1

∥∥∥An − H−1
∥∥∥ ‖θn − θ‖2 .

Then, using Assumption (A1’), one has

(∗∗) := E

[
2γ2

n+1

∥∥∥H−1g′n+1

∥∥∥
2
|Fn

]
≤ 4γ2

n+1Tr
(

H−1ΣH−1
)
+ 4γ2

n+1

∥∥∥H−1
∥∥∥

2
L∇g ‖θn − θ‖2

Finally, one has

(∗ ∗ ∗) = E

[
−2γn+1

〈
g′n+1, H−1 (θn − θ)

〉
|Fn

]
≤ −2γn+1 ‖θn − θ‖2 + 2γn+1

∥∥∥H−1
∥∥∥ ‖δn‖ ‖θn − θ‖

with, using Assumption (A4), ‖δn‖ := ‖∇G (θn)− H (θn − θ)‖ ≤ Lδ ‖θn − θ‖2. Hence,

(∗ ∗ ∗) ≤ −2γn+1 ‖θn − θ‖2 + 2γn+1

∥∥∥H−1
∥∥∥ Lδ ‖θn − θ‖3 ,

which yields, using that ‖θn − θ‖3 ≤ 1
2a ‖θn − θ‖2 + a

2 ‖θn − θ‖4 with a =
∥∥H−1

∥∥ Lδ,

(∗ ∗ ∗) ≤ −γn+1 ‖θn − θ‖2 + γn+1

∥∥∥H−1
∥∥∥

2
L2

δ ‖θn − θ‖4 .

Furthermore,

(∗ ∗ ∗∗) := E

[
2γ2

n+1

∥∥∥An − H−1
∥∥∥

2 ∥∥g′n+1

∥∥2 |Fn

]

≤ 2γ2
n+1

∥∥∥An − H−1
∥∥∥

2
C1 + 2γ2

n+1C2

∥∥∥An − H−1
∥∥∥

2
‖θn − θ‖2

≤ 2γ2
n+1

∥∥∥An − H−1
∥∥∥

2
C1 + C2γn+1 ‖θn − θ‖4 + C2γ3

n+1

∥∥∥An − H−1
∥∥∥

4
.

As a conclusion, one has (after using Cauchy-Schwartz inequality on (∗)),

E

[
‖θn+1 − θ‖2

]
≤
(

1 − γn+1 + 4
∥∥∥H−1

∥∥∥
2

γ2
n+1L∇g

)
E

[
‖θn − θ‖2

]
+ 4γ2

n+1Tr
(

H−1ΣH−1
)

+ γn+1

(∥∥∥H−1
∥∥∥

2
L2

δ + C2

)
E

[
‖θn − θ‖4

]
+ C2γ3

n+1E

[∥∥∥An − H−1
∥∥∥

4
]

+ 2C1γ2
n+1E

[∥∥∥An − H−1
∥∥∥

2
]
+ 2γn+1L∇G

√
E

[
‖θn − θ‖4

]
E

[
‖An − H−1‖2

]
,
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leading, using Proposition 3.2 with the fact that E
[
‖θn − θ‖4

]
≤ 4

µ2 E
[
V2

n

]
by (A2), and

(H2b) and (H3), to

E

[
‖θn+1 − θ‖2

]
≤
(

1 − γn+1 + 4
∥∥∥H−1

∥∥∥
2

γ2
n+1L∇g

)
E

[
‖θn − θ‖2

]
+ 4γ2

n+1Tr
(

H−1ΣH−1
)

+ γn+1

(∥∥∥H−1
∥∥∥

2
L2

δ + C2

)
Mn

µ2
+ C2γ3

n+123

(
C4

S +
1

µ4

)

+ 2C1γ2
n+1vA,n + 2γn+1

L∇G

µ

√
MnvA,n

≤
(

1 − γn+1 + 4
∥∥∥H−1

∥∥∥
2

γ2
n+1L∇g

)
E

[
‖θn − θ‖2

]

+ γn+1 ·
[

4γn+1Tr
(

H−1ΣH−1
)
+

(
L2

δ

µ2
+ C2

)
4Mn

µ2

+ C2γ2
n+123

(
C4

S +
1

µ4

)
+ 2C1γn+1vA,n + 4

L∇G

µ

√
MnvA,n

]
.

Finally, let us denote CA = cγ max
{

4
∥∥H−1

∥∥2
L∇g, 1

4

}
. Then, with the help of Proposition

6.1, one has

E

[
‖θn − θ‖2

]
≤ e−

1
2 cγn1−γ

e2CAcγ
2γ

2γ−1

(
E

[
‖θ0 − θ‖2

]
+

8Tr
(

H−1ΣH−1
)

CA
+ cγ

16C2

(
µ−4 + C4

S

)

CA
+

4C1vA,0

CA

)

+ e−
1
2 cγn1−γ

e2CAcγ
2γ

2γ−1 max
1≤k≤n

(k + 1)γ ·
(

8
L2

δµ−2 + C2

µ2CA
Mk−1 + 8

L∇G

CAµ

√
Mk−1vA,k−1

)

+
23+γcγTr

(
H−1ΣH−1

)

nγ
+

8
(

L2
δ

µ2 + C2

)

µ2
Mn/2 +

8L∇G

µ

√
Mn/2vA,n/2

+
24+2γC2cγ

(
µ−4 + C4

S

)
c2

γ

n2γ
+

22+γC1cγvA,n/2

nγ
.

Finally,

E

[
‖θn − θ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1 + K

(3)
1′ max

0≤k≤n
dk(k + 1)γ

)

+ n−γ

(
23+γcγTr

(
H−1ΣH−1

)
+

K
(3)
2

nγ
+ K

(3)
2′ vA,n/2

)
+ d⌊n/2⌋.

with

K
(3)
1 =e2CAc2

γ
2γ

2γ−1

(
E

[
‖θ0 − θ‖2

]
+

8Tr
(

H−1ΣH−1
)

CA
+ cγ

16C2

(
µ−4 + C4

S

)

CA
+

4C1vA,0

CA

)
,

(29)

K
(3)
1′ =

1

CA
e2CAc2

γ
2γ

2γ−1 ,, dn = 8L∇G

√
MnvA,n + 8

L2
δµ−2 + C2

µ2
Mn, (30)
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where we recall that CA = cγ max
{

4
∥∥H−1

∥∥2
L∇g, 1

4

}
, and

K
(3)
2 = 24+2γC2cγ

(
µ−4 + C4

S

)
c2

γ, K
(3)
2′ = 22+γC1cγ. (31)

Proof of Corollary 3.1. Remark that as long as δ
p−2

p ≥ 2γ, by Proposition 3.2 and the follow-

ing discussion,

max
0≤k≤n

dk(k + 1)γ = max
0≤k≤n

(
(k + 1)γ8L∇G

√
MkvA,k + 8

L2
δµ−2 + C2

µ2
Mk

)

≤ 8L∇G

√
vA, 0

cγ

√
w∞(2γ) + 8

L2
δµ−2 + C2

µ2
w∞(γ).

Likewise,

Mn/2 ≤
22γw∞(2γ)

n2γ
.

Hence, plugging these inequalities into Theorem 3.3 yields

E

[
‖θn − θ‖2

]
≤n−γ

(
23+γcγTr

(
H−1ΣH−1

)
+

K
(3′)
2

nγ
+ K

(3′)
2′ vA,n/2 + K

(3′)
2′′

√
vA,n/2

)

+ K
(3′)
1 e−

1
2 cγn1−γ

,

with

K
(3′)
1 = K

(3)
1 + K

(3′)
1

(
8L∇G

√
vA, 0

cγ

√
w∞(2γ) + 8

L2
δµ−2 + C2

µ2
w∞(γ)

)
, (32)

K
(3′)
2 = K

(3)
2 + 2

L2
δµ−2 + C2

µ2
22γw∞(2γ), K

(3′)
2′ = K

(3)
2′ , K

(3′)
2′′ = 22+γL∇G

√
w∞(2γ). (33)

6.4 Proof of Theorem 3.4

To prove this theorem, we will apply Theorem 3.2. We first need to check that (An)n≥0

satisfies Assumptions (H1a), (H1b) and (H2). Assumption (H1b) is given by construction

(see (7)) while (H1a) is given by the following lemma:

Lemma 6.2. Assume (A1) is satisfied for some p > 2. Then, for all 0 < t < 1,

P
[
λmin (An) < cβt

]
≤ vnt2p,

with

vn = c
p
β

((
1

n

d

∑
i=1

ak

)p

+ C′′
1 +

2pC′′
2 V

p
p

µp

)
.

The proof is given in Appendix B. Remark that E
[
V

p
n

]
< +∞ by Lemma 6.1 with (A1).

Assume from now that p > 2 and let p′ = 2(1−γ)
2−γ p and λ = (1 − γ)(γ − 2β). Remark that
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λ < 1 − γ, λ < γ − 2β and p′ < p. Hence, applying Proposition 3.1 with λ0 = cβ, δ = 0,

q = 2p,

E

[
V

p′
n

]
≤ exp

(
−cγµλ0n1−(λ+γ)(1 − ε′(n)

)(
K
(1′)
1 + K

(1′)
1′ max

1≤k≤n+1
kγ−2β−λ−2(p−p′)λv

p−p′
p

0

)

+ K
(1′)
2 n−p′(γ−2β−λ) + K

(1′)
3 v

p−p′
p

0 (n + 1)−2(p−p′)λ,

with ǫ′(n), K
(1′)
1 , K

(1′)
1′ , K

(1′)
2 and K

(1′)
3 respectively given in (57), (58) and (60) with λ0 = cβ.

By the choice of λ, p′ one has

p′(γ − 2β − λ) = p
2(1 − γ)

2 − γ
γ(γ − 2β) = 2(p − p′)λ,

so that

E

[
V

p′
n

]
≤ K̃1 exp

(
−cγµcβn1−((1−γ)(γ−2β)+γ)(1 − ε′(n)

)
+ K̃2(n + 1)−

2(1−γ)γ(γ−2β)
2−γ p := cn

(34)

with

K̃1 = K
(1′)
1 + K

(1′)
1′ v

γ
2−γ

0 , K̃2 = K
(1′)
2 + K

(1′)
3 v

γ
2−γ

0 .

By strong convexity, one can so obtain a first rate of convergence of the estimates. The

following lemma enables to ensure that (H1a) is satisfied, but with a possibly better rate

than with Lemma 6.2.

Lemma 6.3. Assume (A1) is satisfied for some p > 2. Then,

P[λmin(An) < λ̃0] ≤
v0 log(n + 1)

(n + 1)
2(1−γ)γ(γ−2β)

2−γ p∧1
,

with λ̃0 =

[
2(1−γ)

2−γ p

(
C( 2(1−γ)

2−γ

) + 1

)]− 2−γ
2(1−γ)p

and v0 is given in (73) with p′ = 2(1−γ)
2−γ p.

The proof is given in Appendix B. We can also deduce from (34) a bound on E
[
‖An‖4

]

in case only (A6) holds.

Lemma 6.4. Assume Assumptions (A1)-(A6) and (A1’) hold for some p > 2. Then, for β <

min
{

(1−γ)γ(γ−2β)p
4(2−γ)

, 1/4
}

, the sequence of random matrices (An) defined by (4) verifies

E

[
‖An‖4

]
≤ C4

S,

with C4
S given in (74).

The proof is given in Appendix B. If the stronger hypothesis (A6’) holds, an improved

and simpler bound on E
[
‖An‖4

]
can be reached, as next lemma shows.
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Lemma 6.5. Assume Assumptions (A1)-(A6’) and (A1’) hold for some p > 2. Then, for β <

min{γ/2 ∧ 1/4}, the sequence of random matrices (An) defined by (4) verifies

E

[
‖An‖4

]
≤ C4

S,

with C4
S given in (75).

The proof is given in Appendix B. Theorem 3.4 is then a consequence of Theorem 3.2

whose hypotheses are satisfied thanks to Lemma 6.2, 6.3 and 6.4 (or 6.5). We then have

E [Vn] ≤ exp
(
−cγµλ̃0n1−γ (1 − ε(n))

)
·
(

K
(2)
1 + K

(2)
1′ max

1≤j≤n+1
v

p−1
p

k k
γ−2β− p−1

p δ
)

+ K
(2)
2 v

p−1
p

⌊n/2⌋n
− (p−1)

p min
{

2(1−γ)γ(γ−2β)p
2−γ ,1

}

+ K
(2)
3 n−γ

with K
(2)
1 , K

(2)
1′ , K

(2)
2 and K

(2)
3 respectively given in (26), (27) and (28) with δ = min

{
2(1−γ)γ(γ−2β)p

2−γ , 1
}

,

λ0 given in (72), vn = v0 log(n + 1) with v0 given in (73) and CS given in (74) or (75) de-

pending on whether (A6) or (A6’) holds. By strong convexity

E
[
‖θn − θ‖2

]
≤ K̃

(4)
1 exp

(
−cγµλ̃0n1−γ (1 − ε̃(n))

)
+ K̃

(4)
2 (v0 log(n + 1))

p−1
p n

− (p−1)
p min

{
2(1−γ)γ(γ−2β)p

2−γ ,1
}

+ K̃
(4)
3 n−γ,

with λ̃0 defined in (72)

ε̃(n) =
2CMn−1+(1−γ)(2γ−β)+γ

µλ̃0

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

)
, (35)

with

K̃
(4)
1 =

2

µ

(
K
(2)
1 + K

(2)
1′ v0

)
, K̃

(4)
2 =

2K
(4)
2

µ
, K̃

(4)
3 =

2K
(4)
3

µ
. (36)

where v0 is given in (73).

6.5 Proofs of Theorem 4.1 and Theorem 4.2

The proof relies on the verification of each assumption needed in Theorem 3.3.

Verifying Assumptions (A1), (A1’) to (A6). First, remark that

‖∇hg (X, Y, h)‖ ≤
∥∥∥
(

XTh − XTθ − ǫ
)

X
∥∥∥ ≤ |ǫ| ‖X‖+ ‖X‖2 ‖h − θ‖ .

Then, if X and ǫ respectively admit moments of order 4p and 2p, since ǫ and X are inde-

pendent,

E

[
‖∇hg (X, Y, h)‖2p

]
≤ σ(2p) + C(2p) ‖h − θ‖2p

with σ(t) = 2t−1E
[
|ǫ|t
]

E
[
‖X‖t

]
and C(t) = 2t−1E

[
‖X‖2t

]
. In a particular case, if p ≥ 2,
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Assumption (A1) is verified. Furthermore, since for all h, ∇2G(h) = E
[
XXT

]
is positive,

(A2) to (A4) hold with µ = λmin

(
E
[
XXT

])
=: λmin, L∇G = λmax

(
E
[
XXT

])
=: λmax and

(A5) holds with Lδ = 0. Finally Assumption (A1’) is verified since

E

[
‖∇hg (X, Y, h)−∇hg (X, Y, θ)‖2

]
=E

[∥∥∥XT(h − θ)X
∥∥∥

2
]

≤E

[
‖X‖4

]

︸ ︷︷ ︸
=:L∇g

‖h − θ‖2 .

We can now prove Theorem 4.1

Proof of Theorem 4.1. Verifying Assumption (H1) for Stochastic Newton algorithm. Let us

first check Assumption (H1) for S̃n = 1
n+1

[
S0 + ∑

n
i=1 XiX

T
i

]
.

Lemma 6.6. Suppose that X admits 4p-moments, with p > 2. Then, for λ0 = 1
2E‖X‖2 , we have

P

[
λmin

(
S̃−1

n

)
< λ0

]
≤ ṽn

with

ṽn =
2p−1

(E [‖X‖2])p

(
C1(p)n1−p

E [|Z|p] + C2(p)n−p/2
(
E
[
|Z|2

])p/2
+ ‖S0‖p n−p

)
,

where Z = ‖X‖2 − E
[
‖X‖2

]
and C1(p), C2(p) are numerical constants given in Rosenthal in-

equality, see Pinelis (1994).

The proof is given in Section C. To deal with Sn = ‖S̃−1
n ‖

min(nβ,‖S̃−1
n ‖) S̃n, one first needs the

following control on the behavior of λmin(S̃n). Set H = E
[
XXT

]
.

Proposition 6.2 (See Koltchinskii and Mendelson (2015), Theorem 1.5 and Theorem 3.3).

Suppose that 0 < λmin Id ≤ H := E
[
XXT

]
≤ λmax Id and that there exists LMK > 0 such that

E
[
〈X, t〉2

]
≤ LMKE [|〈X, t〉|] for all t ∈ Sd−1. Then, for n ≥ c1d,

P

[
λmin

(
1

n

n

∑
i=1

XiX
T
i

)
≤ c2

]
≤ 2 exp (−c3n) ,

with c1 = λ2
max(16LMK)

4

λ2
min

, c2 = λmin

8
√

2L2
MK

and c3 = 1
128L4

MK

.

Remark that the constant c1, c2 and c3 are fairly explicit in terms of LMK and λmin. For

the latter result and Lemma 6.6 and Proposition 6.2 we deduce Hypothesis (H1) for Sn. We

will need several times the threshold

n0 = max

{
c1d,

(
1

cβc2

(
1 +

1

c1d

))−1/β
}

. (37)
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Lemma 6.7. Suppose that X satisfies hypothesis of Proposition 6.2 and admits 4p-moments, with

p > 2. Then, for λ0 = 1
2E[‖X‖2]

, we have

P

[
λmin

(
S
−1
n

)
< λ0

]
≤ vn+1(n + 1)−p/2

with δ = p/2, vn+1 = (n + 1)δ for n ≤ n0 and, for n > n0,

vn = 2 exp(−c3n)np/2 +
2p−1

(
C2(p)E

[
|Z|2

]p/2
+ C1(p)n1−p/2E [|Z|p] + ‖S0‖p n−p/2

)

E [‖X‖2]p ,

where c1, c2, c3 are given in Proposition 6.2, C1(p) and C2(p) are numerical constants depending

on p and Z = ‖X‖2 − E
[
‖X‖2

]
.

The proof is given in Section C. As a particular case, Assumption (H1a) is verified with

a rate δ = p/2 when γ > 1/2.

Verifying Assumption (H2) for Stochastic Newton algorithm. A straightforward deduc-

tion of the above lemma is the following.

Lemma 6.8. Suppose that hypothesis of Proposition 6.2 hold and that X admits a moment of order

4p with p > 2. Then, for all κ > 0, we have

E

[
‖S̄−1

n ‖κ
]
≤ 2βκ

n+1 exp(−c3n) + c−κ
2

for n ≥ c1d and

E

[
‖S̄−1

n ‖κ
]
≤
[
(c1d + 1)‖S−1

0 ‖
]κ

for n ≤ c1d, with c1, c2, c3 given in Proposition 6.2.

The proof is given in Section C. Finally, the following proposition gives a precise bound

for Assumption (H2).

Proposition 6.3. Suppose that hypothesis of Proposition 6.2 hold and that X admits a moment of

order 4p with p > 2. Then

E

[
‖S̄−1

n ‖2
]
≤ max

{
2c2

β

(
2β

ec3

)2β

+ c−2
2 ,
[
(c1d + 1)

∥∥∥S−1
0

∥∥∥
]2
}

≤ C2
S

and

E

[
‖S̄−1

n ‖4
]
≤ max

{
2c4

β

(
4β

ec3

)4β

+ c−4
2 ,
[
(c1d + 1)

∥∥∥S−1
0

∥∥∥
]4
}

≤ C4
S

for all n ≥ 0, with C4
S := max

{(
2c2

β

(
4β
ec3

)2β
+ c−2

2

)2

,
[
(c1d + 1)

∥∥∥S−1
0

∥∥∥
]4
}

The proof is given in Section C. Remark that CS = O(d).
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A first convergence result. Since in the case of the linear model, one as C1 = σ(2), C′
1 =

σ(4), C2 = C(2), C′
2 = C(4), L∇G = λmax, µ = λmin, λ0 = 1

2E[‖X‖2]
δ = p/2, Proposition 3.2 can

now be written as follows:

Proposition 6.4. Suppose that there is p > 2 such that X, ǫ respectively admit moments of or-

ders 4p and 2p. Suppose also that there is a positive constant LMK such that for any h ∈ Sd−1,√
E [hXXTh] ≤ LMKE

[∣∣XTh
∣∣]. Then, denoting λmin and λmax the smallest and largest eigenval-

ues of E
[
XXT

]
,

E
[
V2

n

]
≤ exp


− 3cγλmin

4E

[
‖X‖4

]n1−γ



(

K
(2′)
1,lin + K

(2′)
1′,lin max

1≤k≤n+1
v

p−2
p

k k
γ− p−2

p

)

+ K
(2′)
2,linn−2γ + K

(2′)
3,linv

(p−2)/p

⌊n/2⌋ n−(p−2)/2 := cn,lin.

with vn given by Lemma 6.7 and

K
(2′)
1,lin = e

2aM,lin
2γ−2β

2γ−2β−1

(
E
[
V2

0

]
+

2a1,linc2
γ

aM,lin

)
, K

(2′)
1′,lin = e

2aM,lin
2γ−2β

2γ−2β−1
4λminV2

p,lin

aM,linE

[
‖X‖2

] ,

K
(2′)
2,lin =

21+2γa1,linc2
γE

[
‖X‖2

]

3λmin
, K

(2′)
3,lin =

2p/2+1

3
V2

p,lin,

where, recalling the notations σ(t) = 2t−1E

[
|ǫ|t
]

E

[
‖X‖t

]
and C(t) = 2t−1E

[
‖X‖2t

]
,

aM,lin := max





(
2λmaxC(2)

λmin
+

2λ2
max

λ2
min

(
4C(2) + C(4)c

2
γc2

β

))
cγc2

β,


 3λmin

4E

[
‖X‖2

]




2γ−2β
γ

c
γ−2β

γ
γ





,

with CS given by Proposition 6.3, a1,lin := C4
Sλ2

max

(
16λ2

maxσ2
(2)E[‖X‖2]

λ3
min

+
σ(4)cγ

2 +
2C2

(2)E[‖X‖2]
λmin

)
and

E
[
V

p
n,

]
≤ e

ap,linc2
γc2

β
2γ−2β

2γ−2β−1 max
{

1, E
[
V2

0

]}
:= V

p
p,lin

where

ap,lin := p

(
C(2)

λmin
+

σ(2)

2

)
+ 2p−2(p − 1)pλ2

max

(
c2

γc2
β

(
σ(4) +

4C(4)

λ2
min

)
+

2σ(2)

λmin
+

4C(2)

λ2
min

)

+ 2p−2(p − 1)pλ
p
max

(
c

2p−2
γ c

2p−2
β

(
σ(2p) +

2pC(2p)

λ2
min

)
+ c

p−2
γ c

p−2
β

(
1

2
σ(2p) +

2p

λ2
min

(
1

2
+
√

C(2p)

)))
.

(38)

Verifying Assumption (H3) for Stochastic Newton algorithm. Hypothesis (H3) is then a

straightforward combination of the convergence of Sn towards H, together with Hypothesis

(H2).
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Lemma 6.9. Suppose that X admits moments of order 2p with p > 4, and let suppose as well that

the distribution of X satisfies hypothesis of Proposition 6.2. Then, for n ≥ n0 (with n0 defined in

(37)),

E

[∥∥∥S
−1
n − H−1

∥∥∥
2
]
≤ 4

(
E
[
‖X‖2p

])2/p

(λminβn)
2

e−c3(p−2)n/p +
2E
[
‖X‖4

]

n (λminc2)
2
+

2 ‖S0 − H‖2
F

n2 (λminc2)
2
=: vH,n.

(39)

For n < n0, we simply bound

E

[∥∥∥S
−1
n − H−1

∥∥∥
2
]
≤ max

{
2

λ2
min

+ 2C2
S, vH,n0

}
:= vH,n.

By Lemma 6.7, (H1a) is satisfied with δ = p/2. Applying Theorem 3.3 with the constants

computed in the previous lemmas and proposition, we get finally,

E

[
‖θn − θ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1,lin + K

(3)
1′,lin max

0≤k≤n
dk(k + 1)γ

)

+ n−γ


23+γcγE

[
ǫ2
]

Tr
(

H−1
)
+

K
(3)
2,lin

nγ
+ K

(3)
2′,linvH,n/2


+ d⌊n/2⌋.

with vH,n defined by (39), recalling that λmin and λmax are the smallest and largest eigenval-

ues of E
[
XXT

]
, and since for the linear case one has CA = 4cγ

E[‖X‖4]
λ2

min
≥ 4cγ,

K
(3)
1,lin = e

8
E[‖X‖4]

λ2
min

c3
γ

2γ
2γ−1

(
E

[
‖θ0 − θ‖2

]
+

2E
[
ǫ2
]

Tr
(

H−1
)

cγ
+ 4C(2)

(
λ4

min + C4
S

)
+

σ(2)vH,0

cγ

)
,

K
(3)
1′,lin =

1

4cγ
e

8
E[‖X‖4]

λ2
min

c3
γ

2γ
2γ−1 ,

, dn = 8λmax
√

cn,linvH,n + 8
C(2)

λ2
min

cn,lin,

K
(3)
2,lin = 24+2γC(2)cγ

(
λ−4

min + C4
S

)
c2

γ, K
(3)
2′,lin = 22+γσ(2)cγ, (40)

and cn,lin and C4
S are respectively defined in Propositions 6.4 and 6.3.

Proof of Theorem 4.2. Let us first prove that Assumption (A6’) is fulfilled. For all h,

E

[
∇hg (X, Y, h)∇hg (X, Y, h)T

]
= E

[(
Y − XTh

)2
XXT

]
= E

[
ǫ2
]

E

[
XXT

]
+E

[(
XTh − XTθ

)2
XXT

]

and (A6’) is satisfied with α = E
[
ǫ2
]

λmin, we have by (75),

E

[
‖An‖4

]
≤

4d

(
1 + σ(4) + C(4)

4V2
2,ada

λ2
min

)

E [ǫ2]2 λ2
min

:= C4
S,ada,
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with V2 given by Lemma 6.1 for p = 2. Then, applying Theorem 3.4,

E
[
‖θn − θ‖2

]
≤ Kada

1,lin exp
(
−cγλminλada

0,linn1−γ
(

1 − εada
n,lin

))

+ Kada
2,lin

(
vada

0,lin log(n + 1)
) p−1

p
n
− (p−1)

p min
{

2(1−γ)γ(γ−2β)p
2−γ ,1

}

+ Kada
3,linn−γ,

with λada
0,lin =

[
4(1−γ)p

2−γ

(
C( 4p(1−γ)

2−γ

) + 1

)]− 2−γ
4p(1−γ)

, and recalling that λmin and λmax are the

smallest and largest eigenvalues of E
[
XXT

]
,

εada
n,lin =

2Cada
M,linn−1+(1−γ)(2γ−β)+γ

λminλada
0,lin

(
1 +

n(1+2β−2γ)+

|2γ − 2β − 1|

)
, (41)

Kada
1,lin =

2

λmin

(
E [V0] +

cγλmaxσ(2)C
2
S,ada

Cada
M,lin

+
4λminλada

0,linVada
p,lin

Cada
M,lin

)
, (42)

Kada
2,lin =

1

λmin
2p/2+3/2Vada

p,lin (43)

Kada
3,lin =

2γcγλmaxσ(2)C
2
S,ada

λ2
minλada

0,lin

. (44)

where v0 = dM(β) +

d2
2(1−γ)

2−γ p


σ( 4(1−γ)

2−γ p

)+2
2(1−γ)

2−γ p
C( 4(1−γ)

2−γ p

)
V

2(1−γ)
2−γ p

p,ada

λ

2(1−γ)
2−γ p

min




σ( 4(1−γ)
2−γ p

)+1 .

Cada
M,lin = max

{
C(2)λmaxc2

βcγ

λmin
, (λminλada

0,lin)
2γ−2β

γ c
γ−2β

γ
γ

}

and

V
p
p,ada = e

−pλminλ′
0cγ




1+

1+




cγc2

βaada
p,lin

pλminλ′0





1−γ−λ′
γ−2β−λ′

1−γ−λ′



+c2

γc2
βap




1+

1+




cγc2

βaada
p,lin

pλminλ′0





1−2γ+2β

γ−2β−λ′

1−2γ+2β




where

aada
p,lin = p

(
C(2)

λmin
+

σ(2)

2

)
+ 2p−2(p − 1)pλ2

max

(
c2

γc2
β

(
σ(4) +

4C(4)

λ2
min

)
+

2σ(2)

µ
+

4C(2)

λ2
min

)

+ 2p−2(p − 1)pλ
p
max

(
c

2p−2
γ c

2p−2
β

(
σ(2p) +

2pC(2p)

λ2
min

)
+ c

p−2
γ c

p−2
β

(
1

2
σ(2p) +

2p

λ2
min

(
1

2
+
√

C(2p)

)))
,

(45)

and

aada
2,lin = σ(2) +

2C(2)

λmin
+

4λ2
max

λmin
σ(2) +

8λ2
maxC(2)

λ2
min

+ 2λ2
maxσ(4)c

2
γc2

β +
8λ2

maxC(4)

λ2
min

c2
γc2

β (46)
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6.6 Proof of Theorem 5.1

The proof relies on the verification of each Assumption in Theorem 3.3.

Verifying Assumptions (A1), (A1’) to (A6). First, remark that taking for all 0 ≤ a ≤ 2p,

one has

E

[∥∥∥∇hl
(

Y, XTh
)

X + σh
∥∥∥

a]
≤ 2a−1

E

[∥∥∥∇hl
(

Y, XTθσ

)
X + σθσ

∥∥∥
a]

+ 2a−1
E

[∥∥∥∇hl
(

Y, XTh
)

X −∇hℓ

(
Y, XTθσ

)
X + σ (h − θσ)

∥∥∥
a]

≤ 2a−1La
σ + 2a−1

E
[
(L∇l ‖X‖+ σ)a]

︸ ︷︷ ︸
=:C

(a)
GLM

‖h − θσ‖a (47)

and Assumption (A1) is so verified. In a same way,

E

[
‖(∇hg (X, h)−∇hg (X, θσ))‖2

]
≤ E

[
(L∇l‖X‖+ σ)2

]
‖h − θσ‖2 ≤ C

(2)
GLM ‖h − θσ‖2

and (A1’) is so verified. Remark that (A2) and (A4) are verified by hypothesis with µ = σ,

while for (A3), one has

∥∥∥E

[
∇2

hℓ

(
Y, XTh

)
XXT + σId

]∥∥∥
op

≤ L∇lE

[
‖X‖2

]
+ σ =: CGLM. (48)

Observe that Assumption (A5) is given by (GLM1) while for Assumption (A6), (GLM3)

together (12), which yields

E

[
(∇hg(X, θv))

2
k

]
= E

[∣∣∣∇hl
(

Y, XTθσ

)
Xk + σ(θσ)k

∣∣∣
2
]
> ασ

for all 1 ≤ k ≤ d.

Verifying Assumption (H1). The following lemma ensures that Assumption (H1) is ful-

filled.

Lemma 6.10. Assume first (8) and that X admits a moment of order 2p for some p < 0. In the

regularized case defined by (10), denoting λ0 =
1

2L∇lE[‖X‖2]+2λ
, we have

P

[
λmin

(
S
−1
n

)
< λ0

]
≤ vn

with

vn =
2p−1

(
L∇lE

[
‖X‖2

]
+ σ

)p

(
n−p ‖S0‖p + C1(p)n1−p

E
[
|T|p]+ C2(p)n−p/2

(
E

[
|T|2

])p/2
)

,

where T = L∇l

(
‖X‖2 − E

[
‖X‖2

])
+ σ

(
‖Z‖2 − 1

)
and Z being a standard d-dimensional ran-

dom variable independent of X. In addition, C1(p) and C2(p) are given in Pinelis (1994).
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The proof is given in Appendix D. Observe that if p > 4γ, one has vn = o (γn).

Verifying Assumption (H2). The following proposition ensures that (H2) is fulfilled.

Proposition 6.5. Considering from the regularized problem given by (10), one has for all n ≥ 0,

∥∥∥S̄−1
n

∥∥∥ ≤ 2d max

{
1

σ
,
∥∥∥S−1

0

∥∥∥
}

=: CS,σ

Remark 6.1. Remark that if (9) holds for some constant α > 0 and if E
[
XXT

]
is positive, under

hypothesis of Proposition 6.2, for all n ≥ 0 and for σ = 0, one has

E

[
‖S̄−1

n ‖2
]
≤ 1

α2
max

{
2c2

β

(
2β

ec3

)2β

+ c−2
2 ,
(
(c1d + 1)

∥∥∥S−1
0

∥∥∥
)2
}

≤ C2
S,0,

E

[
‖S̄−1

n ‖4
]
≤ 1

α4
max

{
2c4

β

(
2β

ec3

)4β

+ c−4
2 ,
(
(c1d + 1)

∥∥∥S−1
0

∥∥∥
)4
}

≤ C4
S,0

with C4
S,0 =

1
α4 max

{(
2c2

β

(
2β
ec3

)2β
+ c−2

2

)2

,
(
(c1d + 1)

∥∥∥S−1
0

∥∥∥
)4
}

.

A first result

Remark that one can rewrite Proposition 3.2 as follows:

Proposition 6.6. Suppose there exist p > 2 such that X admits a 2p-th order moment and that

there is Lσ verifying

E

[∣∣∣∇hl
(

Y, XTθσ

)∣∣∣
p
‖X‖p

]
+ σθσ ≤ L

p
σ. (49)

Then,

E
[
V2

n

]
≤ exp

(
− 3cγσ

4CGLM
n1−γ

)(
K
(2′)
1,GLM + K

(2′)
1′,GLM max

1≤k≤n+1
v

p−2
p

k k
γ− p−2

p δ
)

+ K
(2′)
2,GLMn−2γ + K

(2′)
3,GLMv

(p−2)/p

⌊n/2⌋ n−δ(p−2)/p =: vn,GLM,

with vn defined in Lemma 6.10, CS,σ defined in Lemma 6.5, CGLM and C
(a)
GLM defined in equations
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(48) and (47),

a1,GLM = C4
S,σC2

GLM

(
64L4

σC5
GLM

σ3
+ 4cγL4

σ +
4L4

σCGLM

σ

)

aM,GLM = max

{(
4CGLMC

(2)
GLM

σ
+

2C2
GLM

σ2

(
8C

(2)
GLM + 8C

(4)
GLMc2

γC2
S,σ

))
cγC2

S,σ,

(
3σ

4CGLM

)2

cγ

}

K
(2′)
1,GLM = exp

(
2aM,GLM

2γ

2γ − 1

)(
E
[
V2

0

]
+

2a1,GLMc2
γ

aM,GLM

)

K
(2′)
1′,GLM = exp

(
2aM,GLM

2γ

2γ − 1

)
·

4σV2
p,GLM

aM,GLMCGLM

K
(2′)
2,GLM =

22γ+1a1,GLMCGLMc2
γ

3σ

K
(2′)
3,GLM =

22+(p−2)δ/p

3
V2

p,GLM,

with V
p
p,GLM = eap,GLMc2

γC2
S,σ

2γ
2γ−1 max

{
1, E

[
V

p
0

]}
where

ap,GLM : = p

(
2C

(2)
GLM

σ
+ L2

σ

)
+ 2p−2(p − 1)pC2

GLM

(
c2

γC2
S,σ

(
8L4

σ +
32C

(4)
GLM

σ2

)
+

4L2
σ

σ
+

8C
(2)
GLM

σ2

)

+ 2p−2(p − 1)pC
p
GLM

(
c

2p−2
γ C

2p−2
S,σ

(
22p−1L

2p
σ +

23p−1C
(2p)
GLM

σ2

)
+ c

p−2
γ C

p−2
S,σ

(
22p−2L

2p
σ +

2p

σ2

(
1

2
+ 2p−1/2

√
C
(2p)
GLM

)))
.

Verifying Assumption (H3). We prove here that (H3) holds for general linear models. We

now denote

Hσ =: E

[
∇2

hℓ

(
Y, θT

σ X
)

XXT
]
+ σId.

Proposition 6.7. Suppose Assumptions (GLM1) and (GLM2) hold, then for all n ≥ 0,

E

[∥∥∥S̄−1
n − H−1

σ

∥∥∥
2
]
≤

4C2
S,σ

σ2n

(
L2
∇lE

[
‖X‖4

]
+

L2
∇2L

σ

n−1

∑
i=0

vi,GLM +
1

n
‖S0 − H (θσ) ‖2

)
+

16d4C2
S,σ

n2
=: vℓ,n

with vi,GLM defined in Proposition 6.6.

We can now finish the proof of Theorem 5.1. In this aim, let us first remark that for all

h, h′ ,

E

[∥∥∥∇hℓ

(
y, XTh

)
X + σh −∇hℓ

(
y, XTh′

)
X − σh′

∥∥∥
2
]
≤ 2

(
L2
∇lE

[
‖X‖2

]
+ σ2

) ∥∥h − h′
∥∥2

.

Then, with the help of Theorem 3.3, one has

E

[
‖θn − θσ‖2

]
≤ e−

1
2 cγn1−γ

(
K
(3)
1,GLM + K
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1′,GLM max
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σ

)
+

K
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with Σσ := E

[(
∇hℓ

(
y, XTθσ

)
X + σθσ

) (
∇hℓ

(
y, XTθσ

)
X + σθσ

)T
]

and since cγ4
C
(2)
GLM

σ2 ≥
CA,GLM =≥ 4cγ,

K
(3)
1,GLM =e

8
C
(2)
GLM
σ2 c3

γ
2γ

2γ−1

(
E
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]
+

2Tr
(
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σ ΣσH−1

σ

)

cγ
+ 8σ2

(
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S,σ

)
+

2L2
σvl,0
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)
,

(50)

K
(3)
1′,GLM =

1

4cγ
e

8
C
(2)
GLM
σ2 c3

γ
2γ

2γ−1 ,
, dn,GLM = 8CGLM

√
vn,GLMvl,n + 8

L2
∇2L

σ−2 + 2C
(2)
GLM

σ2
vn,GLM,

(51)

K
(3)
2,GLM =25+2γC

(2)
GLMcγ

(
σ−4 + C4

S,σ

)
c2

γ, K
(3)
2′,GLM = 23+γL2

σcγ. (52)

Proof of Theorem 5.2. The proof follows exactly the same pattern as the proof of Theorem 4.2,

using Assumption (A6) together with Lemma 6.4 to compute the constant CS such that (H2)

is satisfied.

A Proofs of technical proposition

A.1 Proof of Proposition 3.1

Let us recall that

Vn+1 = Vn −γn+1

(
g′n+1

)T
An

∫ 1

0
∇G (θn + t (θn+1 − θn)) dt

︸ ︷︷ ︸
=:Un+1

Remark that for a ≥ 2 and x, h ∈ R such that x ≥ 0 and x + h ≥ 0, we have by Taylor’s

expansion

(x + h)a ≤ xa + axa−1h + 2p−2a(a − 1)(xa−2|h|2 + |h|a). (53)

This yields for a = p′, x = Vn and h = Un+1 and after conditioning on Fn

E

[
V
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n+1|Fn

]
≤ V

p′
n + p′V p′−1

n E [Un+1|Fn]

+ 2p′−2p′(p′ − 1)
(

E
[
|Un+1|2|Fn

]
V
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n + E

[
|Un+1|p

′ |Fn

])
. (54)

Since G is convex and ∇G is Lipschitz,

E

[
Un+1V

p′−1
n |Fn

]
≤ −E

[
γn+1

(
g′n+1

)T
An

∫ 1

0
∇G (θn) dt|Fn

]
V
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n

+ E

[
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(
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)T
An

∫ 1

0
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]
V
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n

≤ −γn+1∇G (θn)
T An∇G (θn)V

p′−1
n +

L∇G

2
γ2

n+1E

[∥∥g′n+1

∥∥2 |Fn

]
‖An‖2 V
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n .
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L∇G

2
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µ
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.
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By strong convexity, we have

∇G (θn)
T An∇G (θn)V

p′−1
n ≥ λmin (An) ‖∇G (θn)‖2 V

p′−1
n

≥ 2λnµV
p′

n 1λmin(An)≥λn

= 2λnµV
p′

n − 21λmin(An)<λn
λnµV

p′
n ,

where λn = λ0(n + 1)λ with 0 ≤ λ < min{γ − 2β, 1 − γ}. Applying Hölder inequality

yields then

E

[
∇G (θn)

T An∇G (θn)
]
≥2λnµE

[
V

p′
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]
− 2λnµE[V

p
n ]
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[
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p ,

with V
p
p ≥ supn≥0 E[V

p
n ] given by Lemma 6.1. Then, Assumption (H1a) gives P [λmin (An) < λn] ≤

vn+1(n + 1)−δ−qλ := v̄n, so that finally

E

[
Un+1V
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n

]
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V
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µ
E

[
V
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n
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.

(55)

Furthermore, since ∇G is L∇G-Lipschitz, one has

∥∥∥∥
∫ 1

0
∇G (θn + t (θn+1 − θn)) dt

∥∥∥∥ ≤ L∇G

∫ 1

0
(‖θn − θ‖+ t ‖θn+1 − θn‖) dt

≤ L∇G

(
‖θn − θ‖+ 1

2
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∥∥
)

. (56)

Hence, using (H1b) and the strong convexity of G yields

E

[
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]
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[∥∥g′n+1

∥∥p′
(

2p′−1 ‖θn − θ‖p′ + 2−1γ
p′

n+1 ‖An‖p′ ∥∥g′n+1

∥∥p′
)
|Fn

]

≤ L
p′

∇G

2
γ

p′

n+1β
p′

n+1

(
2p′
(

C
(p′/2)
1

2p′/2V
p′/2

n

µp′/2
+ C

(p′/2)
2

2p′V
p′

n

µp′

)

+ γ
p′
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Specializing the latter inequality with p′ = 2 yields then (recalling inequalities (14))

E

[
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]
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2
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so that

E

[
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Using the latter inequality with (55) in (54) yields then

E
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− 2p′µγn+1λnE

[
V

p′
n

]
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with P(x, y) = A0xp′ + Ap′/2xp′/2yp′/2 + Ap′−1xyp′−1 + Ap′−2x2yp′−2 + Ap′xyp′ , where

A0 = 2p′−3p′(p′ − 1)L
p′

∇GC
(p′)
1 , Ap′/2 =

25p′/2−3p′(p′ − 1)L
p′

∇GC
(p′/2)
1

µp′/2
,

Ap′−1 = p′
L∇G

2
+

22p′−2p′(p′ − 1)L2
∇GC1

µ
, Ap′−2 = 2p′−3p′(p′ − 1)L2

∇GC′
1,

and

Ap′ =
p′L∇GC2

µ
+ p′(p′ − 1)

(
23p′−3L

p′

∇GC
(p′/2)
2

µp′ c
p′−2
γ c

p′−2
β +

22p′−3L
p′

∇GC
(p′)
2

µp′ c
2p′−2
γ c

2p′−2
β

+
22p′−1C2L2

∇G

µ2
+

2p′−1C′
2L2

∇G

µ2
c2

γc2
β

)
.

Applying now Young’s inequality, which implies aibp′−i ≤ iap′

p′ + (p′−i)bp′

p′ for 0 < i < p′ and

a, b ≥ 0, yields for any t > 0 and i ∈ {1, 2, p′/2}
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so that using the latter inequality with t = p′2µ
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gives
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Putting together the previous inequalities and taking the expectation yield then

E
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.

Then, recalling that v̄n = vn+1(n + 1)−δ−qλ and using Proposition 6.1 yields
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and
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V
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where Vp is given in Lemma 6.1.
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A.2 Proof of Proposition 3.2

Remark that with the help of a Taylor’s expansion of G, one has

Vn+1 = Vn + (θn+1 − θn)
T
∫ 1

0
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Then, taking the expectation with Assumption (H2b),
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Moreover, since ∇G is L∇G-Lipschitz, one can check that

∥∥∥∥
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Then, one has
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Furtermore, with the help of inequality (16) it comes

γn+1∇G (θn)
T An∇G (θn)Vn ≥ 2λ0µγn+1V2

n − 2λ0µγn+11An<λ0
V2

n .

Then, with the help of Holder’s inequality, coupled with (H1a) for t = 1, one has
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with Vp defined in Lemma 6.1 and v̄n := vn(n + 1)−δ is the upper bound from (H1a) on
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one has
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Applying Proposition 6.1, it comes (with analogous calculus to the ones in the proof of

Theorem 3.1)
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where Vp is given by Lemma 6.1 and v̄⌊n/2⌋ ≤ vn/22δ(n + 1)−δ. Setting
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with aM given in (61), a1 given in (62) and Vp given in Lemma 6.1, and

K
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we finally get
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B Proofs of tehcnical lemmas

B.1 Proof of Lemma 6.1 (Nouvelle version)

Observe that since the proofs are analogous, we only make the proof for p > 2, and for the

case where p = 2, if there are some differences in the proof, it will be indicated with the

help of remarks.

With the help of a Taylor expansion of the functional G, one has
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Remark B.1. Observe that in the case where p = 2, one has

(a + h)2 = a2 + 2ah + h2 = ap + 2ap−1h + p(p − 1)2p−3h2|h|p−2

the last term on the right hand-side of previous inequality can be considered equal to 0.
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Recalling that since ∇G is L∇G-Lipschitz, one has

∥∥∥∥
∫ 1

0
(1 − t)∇G (θn + t (θn+1 − θn)) dt

∥∥∥∥ ≤ L∇G

(
‖θn − θ‖+ γn+1 ‖An‖

∥∥g′n+1

∥∥) ,

which implies

V
p

n+1 ≤ V
p

n − pγn+1

(
g′n+1

)T
An

∫ 1

0
∇G (θn + t (θn+1 − θn)) dtV

p−1
n

}
=: (∗)

+ 2p−2p(p − 1)L2
∇Gγ2

n+1

∥∥g′n+1

∥∥2 ‖An‖2
(
‖θn − θ‖2 + γ2

n+1 ‖An‖2 ∥∥g′n+1

∥∥2
)

V
p−2

n

}
=: (∗∗)

+ 2p−2p(p − 1)L
p
∇Gγ

p
n+1

∥∥g′n+1

∥∥p ‖An‖p
(
‖θn − θ‖p + γ

p
n+1 ‖An‖p ∥∥g′n+1

∥∥p
)}

=: (∗ ∗ ∗)

Furthermore, one has

(∗) = −pγn+1

(
g′n+1

)T
An

∫ 1

0
∇G (θn + t (θn+1 − θn)) dtV

p−1
n

= −pγn+1

(
g′n+1

)T
An∇G (θn)V

p−1
n

− pγn+1

(
g′n+1

)T
An

∫ 1

0
(∇G (θn + t (θn+1 − θn))−∇G (θn)) dtV

p−1
n

Since An is positive and since ∇G is L∇G-lipschitz, taking the conditional expectation, it

comes, since for all a, b ≥ 0, ab ≤ 1
p ap + p−1

p bp/(p−1) and with the help of Assumption

(H1a),

E [(∗)|Fn ] ≤ −pγn+1∇G (θn)
T An∇G (θn)V

p−1
n +

p

2
γ2

n+1 ‖An‖2
E

[∥∥g′n+1

∥∥2 |Fn

]
V

p−1
n

≤ −pγn+1λmin (An) ‖∇G (θn)‖2 V
p−1

n +
p

2
β2

n+1γ2
n+1

(
C1 + C2 ‖θn − θ‖2

)
V2

n

≤ −pµγn+1λmin (An)V
p

n +
pC2

µ
β2

n+1γ2
n+1V

p
n +

pC1

2
β2

n+1γ2
n+1V

p−1
n

≤ −pµγn+1λ′
n+11γ≤1/2V

p
n +

(
pC2

µ
+

C1(p − 1)

2

)
β2

n+1γ2
n+1V

p
n +

C1

2
β2

n+1γ2
n+1,

with λ′
n = λ′

0n−λ′
. We also used Assumptions (A1) on the first inequality and the fact that

‖θn − θ‖2 ≤ 2
µ Vn ≤ 2

µ2 ‖∇G (θn)‖2 on the third inequality. For the same reasons, one has

E [(∗∗)|Fn] ≤ 2p−2p(p − 1)L2
∇G

(
γ4

n+1β4
n+1

(
C′

1 +
4C′

2

µ2
V2

n

)
+ γ2

n+1β2
n+1

(
2C1

µ
Vn +

4C2

µ2
V2

n

))
V

p−2
n

≤ 2p−2(p − 1)L2
∇Gγ4

n+1β4
n+1

(
2C′

1 +

(
(p − 2)C′

1 +
4pC′

2

µ2

)
V

p
n

)

+ 2p−2(p − 1)L2
∇Gγ2

n+1β2
n+1

(
2C1

µ
+

(
2(p − 1)C1

µ
+

4pC2

µ2

)
V

p
n

)
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In a same way, thanks to Assumptions (A1”) and (H1), one has

E [(∗ ∗ ∗)|Fn] ≤ 2p−2p(p − 1)L
p
∇Gγ

2p
n+1β

2p
n+1

(
C
(p)
1 +

2pC
(p)
2

µp
V

p
n

)

+ 2p−2p(p − 1)L
p
∇Gγ

p
n+1β

p
n+1

(
1

2
C
(p)
1 +

2p

µp

(
1

2
+

√
C
(p)
2

)
V

p
n

)

Taking the expectation on E [(∗)|Fn] + E [(∗∗)|Fn ] + E [(∗ ∗ ∗)|Fn], applying the latter in-

equalities, it comes

E
[
V

p
n+1

]
≤ max

{
E
[
V

p
n

]
, 1
} (

1 − pµλ′
n+1γn+11γ≤1/2 + apγ2

n+1β2
n+1

)

with

ap : = p

(
C2

µ
+

C1

2

)
+ 2p−2(p − 1)pL2

∇G

(
c2

γc2
β

(
C′

1 +
4C′

2

µ2

)
+

2C1

µ
+

4C2

µ2

)

+ 2p−2(p − 1)pL
p
∇G

(
c

2p−2
γ c

2p−2
β

(
C
(p)
1 +

2pC
(p)
2

µ2

)
+ c

p−2
γ c

p−2
β

(
1

2
C
(p)
1 +

2p

µ2

(
1

2
+

√
C
(p)
2

)))
.

(66)

Remark B.2. Observe that in the case where p = 2, one has

a2 = C1 +
2C2

µ
+

4L2
∇G

µ
C1 +

8L2
∇GC2

µ2
+ 2L2

∇GC′
1c2

γc2
β +

8L2
∇GC′

2

µ2
c2

γc2
β (67)

If γ > 1/2, by summation,

E
[
V

p
n

]
≤ e

apc2
γc2

β
2γ−2β

2γ−2β−1 max
{

1, E
[
V

p
0

]}
=: V

p
p .

If γ ≤ 1/2, let n0 be the smallest integer such that γ2
n+1β2

n+1ap > pµλ′
nγn+1. Recording that

λ′
n = λ′

0(n + 1)−λ′
, we have n0 =

⌊(
cγc2

βap

pµλ′
0

) 1
γ−2β−λ′

⌋
. Then,

E
[
V

p
n

]
≤ exp

(
n0

∑
n=0

−pµλ′
nγn+1 + apγ2

n+1β2
n+1

)
max

{
1, E

[
V

p
0

]}

≤ exp



−pµλ′

0cγ




1 +

1 +

(
cγc2

βap

pµλ′
0

) 1−γ−λ′
γ−2β−λ′

1 − γ − λ′




+ c2
γc2

βap




1 +

1 +

(
cγc2

βap

pµλ′
0

) 1−2γ+2β

γ−2β−λ′

1 − 2γ + 2β







=: V
p
p .
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B.2 Proof of Lemma 6.2

Recall that (An)kk′ = max
{

min
{

cβnβ,
(

An

)
kk′
}

, λ′
0n−λ′

1γ≤1/2

}
with

(
An

)
kk′ =

δkk′√
1

n+1(ak+∑
n−1
i=0 (∇hg(Xi+1,θi)k)

2)
.

Since λmin (An) ≥ λmin

(
An

)
on the event

{
λmin

(
An

)
< cβ

}
, we have for 0 < t < 1

P
[
λmin (An) < tcβ

]
≤P

[
λmin

(
An

)
< tcβ

]

≤P

[
max

1≤k≤d

1

n + 1

(
ak +

n−1

∑
i=0

(∇hg (Xi+1, θi))k)
2

)
>

1

c2
βt2

]
.

Then, Markov inequality for p > 2 and Jensen inequality yields

P


max

1≤k≤d

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

(∇hg (Xi+1, θi)k)
2

)
>

1

cβt




≤ c
2p
β t2p

E

[(
max

1≤k≤d

1

n + 1

(
ak +

n−1

∑
i=0

(∇hg (Xi+1, θi)k)
2

))p]

≤ c
2p
β t2p

E

[(
1

n + 1

(
d

∑
i=1

ak +
n−1

∑
i=0

‖∇hg (Xi+1, θi)‖2

))p]

≤ c
2p
β t2p 1

n + 1

((
d

∑
i=1

ak

)p

+
n−1

∑
i=0

E

[
‖∇hg (Xi+1, θi)‖2p

])
.

Then, using Assumption (A1) and then (A2) we get

P


max

1≤k≤d

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

(∇hg(Xi+1, θi)k)
2

)
>

1

cβt




≤ c
2p
β t2p 1

n + 1

((
d

∑
i=1

ak

)p

+ nC′′
1 + C′′

2

n−1

∑
i=0

E

[
‖θi − θ‖2p

])

≤ c
2p
β t2p 1

n + 1

((
d

∑
i=1

ak

)p

+ nC′′
1 +

2pC′′
2

µp

n−1

∑
i=0

E
[
V

p
n

]
)

.

By the bound E
[
V

p
n

]
≤ V

p
p from Lemma 6.1, we finally get

P


max

1≤k≤d

√√√√ 1

n + 1

(
ak +

n−1

∑
i=0

(∇hg (Xi+1, θi)k)
2

)
>

1

cβt


 ≤ vnt2p

with

vn = c
2p
β

((
1

n

d

∑
i=1

ak

)p

+ C′′
1 +

2pC′′
2 V

p
p

µp

)
. (68)
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B.3 Proof of Lemma 6.3

Set Ek = E

[
∇hg (X, θ)2

k

]
and ∂2

kg(h) = E
[
∇hg(X, h)2

k

]
. Then, by Jensen’s inequality for

p′ ≥ 2,

∣∣(An

)
kk

∣∣−2p′ ≤ 2p′−1

∣∣∣∣∣
1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k − ∂2

k g (θi)

∣∣∣∣∣

p′

+ 2p′−1

∣∣∣∣∣
ak

n + 1
+

1

n + 1

n−1

∑
i=0

∂2
k g(θi)

∣∣∣∣∣

p′

.

Hence, for any x > 0,

P

[∣∣(An

)
kk

∣∣ < 1

x

]
= P

[∣∣(An

)
kk

∣∣−2p′
> x2p′

]
≤P



∣∣∣∣∣

1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k − ∂2

k g (θi)

∣∣∣∣∣

p′

>
x2p′

2p′




+P



∣∣∣∣∣

ak

n + 1
+

1

n + 1

n−1

∑
i=0

∂2
k g(θi)

∣∣∣∣∣

p′

>
x2p′

2p′


 .

(69)

Set M0 = 0 and for n ≥ 1,

Mn =
n−1

∑
i=0

∇hg(Xi+1, θi)
2
k − ∂2

k g(θi).

Then, (Mn)n≥0 is a martingale, and thus by Burkholder’s inequality, see (Hall and Heyde,

2014, Theorem 2.10) there exists an explicit constant Cp′ such that

E

[
|Mn|p

′
]
≤ Cp′E



∣∣∣∣∣

n

∑
i=1

(Mi − Mi−1)
2

∣∣∣∣∣

p′/2

 ≤Cp′n

p′/2−1
n

∑
i=1

E

[
|Mi − Mi−1|p′

]

≤Cp′n
p′/2−1

n−1

∑
i=0

E

[∣∣∣∇hg (Xi+1, θi)
2
k − ∂2

k g (θi)
∣∣∣

p′
]

,

where we used Jensen’s inequality on the second inequality. By Assumption (A1), the

strong convexity of G and Lemma 6.1,

E

[(
∇hg (Xi+1, θi)

2
k − ∂2

k g (θi)
)p′
]
≤ 2p′

E

[
(∇hg (Xi+1, θi)k)

2p
]
≤2p′

E

[
‖∇hg (Xi+1, θi) ‖2p′

]

≤2p′C
(p′)
1 + 2p′C

(p′)
2 E

[
‖θi − θ‖2p′

]

≤2p′C
(p′)
1 + 22p′C

(p′)
2

V
p′
p

µp
.

Hence,

E



∣∣∣∣∣

1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k − ∂2

k g (θi)

∣∣∣∣∣

p′

 = E

[∣∣∣∣
1

n + 1
Mn

∣∣∣∣
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]
≤ 2p′

C
(p′)
1 + 2p′C

(p′)
2

V
p′
p

µp′

(n + 1)p′/2
,

(70)

43



which yields for x > 0

P



∣∣∣∣∣

1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k − ∂2

k g (θi)

∣∣∣∣∣

p′

>
x2p′

2p′


 ≤ 22p′

x2p′

C
(p′)
1 + 2p′C

(p′)
2

V
p′
p

µp′

(n + 1)p′/2
. (71)

Next, by Jensen inequality,

∣∣∣∣∣
ak

n + 1
+

1

n + 1

n−1

∑
i=0

(
∂2

k g (θi)
)
∣∣∣∣∣

p′

≤ 1

n + 1

(
|ak|p′ +

n−1

∑
i=0

∣∣∂2
kg(θi)

∣∣p′
)

.

Using Assumption (A1) and then strong convexity yields

∣∣∂2
k g (θi)

∣∣p′ ≤C
(p′)
1 + 2p′C

(p′)
2

V
p′
p

µp′ ,

so that

∣∣∣∣∣
ak

n + 1
+

1

n + 1

n−1

∑
i=0

(
∂2

k g (θi)
)
∣∣∣∣∣
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(p′)
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|ak|p
′
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+

2p′C
(p′)
2

µp′

(
1

n + 1
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∑
i=0

V
p′

i

)
.

Hence, for x2p′

2p′ > C
(p′)
1 ,

P



∣∣∣∣∣

ak

n + 1
+

1

n + 1

n−1

∑
i=0

∂2
k g(θi)
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2p′


 ≤P
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1
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(
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2

µp′
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∑
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V
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i
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1
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E
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2
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.

By (34) and the fact that 1
n+1 ∑
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2(1−γ)γ(γ−2β)p
2−γ ≤ 1
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2(1−γ)γ(γ−2β)p
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, it comes

1

n + 1
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with for n ≥ 2

M(β) =
2p′C

(p′)
2

µp′

[
K̃21̃ + 1 + |ak|p′ + K̃1

+∞

∑
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(p′)
1 + 1)

]− 1
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yields then
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Putting the latter inequality with (69) and (71) gives then
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Since P [λmin (An) < λ0] ≤ P
[
λmin

(
An

)
< λ0

]
, the result is deduced.

B.4 Proof of Lemma 6.4

Set Ek = E

[
∇h (X, θ)2

k

]
and ∂2
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. Then
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Next, by Jensen inequality,
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Using Cauchy-Schwarz inequality, Assumption (A1’) and then Assumption (A1) yields
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2 |θi

]p′/2
]

≤2p′/2−1L
p′/2
∇g E

[
‖θi − θ‖p′(2C

p′/2
1 + C

p′/2
2 ‖θi − θ‖p′)

]

≤
2p′ L

p′/2
∇g C

p′/2
1

µp′/2
E

[
V

p′/2
i

]
+

23p′/2−1C
p′/2
2 L

p′/2
∇g

µp′ E

[
V

p′

i

]

≤
2p′ L

p′/2
∇g C

p′/2
1

µp′/2

√
ci +

23p′/2−1C
p′/2
2 L

p′/2
∇g

µp′ ci,

where ci is given in (34). Putting all the latter bounds together yields, using that Ek ≤ C1,

E



∣∣∣∣∣
ak − Ek

n + 1
+

1

n + 1

n−1

∑
i=0

(
∂2

k g (θi)− Ek

)
∣∣∣∣∣

p′



≤ 1

n + 1


2p′−1(a

p′

k + C
p′

1 ) +
n−1

∑
i=0




2p′ L
p′/2
∇g C

p′/2
1

µp′/2

√
ci +

23p′/2−1C
p′/2
2 L

p′/2
∇g

µp′ ci




 .

Hence, noting that Vp < ∞ by Assumption (A1’) and Lemma 6.1,

E

[
|(An)

−2
kk − Ek|p

′
]

≤ 2p′−1
C
(p′)
1 + 2p′C

(p′)
2

V
p′
p

µp′

n
+

2p′−1

n + 1


2p′−1(a

p′

k + C
p′

1 ) +
n−1

∑
i=0


2p′ L

p′/2
∇g C

p′/2
1

µp′/2

√
ci +

23p′/2−1C
p′/2
2 L

p′/2
∇g

µp′ ci






︸ ︷︷ ︸
:=c̄n

,

with, by (34), c̄n = O

(
log(n)n

−
[
(1−γ)γ(γ−2β)p

2−γ ∧1
])

. Since by (A6) we have Ek ≥ α, we deduce

by Markov’s inequality that

P

[(
An

)−1

kk
≤

√
α/2

]
= P

[(
An

)−2

kk
≤ α/2

]
≤ 2p′

αp′ E

[∣∣∣
(

An

)−2

kk
− Ek

∣∣∣
p′
]
≤ 2p′ c̄n

αp′ .
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Hence, we have

E

[
(An)

4
kk

]
=E

[
1
(An)kk

≥
√

2
α

(An)
4
kk

]
+ E

[
1
(An)kk

<

√
2
α

(An)
4
kk

]

≤E

[
1
(An)kk

≥
√

2
α

c4
βn4β

]
+ E

[
1
(An)kk

<

√
2
α

(
An

)4

kk

]

≤c4
βn4β

P

[(
An

)−1

kk
≤

√
α/2

]
+

4

α2
≤

2p′c4
βn4β c̄n

αp′ +
4

α2
.

Since c̄n = O

(
log(n)n

−
[
(1−γ)γ(γ−2β)p

2−γ ∧1
])

, for β <
(1−γ)γ(γ−2β)p

4(2−γ)
∧ 1

4 we have
[
(1−γ)γ(γ−2β)p

2−γ ∧ 1
]
−

4β > 0 and thus

w(β) = sup
n≥1

c̄nn4β
< +∞,

and finally

E

[
‖An‖4

]
≤

d

∑
k=1

E

[
(An)

4
kk

]
≤ C4

S

with

C4
S = d

[
2p′c4

βw(β)

αp′ +
4

α2

]
. (74)

B.5 Proof of Lemma 6.5

First, we have by (A6’)

E

[(
(An)kk

)−2
]
= E

[
1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k

]
=

1

n + 1

n−1

∑
i=0

E

[
∇hg (Xi+1, θi)

2
k

]
≥ α.

Then, as in the proof of the previous lemma,

E



∣∣∣∣∣

1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k −

1

n + 1

n−1

∑
i=0

E

[
∇hg (Xi+1, θi)

2
k

]∣∣∣∣∣

2

 ≤

C′
1 + C′

2
4V2

2

µ2

n
.

Hence, by Markov inequality,

P

[(
(An)kk

)−2 ≤ α/2
]
≤P



∣∣∣∣∣

1

n + 1

n−1

∑
i=0

∇hg (Xi+1, θi)
2
k −

1

n + 1

n−1

∑
i=0

E

[
∇hg (Xi+1, θi)

2
k

]∣∣∣∣∣

2

>
α2

4




≤
4
(

C′
1 + C′

2
4V2

2

µ2

)

nα2
.

We deduce as in the previous lemma that

E

[
(An)

4
kk

]
≤c4

βn4β
P

[(
An

)−1

kk
≤

√
α/2

]
+

4

α2
≤

4
(

C′
1 + C′

2
4V2

2

µ2

)

n1−4βα2
+

4

α2
.
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When β < 1/4, we finally get

E

[
‖An‖4

]
≤

d

∑
k=1

E

[
(An)

4
kk

]
≤ C4

S

with

C4
S =

4d
(

1 + C′
1 + C′

2
4V2

2

µ2

)

α2
. (75)

C Proof of technical Lemma and Propositions for linear regression

C.1 Proof of Lemma 6.6

Remark that

∥∥∥S̃n

∥∥∥ ≤ 1

n + 1

(
‖S0‖+

n

∑
i=1

∥∥∥XiX
T
i

∥∥∥
)

≤ 1

n

(
‖S0‖+

n

∑
i=1

‖Xi‖2

)
.

Hence, for λ > 0,

P

[
λmin

(
S̃−1

n

)
< λ

]
= P

[
‖S̃n‖ > 1/λ

]
≤ P

[
1

n

(
‖S0‖+

n

∑
i=1

‖Xi‖2

)
> λ−1

]
.

Taking λ0 =
(
2E
[
‖X‖2

])−1
yields then

P

[
λmin

(
S̃−1

n

)
< λ0

]
≤ P

[
1

n

(
‖S0‖+

n

∑
i=1

(
‖Xi‖2 − E

[
‖X‖2

])
)

> E
[
‖X‖2

]
]

.

Taking the p-power, applying Markov inequality and then Rosenthal inequality yields that

P

[
1

n

(
‖S0‖+

n

∑
i=1

(
‖Xi‖2 − E

[
‖X‖2

])
)

> E
[
‖X‖2

]
]

≤ P

[(
1

n

(
‖S0‖+

∣∣∣∣∣
n

∑
i=1

(
‖Xi‖2 − E

[
‖X‖2

])
∣∣∣∣∣

))p

>
(
E
[
‖X‖2

])p

]

≤ 1

(E [‖X‖2])p E

[
1

np

(
‖S0‖+

∣∣∣∣∣
n

∑
i=1

(
‖Xi‖2 − E

[
‖X‖2

])
∣∣∣∣∣

)p]

≤ 2p−1

(E [‖X‖2])p

(
C1(p)n1−p

E [|Z|p] + C2(p)n−p/2
(
E
[
|Z|2

])p/2
+ ‖S0‖p n−p

)
,

with Z = ‖X‖2 − E
[
‖X‖2

]
.
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C.2 Proof of Lemma 6.7

By definition of Sn, Sn = S̃n on the event Tn = {λmin

(
S̃n

)
≥ 1

cβnβ }. Hence, for the same λ0

as in Lemma 6.6,

P

[
λmin

(
S̄−1

n

)
< λ0

]
= P

[
Tn ∩

{
λmin

(
S̃−1

n

)
< λ0

}]
+ P [Tc

n]

≤ P

[
λmin

(
S̃−1

n

)
< λ0

]
+ P [Tc

n] . (76)

By Lemma 6.6,

P

[
λmin

(
S̃−1

n

)
< λ0

]
≤ ṽn, (77)

with ṽn given in Lemma 6.6. Then, for n ≥ n0, where n0 is defined in (37), we have n ≥(
1

cβc2

(
n+1

n

))−1/β
, and thus n

n+1c2 ≥ 1
cβnβ . In particular, on the event

{
λmin

(
1
n ∑

n
i=1 XiX

T
i

)
> c2

}
,

we have

λmin

(
S̃n

)
=λmin

(
1

n + 1

(
S0 +

n

∑
i=1

XiX
T
i

))

≥ n

n + 1
λmin

(
1

n

n

∑
i=1

XiX
T
i

)
>

n

n + 1
c2 ≥ 1

cβnβ
.

Hence, for n ≥ n0,
{

λmin

(
1
n ∑

n
i=1 XiX

T
i

)
> c2

}
⊂ Tn and thus by Proposition 6.2 and the

fact that n ≥ c1d,

P [Tc
n] ≤ P

[
λmin

(
1

n

n

∑
i=1

XiX
T
i

)
< c2

]
≤ exp(−c3n). (78)

Using (77) and (78) in (76) yields then

P

[
λmin

(
S
−1
n

)
< λ0

]
≤ ṽn + 2 exp(−c3n)

for n ≥ n0. The statement of the lemma is then a rewriting of the latter inequality.

C.3 Proof of Lemma 6.8

Since we have

‖S̄−1
n ‖ = min

{
‖S̃−1

n ‖, βn+1

}
= min

{
1

λmin

{
S̃n

) , βn+1

}
,

for c1, c2, c3 given in Proposition 6.2, n ≥ c1d and κ > 0,

E

[
‖S̄−1

n ‖κ
]
≤ βκ

n+1P
[
λmin

(
S̃n

)
≤ c2

]
+ c−κ

2 ≤ 2βκ
n+1 exp (−c3n) + c−κ

2 .

Since S̃n = 1
n+1

(
S0 + ∑

n
i=1 XiX

T
i

)
and ∑

n
i=1 XiX

T
i ≥ 0, we have S̃n ≥ 1

n+1S0 and thus

‖S̄−1
n ‖ ≤ ‖S̃−1

n ‖ ≤ (n + 1)‖S−1
0 ‖ for n ≥ 1. Hence, for n ≤ c1d, ‖S̃−1

n ‖ ≤ (c1d + 1)‖S−1
0 ‖ and
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we finally get the result.

C.4 Proof of Proposition 6.3

Recall that βn = cβnβ. Since,for κ > 0, the map g : t 7→ (cβtβ)κ exp(−c3t) is bounded from

above by cκ
β

(
βκ
ec3

)βκ
, we get

sup
n≥c1d

E

[
‖S̄−1

n ‖κ
]
≤ 2cκ

β

(
βκ

ec3

)βκ

+ c−κ
2 .

Taking into account the case n ≤ c1d yields then

sup
n≥1

E

[
‖S̄−1

n ‖2
]
≤ max

{
2c2

β

(
2β

ec3

)2β

+ c−2
2 ,
[
(c1d + 1)‖S−1

0 ‖
]2
}

,

and

sup
n≥1

E

[
‖S̄−1

n ‖4
]
≤ max

{
2c4

β

(
4β

ec3

)4β

+ c−4
2 ,
[
(c1d + 1) ‖S−1

0 ‖
]4
}

.

C.5 Proof of Lemma 6.9

First notice that

∥∥∥S
−1
n − H−1

∥∥∥ =
∥∥∥S

−1
n (H − Sn)H−1

∥∥∥ ≤
∥∥∥S

−1
n

∥∥∥
∥∥H − Sn

∥∥
∥∥∥H−1

∥∥∥ .

Under hypothesis of Proposition 6.2,

P
[
λmin

(
S̃n

)
≤ c2

]
≤ exp (−c3n)

for n ≥ c1d. Since
∥∥S̄−1

n

∥∥ ≤
∥∥S̃−1

n

∥∥, λmin (S̄n) ≥ λmin

(
S̃n

)
and thus we also have

P [λmin (S̄n) ≤ c2] ≤ exp (−c3n)

for n ≥ c1d. Hence, for n ≥ n0,

E

[∥∥∥S
−1
n − H−1

∥∥∥
2
]
=E

[
1λmin(Sn)≤c2

∥∥∥S
−1
n − H−1

∥∥∥
2
]
+ E

[
1λmin(Sn)>c2

∥∥∥S
−1
n − H−1

∥∥∥
2
]

≤ 1

(λminβn)
2

E

[
1λmin(Sn)≤c2

∥∥Sn − H
∥∥2
]
+

1

(λminc2)
2

E

[∥∥S̃n − H
∥∥2
]

,

where we used on the last equality that for n ≥ n0, S̄n = S̃n on the event {λmin(S̄n > c2)},

as in the proof of Lemma 6.7. The first summand can be bounded using Hölder inequality
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with 1
q +

1
q′ = 1 and q′ = p/2 as

E

[
1λmin(Sn)≤c2

∥∥Sn − H
∥∥2
]
≤P

[
λmin

(
Sn

)
≤ c2

]1/q
E

[∥∥Sn − H
∥∥2q′
]1/q′

≤ exp(−c3(p − 2)n/p)E
[∥∥Sn − H

∥∥p
]2/p

.

Using the upper bound on H and the convexity inequality (a + b)p ≤ 2p−1(ap + bp) yields

the rough bound

E

[∥∥Sn − H
∥∥p
]2/p

≤ E

[(∥∥Sn

∥∥+ ‖H‖
)p
]2/p

≤22−2/p
(

E

[∥∥Sn

∥∥p
]
+ λ

p
max

)2/p

≤4 max

{
λ2

max, E

[∥∥Sn

∥∥p
] 2

p

}

Since X admits moments of order 2p, we get

E

[∥∥Sn

∥∥p
]
≤ E

[(
1

n

n

∑
i=1

‖Xi‖2

)p]
≤
(
E
[
‖X‖2p

])1/2
.

We hence get

E

[
1λmin(Sn)≤c2

∥∥Sn − H
∥∥2
]
≤ 4 exp (−c3(p − 2)n/p) max

{
λ2

max,
(
E
[
‖X‖2p

])2/p
}

= 4 exp (−c3(p − 2)n/p)
(
E
[
‖X‖2p

])2/p

For the second summand, using the relation between Frobenius norm and operator norm

yields

E

[∥∥Sn − H
∥∥2
]
≤ E

[∥∥Sn − H
∥∥2

F

]

≤ 2

(n + 1)2
‖S0 − H‖2

F +
2

(n + 1)2
E



∥∥∥∥∥

n

∑
k=1

(
XkXT

k − E

[
XXT

])∥∥∥∥∥

2

F




=
2

(n + 1)2
‖S0 − H‖2

F +
2

n + 1
E

[∥∥∥XXT − E

[
XXT

]∥∥∥
2

F

]

≤ 2

(n + 1)2
‖S0 − H‖2

F +
2

n + 1
E

[
‖X‖4

]
.

Putting all the above bounds together yields the bound of the statement.

D Proof of technical Lemma and Propositions for generalized lin-

ear model
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D.1 Proof of Lemma 6.10

With the help of inequality (8), it comes

‖S̄n‖ ≤ 1

n + 1
‖S0‖+

L∇l

n + 1

n

∑
i=1

‖Xi‖2 +
σd

n + 1

n

∑
i=1

‖Zi‖2.

with Zi = ei[d]+1. Then, a similar proof as the one of Lemma 6.7 yields that for λ0 =
(

2L∇lE

[
‖X‖2

]
+ 2σ

)−1
,

P

[
λmin

(
S
−1
n

)
< λ0

]

≤ P

[
‖S0‖

n
+

L∇l

n

n

∑
i=1

(
‖Xi‖2 − E

[
‖X‖2

])
+

σ

n

n

∑
i=1

(
‖Zi‖2 − 1

)
> L∇lE

[
‖X‖2

]
+ σ

]
.

Then, by Markov inequality for p ≥ 1, we then get

P

[
λmin

(
S
−1
n

)
< λ0

]
≤

E

[(
1
n ‖S0‖+ 1

n ∑
n
i=1 L∇l

(
‖Xi‖2 − E

[
‖X‖2

])
+ σ

(
‖Zi‖2 − 1

))p]

(
L∇lE

[
‖X‖2

2

]
+ σ

)p

≤ 2p−1

(
L∇lE

[
‖X‖2

]
+ σ

)p

(
n−p ‖S0‖p + C1(p)n1−p

E [|T|p] + C2(p)n−p/2
(
E
[
‖T‖2

])p/2
)

,

with T = L∇l

(
‖X‖2 − E

[
‖X‖2

])
+ σ

(
‖Z‖2 − 1

)
.

D.2 Proof of Proposition 6.5

One directly has for all n ≥ 2d

λmin

(
Sn

)
≥ ⌊n/d⌋σ

(n + 1)
≥ n + 1 − d

d(n + 1)
σ ≥ 1

2d
σ,

and Sn ≥ 1
2d S0 for n ≤ 2d − 1, so that

sup
n≥1

∥∥∥S̄−1
n

∥∥∥ ≤ 2d max

{
1

σ
,
∥∥∥S−1

0

∥∥∥
}

.

D.3 Proof of Proposition 6.7

Let us denote

H (θσ) = E

[
∇2

hℓ

(
Y, θT

σ X
)

XXT
]

and Hn =
1

n + 1

(
S0 +

n−1

∑
i=0

∇2
hℓ (Yi+1, 〈θi, Xi+1〉) Xi+1XT

i+1

)
.
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One can decompose Hn − H (θσ) as

Hn − H (θσ) =
1

n + 1

n−1

∑
i=0

∇2
hℓ (Yi+1, 〈θi, Xi+1〉) Xi+1XT

i+1 +
1

n + 1
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=
1
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∑
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+
1

n + 1

n−1

∑
i=0

(H (θi)− H (θσ)) +
1

n + 1
(S0 − H (θσ)) .

Let us now give a rate of convergence of each term on the right-hand side of previous equal-

ity. Set Mn := ∑
n−1
i=0

(
∇2

hℓ
(
Yi+1, θT

i Xi+1

)
Xi+1XT

i+1 − H(θi)
)
. Since E

[
∇2
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(
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)
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i+1|Fi

]
=

H (θi) , where (Fi) is the σ-algebra generated by the sample, i.e Fi := σ ((X1, Y1) , . . . , (Xi, Yi)).

Then, (Mn)n≥1 is a martingale and thus

1
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]
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(
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2
]
≤
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∇lE
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]

n

It then remains to handle 1
n+1 ∑

n−1
i=0 (H(θi)− H (θσ)). With the help of Assumption (GLM1),

one has
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1
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∥∥∥∥∥
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n
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with vi,GLM defined in Proposition 6.6. Then, since

∥∥∥∥∥
dσ

n
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∥∥∥∥∥
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∥∥∥∥∥∥
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∥∥∥∥∥∥

2
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∥∥∥∥∥∥
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∥∥∥ei[d]+1eT
i[d]+1

∥∥∥
2
≤ d4σ2

n2
,

it comes

∥∥Sn − Hσ

∥∥2 ≤ 4

n

(
L2
∇lE

[
‖X‖4

]
+

L2
∇2L

σ

n−1

∑
i=0

vi,GLM +
1

n
‖S0 − H (θσ) ‖2

)
+

16d4σ2

n2

Now, notice as in Lemma 6.9 that

∥∥∥S
−1
n − H−1

σ

∥∥∥ =
∥∥∥S

−1
n (Hσ − Sn)H−1

σ

∥∥∥ ≤
∥∥∥S

−1
n

∥∥∥
∥∥Hσ − Sn

∥∥
∥∥∥H−1

σ

∥∥∥ ,
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which yields, thanks to Proposition 6.5

E

[∥∥∥S
−1
n − H−1

σ

∥∥∥
2
]
≤

C2
S,σ

σ2
E

[∥∥Sn − Hσ

∥∥2
]

,

i.e one has

E

[∥∥∥S
−1
n − H−1

σ

∥∥∥
2
]
≤

4C2
S,σ

σ2n

(
L2
∇lE

[
‖X‖4

]
+

L2
∇2L

σ

n−1

∑
i=0

vi,GLM +
1

n
‖S0 − H (θσ) ‖2

)
+

16d4C2
S,σ

n2
.

(79)

E How to verify (GLM3) for the logistic regression

Remark that θσ is the unique solution to E
[
∇hℓ

(
Y, XTθσ

)
X + σθσ

]
= 0, so that

E

[∣∣∣∇hl
(

Y, XTθσ

)
Xk + σ(θσ)k

∣∣∣
2
]
= Var

[
∇hl

(
Y, XTθσ

)
Xk

]
.

For the logistic regression, we have Y ∈ {−1, 1} and ∇hl
(
Y, XTθσ

)
= −Y

1+exp(−YθT
σ X)

, and

thus we need to get a lower bound on the variance of −YXk

1+exp(−YθT
σ X)

for all 1 ≤ k ≤ d. To

guarantee Assumptions (GLM3), we impose a minimal randomness on (X, Y) given by the

existence for all 1 ≤ k′ ≤ d of xk′ σ(Y, Xi, i 6= k′) measurable bounded by M and an event

A ∈ σ(Y, Xi, i 6= k′) with P [A ∩ {|Xi| ≤ M, 1 ≤ i ≤ d, i 6= k′}] > η and c, ǫ > 0 such that on

A we have

P

[
Xk′ > xk′ + c|Y, Xi, i 6= k′

]
> ǫ and P

[
Xk′ < xk′ − c|Y, Xi, i 6= k′

]
> ǫ.

In particular, since u 7→ u
1+exp(−αu) is monotonic for all α ∈ R and C1, there is yk σ(Y, Xi, i 6=

k) measurable and c(M‖θσ‖) explicitly depending on M‖θσ‖ such that on B := A ∩ {|Xi| ≤
M, 1 ≤ i ≤ d, i 6= k},

P

[ −YXk

1 + exp(−YθT
σ X)

> yk + c(M‖θσ‖)|Y, Xi, i 6= k

]
> ǫ,

and

P

[ −YXk

1 + exp(−YθT
σ X)

< yk − c(M‖θσ‖)|Y, Xi, i 6= k

]
> ǫ.

We deduce that on the event B we have

Var

[ −YXk

1 + exp(−YθT
σ X)

|Y, Xi, i 6= k

]
≥ 2ǫc(M‖θσ‖)2.

Hence,

Var

[ −YXk

1 + exp(−YθT
σ X)

]
≥ E

[
1BVar

[ −YXk

1 + exp(−YθT
σ X)

|Y, Xi, i 6= k

]]
≥ 2ηǫc(M‖θσ‖)2,
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and we can choose

ασ = 2ηǫc(M‖θσ‖)2.

F Counter-example for the quadratic convergence of the stochastic

Newton algorithm without regularization

We show here that even in the simplest case d = 1, stochastic Newton algorithm may

not converge in quadratic mean. Suppose that we define here the naive Newton adaptive

matrix An

An =

[
1

n + 1

(
Id +

n−1

∑
i=0

∇2
hg(Xi+1, θi)

)]−1

.

Recall that is known (Boyer and Godichon-Baggioni, 2020) that θn converges almost-surely

to the minimizer θ0 at speed n−γ for γ ∈ (1/2, 1).

Counter-example with ∇g almost everywhere defined

Set g((x, y), θ) = (xθ)2 + y⌊θ⌋θ and let (X, Y) be a random vector with independent coordi-

nates such that X ≃ Ber(1/2) and P[Y = 1] = P[Y = −1] = 1/2. Then, G(θ) = E
[
X2
]

θ2 +

E[Y]⌊θ⌋θ = θ2/2 and we have Lebesgue almost surely ∇hg((x, y), h) = 2x2h + y⌊h⌋ and

∇2
hg((x, y), h) = 2x2.

Let n ≥ 1. Then, P [X1 = 0, . . . , Xn = 0, Y1 = −1, . . . , Yn = −1] = 2−2n and on the event

{X1 = 0, . . . , Xn = 0, Y1 = −1, . . . , Yn = −1}, as long as θk 6∈ N for all k ≥ 0 (which will be

temporarily assumed),

A−1
k =

1

k

(
1 +

k−1

∑
i=0

2X2
i+1

)
=

1

k
.

Hence, Ak = k and (θk)1≤k≤n is defined recursively by

θk = θk−1 − γk Ak⌊θk−1⌋Yk = θk−1 + kγk⌊θk−1⌋.

If γk = k−α for some α < 1, we then have kγk = k1−α, and thus for θ0 > 1

θk ≥ (1 + k1−α/2)θk−1.

We deduce that θn ≥ ∏
n
k=1(1 + k1−α/2) ≥ (n!)1−α2−n. In particular,

E
[
‖θn − θ0‖2

]
≥ 2−3n(n!)1−α n→∞−−−→ ∞

when θk 6∈ N for all k ≥ 0. Since for each k ≥ 1, θk 6∈ N for almost every θ0 ∈ (1, 2], the

latter hypothesis holds for Lebesgue almost every choice of θ0 ∈]1, 2].
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Counter-example with ∇g continuous

Let f be such that f ′′(θ) = 1Z+]−1/3,1/3[, and set g((x, y), θ) = (xθ)2 + y f (θ). Let (X, Y) be a

random vector with independent coordinates satisfying X ≃ Ber(1/2) and Y ∼ U([−2, 2]).

Then, G(θ) = E
[
X2
]

θ2 + E[Y] f (θ) = θ2/2 and ∇hg((x, y), θ) = 2x2θ + y f ′(θ). Then,

A0 = 1,

A−1
k =

k

k + 1
(A−1

k−1 + 2X2
k + f ′′(θk−1)Yk)

for k ≥ 1 and

θn = θn−1 − An−1γn∇hg((Xn, Yn), θn−1) = θn−1 − An−1γn(2X2
nθn−1 + Yn f ′(θn−1)).

Set θ0 = 3/2 and γk = k−γ for k ≥ 1, and consider (Xi, Yi)0≤i≤n satisfying the following

conditions:

• Xi = 0 for all 1 ≤ i ≤ n, which yields P [X1 = 0, . . . , Xn = 0] = 2−n and for all k ≥ 1,

θk = θk−1 − Ak−1γkYk f ′(θk−1).

• θk−1 being known, Yk ∈ 1
γk Ak−1 f ′(θk−1)

((Z+]1/3, 2/3[) − θk−1) ∩ [−2,−1] := Tk (re-

mark that Tk will be shown to be non-empty).

Lemma F.1. The following facts hold for k ≥ 1.

1. θk ≥ k + 1,

2. Ak = k + 1,

3. with ℓ denoting the Lebesgue measure,

ℓ

(
1

γk Ak−1 f ′(θk−1)
((Z+]1/3, 2/3[) − θk−1) ∩ [−2,−1])

)
≥ 1/6.

Proof. We will prove those three facts by induction on k ≥ 1. For k = 1, we have A0 = γ1 =

1 and f ′(3/2) = 1 so that θ1 = 3/2 − Y1. Since

T1 =
1

A0γ1 f ′(θ0)
((Z+]1/3, 2/3[) − θk−1) ∩ [−2,−1] =(−3/2 + Z+]1/3, 2/3[) ∩ [−2,−1]

=]− 7/6,−1] ∪ [−2,−11/6[,

ℓ(T1) ≥ 1/3. On the other hand, for Y1 ∈ T1, θ1 ≥ 3/2 + 1 ≥ 2.

Let us show the induction. Set k ≥ 2 and suppose the result is true for l ≤ k − 1. Then

θl ∈ Z + [1/3, 2/3] for all l ≤ k, which implies that Ak−1 = k − 1. Hence,

θk = θk−1 + k1−γYk f ′(θk−1).
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By induction, θk−1 ≥ k, and since f ′(θ) ≥ θ/2 for θ ≥ 0,

Tk = ((b + aZ + a]1/3, 2/3[) ∩ [−2,−1]

with a = 1/(Ak−1γk f ′(θk−1)) ≤ 2
k2−γ ≤ 1 and b = −θk−1/a. We deduce by pigeonhole

principle that ℓ(Tk) ≥ 1/3 − 1
2 · a

3 ≥ 1/6. Finally, for Yk ∈ Ak we have Yk ≤ −1 so that

θk ≥ k +
1

2
k2−γ ≥ k + 1.

By the previous result,

P [X1 = · · · = Xn = 0, Y1 ∈ T1, . . . , Yn ∈ Tn] ≥ 2−n · 6−n = 12−n.

Moreover, from what we showed previously, on this event we have for 1 ≤ k ≤ n

θk = θk−1 − Yk Ak−1γk f ′(θk−1) ≥ θk−1 + k2−γ/2 ≥ θk−1k2−γ/2.

We deduce that θn ≥ θk−1(k − 1)1−γ/3 ≥ (n!)2−γ/2n. In particular,

E
[
‖θn − θ0‖2

]
≥ (n!)2−γ/24n n→∞−−−→ ∞.

Remark that the latter result can be easily adapted to get a counter-example with g as

smooth as desired.
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