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T-LES methods to model highly anisothermal and turbulent flows

Thermal Large-Eddy Simulations methods to model highly anisothermal and
turbulent flows

M. David,a) A. Toutant,b) and F. Bataillec)

PROMES-CNRS laboratory (UPR 8521), Université de Perpignan via Domitia, Technosud-Rambla de la thermodynamique,
66100 Perpignan, France

(Dated: 23 February 2023)

Thermal Large-Eddy Simulations (T-LES) of highly anisothermal and turbulent channel flows are assessed using Direct
Numerical Simulations (DNS). The investigated conditions are representative of solar receivers used in concentrated
solar power towers. Four thermal operating conditions are considered. They aim to study several locations in the
solar receiver. They are distinguished by different temperature profiles and thus different wall heat fluxes. The mean
friction Reynolds number is close to 800 for all the simulations. The Navier-Stokes equations are solved under the low
Mach number approximation. The nonlinear terms corresponding to the velocity-velocity and the velocity-temperature
correlations are modeled. Functional, structural, and mixed models are investigated. An extension of the Anisotropic
Minumum Dissipation (AMD) model to compressible case and two-layer mixed models are proposed and assessed.
Fourth-order and second-order centered schemes are tested for the discretization of the momentum convection term.
Firstly, a global assessment of 16 T-LES approaches on mean quantities and correlations for three different meshes
is performed in reference conditions. Then, three of the T-LES are selected for more detailed analyzes. The mesh
effect and the influence of the thermal conditions on the model accuracy are investigated. These detailed studies consist
of the comparison of the relative error of the T-LES on mean quantities and correlations and the visualization of the
normalized profiles as functions of the wall-normal distance. The results highlight the good agreement of two-layer
mixed models consisting in the combination of the Bardina and the AMD models with the DNS for the three tested
meshes.

I. INTRODUCTION

Gas-pressurized solar receivers are several meters long and
are characterized by strong asymmetrical heating of the heat
transfer fluid and intense turbulence1. Finding analytical so-
lution of the problem is currently not possible due to math-
ematical complexities and no statistical closure methods can
be utilized effectively due to its lack of information and their
unfaithful representation of the dynamics. For that reason, nu-
merical simulation of solar receivers are needed2,3. The Direct
Numerical Simulation (DNS) of the system is too costly due
to the absorber size and the operating conditions. By mod-
eling the smallest turbulence scales, Large Eddy Simulation
(LES) permits significantly reducing the computational cost
when compared to a DNS in which all length and time scales
must be resolved, all the way down to the Kolmogorov length
scale. The LES approach allows to compute part of the re-
ceiver and investigate more complex geometries to enhance
heat transfer from the concentrated sunlight to the fluid.

The extreme operating conditions encountered in solar re-
ceivers make the flow difficult to approximate with a numeri-
cal model. Particularly, the strong anisotropy of the fluid dy-
namic make the flow computation complex. Similar physi-
cal behaviors can be observed in turbulent flows induced by
Rayleigh-Taylor and Richtmyer-Meshkov instabilities4–8 or in
rotating stratified turbulence9. In the studied case, the high-
temperature gradients require to take into account the term
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related to the velocity-temperature correlation10. The follow-
ing papers investigate tensorial subgrid-scale heat flux mod-
els. Peng and Davidson11 propose a model which accounts for
the subgrid-scale (SGS) heat flux in terms of the large-scale
strain-rate tensor and the temperature gradients. Contrary to
the linear isotropic eddy diffusivity models, this approach is
equivalent to using a tensor diffusivity. However, the local dis-
sipation introduced by this model can take negative values. As
a consequence, it produces a finite-time blow-up and thus can-
not be used as a standalone SGS heat flux model. The same
drawback appears when using the nonlinear Leonard model,
which is the leading term of the Taylor series of the SGS heat
flux. To overcome these instability issues, Higgins et al.12 in-
vestigate a mixed model for SGS heat flux that is composed of
the Leonard13 and the Smagorinsky14 models. Wang et al.15

use the most general explicit algebraic formulations possible
to construct the family of SGS heat flux models. In their study,
as in Ref.11 the model accounts for the SGS heat flux in terms
of the resolved temperature gradient and the SGS stress ten-
sor. While the classical dynamic eddy thermal diffusivity SGS
heat flux model requires the SGS heat flux to be aligned with
the negative of the resolved temperature gradient, the three
approaches proposed by Wang et al.15 admit more degrees of
freedom. This is expected to provide more realistic geometri-
cal and physical representations of the SGS heat flux vector.
Trias et al.16 propose a new family of SGS heat flux mod-
els based on the symmetric positive semi-definite tensor GGT

where G ≡ ∇u and the invariants of the GGT tensor. Dab-
bagh et al.17 investigate the underlying physics of the SGS
motions in flows thanks to a priori tests. Their case study is
the turbulent Rayleigh-Bénard convection. The authors study
the most used SGS heat flux models such as Peng Davidson11

and Daly and Harlow18. They observe that the parameteriza-
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tions based linearly on the resolved thermal gradient are in-
valid and find that the tensor-diffusivity approach becomes a
crucial choice for modeling the SGS heat flux, in particular,
the tensorial diffusivity that includes the SGS stress tensor.

Up to now, the subgrid heat flux is often approached with
constant turbulent Prandtl number models. From the obser-
vations of the modeling of the unresolved terms in the en-
ergy equation as an eddy-diffusivity heat flux (Lilly19), Wong
and Lilly20 compare two dynamic subgrid closure methods
to compute a turbulent Rayleigh-Benard flow. In the strat-
ification formulation the subgrid term related to velocity-
temperature is computed with the temperature gradient. This
methods is compared to the scaling formulation, which makes
use of Kolmogorov scale analysis and compute the SGS heat
flux using the grid filter width and the dissipation rate. The
results show that the scaling formulation permits reducing the
total computer time and obtaining relatively good agreement
with DNS results. Note that this new approach works with
fully developed turbulence generated by shear or buoyancy.
Lappa and Inam21 investigate LES of hybrid forced-buoyancy
convection in channels with a step. They treat the cascad-
ing behavior of thermal energy in a fashion similar to that
used for the turbulent kinetic energy and add a turbulent ther-
mal diffusivity to that of the fluid as proposed by Wong and
Lilly20. They observe results consistent with DNS in terms
of number of plumes present in the domain at a given instant
and related velocity of propagation in the downstream direc-
tion. Wang and Pletcher22 perform LES of a turbulent channel
flow with significant heat transfer. They use the extension of
the Germano23 subgrid model proposed by Moin24. To ap-
proximate the turbulent heat flux a gradient transport model
is used associated with a constant turbulent Prandtl number.
Dailey et al.25 compute two-dimensional, laminar, hydrody-
namically, and thermodynamically developing channel flow
with constant wall heating rates to study the quasi-developed
region far downstream from the entrance region. The authors
use a gradient transport formulation to approximate the turbu-
lent heat flux. The effects of strong heating and cooling on
the flow were investigated and compared with the results ob-
tained under low heating conditions. Xie et al.26 propose to
model the SGS force and the divergence of SGS heat flux of
compressible isotropic turbulence by an artificial neural net-
work. The unclosed SGS force and divergence of SGS heat
flux are approximated based on the local stencil geometry with
Galilean invariance. Abkar and Moin27 propose an extension
of the AMD model28 to compute the subfilter scalar flux. This
approach is named the minimum-dissipation scalar transport
model. This model is successfully assessed in thermally strat-
ified atmospheric boundary layers. The results show that it
accurately estimates the expected surface-layer similarity pro-
files and power spectra for both velocity and scalar concentra-
tion.

A large number of two-layer mixed models have been in-
vestigated in isothermal configurations, see Ref.29–32. These
works highlight the good performances of the benefits asso-
ciated with the use of two-layer mixed models. Particularly,
Streher et al.32 propose a formulation that permits to take the
various flow phenomena present in near-wall turbulence into

account with the two models. Farther away from the wall,
only the structural model is used because it allows capturing
the interaction between turbulent structures that characterize
this region. The authors obtained excellent results in isother-
mal channel flow at friction Reynolds number of 180, 395,
and 950.

Some recent studies deals with the effect of temperature
gradients in channel flow and proves the interest to investigate
anisothermal channel flows. Wang et al.15 explore the effects
of variable viscosity and thermal conductivity on the turbulent
heat transport at a friction Reynolds number of 395 thanks
to LES. Serra et al.33 study the asymmetric reverse transition
phenomenon in internal turbulent channel flows due to tem-
perature gradients at low Reynolds number.

To the author’s knowledge, there is no study dealing with
the evaluation of two-layer SGS heat flux models in the op-
erating conditions of solar receivers. Furthermore, there are
very few studies that address model reliability for several ther-
mal conditions. This paper aims to assess several T-LES
approaches in extreme conditions that are characterized by
a highly turbulent flow associated with strong asymmetrical
heating. The influence of the mesh and the thermal conditions
are also investigated to assess the reliability of the models.

The paper is organized as follows. The simplified gas-
pressurized solar receiver is described in Sec. II. The resolved
equations, the numerical setting, and the investigated T-LES
methods are presented in Sec. III. The results of the simu-
lations are given and discussed in Sec. IV. A final section
concludes.

II. SIMPLIFIED GAS-PRESSURIZED SOLAR RECEIVER

The investigated geometry is similar to the shape of external
gas-pressurized solar receivers of concentrated solar power
towers. It is supposed to be an infinitely long and wide chan-
nel. One wall of the channel is directly irradiated by con-
centrated solar light (designated as ”hot wall”) whereas the
other is insulated (designated as ”cold wall”). In this study,
T-LES are performed in a fully developed three-dimensional
turbulent channel flow asymmetrically heated. The channel
is presented in Fig. 1. It consists in two periodic directions
(streamwise (x) and spanwise (z) directions). The wall-normal
direction (y) is enclosed by two plane walls. The channel
size is 4πδ × 2δ × 4/3πδ where δ = 3mm. In all the sim-
ulations, the hot and cold plate temperatures are respectively
set to 1300 K and 900 K. In gas-pressurized solar receivers the
effusivity of the walls is much bigger than the one of the heat
transfer fluid. As a consequence, the air is passing through
a channel at almost constant wall temperatures. The investi-
gated wall temperatures correspond to the maximum temper-
ature encountered in gas pressurized solar receiver. The cold
wall temperature is not adiabatic since this wall temperature is
higher than the temperature of the pressurized-gas. Note that
in the real configuration, the cold wall is heated by conduction
inside the receiver and by radiative heat transfer with the hot
wall. Notice that, the results of Avellaneda et al.34 point that
there are no significant differences between the two types of
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FIG. 1. Investigated channel flow.
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FIG. 2. Temperature profiles.

thermal boundaries conditions for turbulent low Mach channel
flow under high asymmetric temperature gradient. The ther-
modynamical pressure, P0, is 10 bars. The hot wall friction
Reynolds number of the simulations are lying between 621
and 648. For the cold wall, the values are lying between 968
and 1022. In all the simulations, the mean friction Reynolds
number is close to 800.

A source term is added in the energy equation to obtain dif-
ferent temperature profiles despite the periodic boundary con-
ditions and thus study several axial locations in the receiver.
The equations are detailed in Sec. III. This source term is
constant in time and homogeneous in the computational. Four
temperature profiles are studied. They are displayed in Fig. 2.
Each curve corresponds to a DNS performed with a fixed heat
sink value. The higher the heat extraction, the lower the mean
fluid temperature, traducing a location closer to the inlet of
the solar receiver. The investigated thermal conditions permit
testing T-LES over large fluid temperature and wall heat flux
range. The simulation names are linked to heat sink values
and the corresponding wall heat fluxes in Table I. Notice that,
in the S0 conditions, the hot and cold wall heat fluxes are op-
posed: the fluid is heated from the hot wall and cooled from
the cold wall. For the conditions ”S1”, ”S2”, and ”S3”, the
fluid is heated from both walls.

TABLE I. Heat sink and wall heat fluxes associated with each simu-
lation.

Simulation S0 S1 S2 S3
Heat sink [MW/m3] 0 55 109 164

Hot wall heat flux [kW/m2] 98 263 441 587
Cold wall heat flux [kW/m2] -98 64 244 410

III. THERMAL LARGE EDDY SIMULATION

A. Filtered low Mach number equations

The low-Mach number Navier-Stokes equations are de-
scribed in this section. This approximation aims to narrow the
gap between incompressible and compressible Navier-Stokes
equations and is suitable for the computation of convection in
a fluid in the presence of large density gradients35. The low
Mach number equations consider internal wave propagation,
but they do not take into account acoustic waves. Thus, the
numerical methods developed for incompressible flow can be
used. This approximation conducts to divide the pressure into
two terms: the thermodynamical pressure which is homoge-
neous and the mechanical pressure. The Stokes’ hypothesis
is assumed36. The Favre formulation is employed to filter the
equations as suggested by Dupuy et al.37. This formulation
uses the density-weighted Favre filter ( ·̃ ). The variables are
defined for any field ψ as ψ̃ = ρψ/ρ , where ( · ) is the un-
weighted classical filter. Nonlinear term result from the filter-
ing of the low Mach number equations. In this study, the sub-
grid terms related to the nonlinearity of momentum convec-
tion and the correlation of density and velocity are modeled
as recommended by Dupuy et al.10. The solved equations are
presented below.

• Mass conservation equation

∂ρ

∂ t
+

∂ρŨ j

∂x j
= 0, (1)

• Momentum conservation equation

∂ρŨi

∂ t
=−

(∂ρŨ jŨi +ρGU jUi)

∂x j
− ∂P

∂xi
+

∂Σi j(Ũ , T̃ )
∂x j

, (2)

• Energy conservation equation

∂

∂x j
(Ũ j+ρGU j/ρ)=− 1

γP0

[
(γ −1)

(
∂Q j(T̃ )

∂x j
−Hs

)
+

dP0

dt

]
,

(3)

• Ideal gas law

T̃ =
P0

ρr
(4)

with ρ the density, T the temperature, Hs the heat sink, γ the
heat capacity ratio, r = 287 J.kg−1.K−1 the ideal gas specific
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constant, t the time, P the mechanical pressure, P0 thermo-
dynamical pressure, Ui the ith component of velocity, and xi
the Cartesian coordinate in the ith direction. The subgrid term
relative to momentum convection is GU jUi = Ũ jUi −Ũ jŨi and
the subgrid term relative to the density-velocity correlation is
expressed as GU j/ρ = Ũ j/ρ − Ũ j/ρ . The Einstein summa-
tion convention is employed. The thermodynamical pressure
is obtained by integrating Eq. 3 over the volume of the studied
geometry:

dP0

dt
=−(γ −1)

(
1
V

∫
Q j(T̃ )dS j −Hs

)
(5)

with V the volume of the computational domain and S j the
boundaries of the investigated domain.

The shear-stress tensor and the conductive heat flux are re-
spectively computed with the functions Σi j(Ũ , T̃ ), and Q j(T̃ ),
assuming Newtonian fluid and Fourier’s law, which leads to
the following expressions:

Σi j(Ũ , T̃ ) = µ(T̃ )(
∂Ũi

∂x j
+

∂Ũ j

∂xi
)− 2

3
µ(T̃ )

∂Ũk

∂xk
δi j, (6)

Q j(T̃ ) =−λ (T̃ )
∂ T̃
∂x j

, (7)

where µ(T̃ ) is the dynamic viscosity, λ (T̃ ) is the thermal con-
ductivity, and δi j is the Kronecker symbol.

The fluid passing through the channel is air. The Suther-
land’s law38 is used to compute the viscosity from the temper-
ature.

µ(T̃ ) = µ0
T̃
T0

3/2
T0 +S

T̃ +S
, (8)

where µ0 = 1.716×10−5 Pa.s, S = 110.4 K, and T0 =
273.15 K. The Prandtl number is supposed to be constant in
each simulation, and the heat capacity at constant pressure Cp
is obtained with the average of the wall temperatures. The
conductivity is deduced from the Prandtl number, the heat ca-
pacity at constant pressure, and the viscosity.

λ (T̃ ) =
Cp

Pr
µ(T̃ ). (9)

Notice that the gravity term is neglected in the equations.
As the distance between the hot and cold walls of the chan-
nel is small, the buoyancy force is negligible when compared
to the viscous forces. The Richardson number computed at
y+ = 30 in the hot side of the S3 conditions, which induce
the highest near wall temperature gradient, is about 0.0001.
This shows that the free convection is negligible in front of
the forced convection.

B. Numerical settings

The simulations are carried out using TrioCFD software39.
This code has been developed by the French Alternative En-
ergies and Atomic Energy Commission and has been used

TABLE II. DNS and T-LES mesh characteristics. Dimensionless
mesh size is given for the cold wall and the simulation corresponding
to the highest cold friction Reynolds.

Number of grid points Dimensionless mesh size
Name Nx ×Ny ×Nz ∆+

x ; ∆+
y (0) ; ∆+

y (δ ) ; ∆+
z

DNS 1152×746×768 11.2 ; 0.43 ; 5.5 ; 4.3
AAA 256×152×192 50 ; 1.1 ; 33 ; 22
BAB 192×152×128 69 ; 1.1 ; 33 ; 33
CAC 128×152×72 80 ; 1.1 ; 33 ; 45

in many simulations of fluid flows34,37,40–45. Computations
are performed using a finite difference method in a staggered
grid system. A third-order Runge-Kutta scheme is used to ap-
proach time derivatives. Momentum convection is computed
using second-order or fourth-order centered schemes, depend-
ing on the simulation. Mass convection is approximated with
a second-order centered second-order scheme or with a third-
order QUICK scheme. Velocity divergence and temperature
diffusion are discretized with centered second-order schemes.

Regarding the mesh, cells are uniform in the streamwise
and spanwise directions. The cell size in the wall-normal di-
rection follows the hyperbolic tangent law described in Eq. 10,

yk = Ly

(
1+

1
a

tanh
[(

k−1
Ny −1

)
tanh−1(a)

])
(10)

with a the mesh dilatation parameter and Ny the number of
grid points in the wall-normal direction. As the filter size of
the T-LES is given by the mesh and the discretization scheme,
the cell size has a significant influence on the results. For
that reason, three T-LES meshes are investigated. They are
given in Table II. The DNS mesh characteristics are also pre-
sented. Note that the numerical method has been validated in
David et al.44 by comparing an isothermal DNS at a friction
Reynolds number of 930 with the reference DNS of Hoyas
and Jimenez46. For the LES meshes, the first, second, and
third characters respectively correspond with the x, y, and z
directions. Character ”A” accounts for the highest resolution
whereas ”C” accounts for the coarsest resolution. The effects
of the mesh resolution in the streamwise and spanwise direc-
tions are investigated. The number of grid points in the wall-
normal direction is fixed to 152 for all the T-LES. The first
grid point being located at y+ = 1, the viscous sublayer is re-
solved.

C. Subgrid-scale models

The models for momentum convection and density-velocity
correlation subgrid terms are expressed in Eq. 11 and 12,

GU jUi ≈ τ
SGS
i j (Ũ ,∆), (11)

GU j/ρ ≈ π
SGS
j (Ũ,1/ρ,∆). (12)

The SGS terms, τi j and π j, are computed with models that
use variables resolved in T-LES. Zero algebraic models with-
out wall function or wall model are investigated since the



T-LES methods to model highly anisothermal and turbulent flows 5

first grid point is in the linear sub-layer. The investigated
functional, structural, and mixed models are described in the
following subsections. The filter length scale is given by
∆ =

(
∆x∆y∆z

)1/3. The acronyms of the assessed models are
given into brackets in the next. Note that no dynamic for-
mulation of model is investigated since the benefit associated
with dynamic procedures is not clear for the simulation of
isothermal and anisothermal turbulent channel flow according
to Dupuy et al.37,41 while requiring more computational time.
Nonetheless, other formulations of these methods would de-
serve to be tested in these conditions.

1. Functional models

Functional models rely on the artificial subgrid viscosity
proposed by Boussinesq47. They assume a one-to-one cor-
relation between the subgrid-scale stress and the large-scale
deformation tensors48. Eddy-viscosity closures assume a one-
way energy transfer from the resolved to the SGS and are then
often over-dissipative. The subgrid term is represented with
a turbulent viscosity. The SGS tensor relative to momentum
convection is computed by analogy with molecular diffusion,
as expressed in Eq. 13:

τ
SGS
i j (Ũ ,∆) =−2ν

SGS
e (g,d,∆)Si j, (13)

with Si j = 0.5(gi j + g ji) the rate of the deformation tensor, g
the velocity gradient given by gi j = ∂Ũi/∂x j, and νSGS

e the
turbulent viscosity which expression depends on the model
used. Eddy-diffusivity models are used to approximate the
density-velocity subgrid term. They involve the SGS Prandtl
number, Prt :

π
SGS
j (Ũ ,φ ,∆) =−νSGS

e (g,d,∆)
Prt

d j, (14)

with dj = ∂φ/∂x j the scalar gradient. Prt is the turbulent
Prandtl number. David et al.44,49 study the flow physic thanks
to DNS in the four operating conditions that are investigated in
this paper. They show that the turbulent Prandtl number is ly-
ing between 0.75 and 1.05 and can thus be well approximated
with Prt = 0.9. No dynamic formulations of the models are
investigated since Dupuy et al.37,41 state that the benefit as-
sociated with dynamic formulation is not clear for T-LES in
channel flow at low Reynolds number and strong temperature
gradients.

In this paper, the investigated functional closures are de-
rived from the AMD model proposed by Rozema et al.28. The
expression of the classical AMD model given by Eq. 15:

• AMD model (denoted ”AMD”)

ν
AMD
e

(
g,d,∆

)
=CAMD max(0,−Gi jSd

i j)

gmngmn
, (15)

with Sd
i j the traceless symmetric part of the squared velocity

gradient tensor and Gi j = ∆k
2
gikg jk the gradient model.

The scalar AMD closure27 is also used. The subgrid vis-
cosity is then computed with the scalar gradient.

• Scalar AMD model (denoted ”AMDs”)

ν
AMDs

e
(
g,d,∆

)
=CAMDs max(0,−D jd j)

dmdm
, (16)

where D j = ∆k
2
g jkdk is the gradient model for the density-

velocity correlation subgrid term. The third functional model
tested is an extension of the classical AMD closure to com-
pressible flows. This approach is described below. Eddy-
viscosity closures set the sub-filter model equal to

τi j −
1
3

τkkIi j =−2νe

(
Si j −

1
3

Skk

)
. (17)

Clark et al.50 show that the Taylor expansion of the sub-filter
tensor gives

τi j = ũiu j − ũiũ j =
1

12
(∆xk∂kũi)(∆xk∂kũ j)+O

(
∆x4

i
)
, (18)

leading to the following expression of the eddy dissipation of
the exact sub-filter tensor

−τi jSi j =− 1
12

Si j(∆xk∂kũi)(∆xk∂kũ j)+O
(
∆x4

i
)
. (19)

Using Eq. 17 and 19 and following the development proposed
by Rozema et al.28 permits obtaining the eddy viscosity ex-
pression given in Eq. 20.

• AMD model extended to compressible case (denoted
”AMDc”)

ν
AMDc

e
(
g,d,∆

)
=CAMDc max

(
0,−

(
Gi j − 1

3 GkkIi j
)

Si j
)(

Smn − 1
3 SkkImn

)
Smn

.

(20)

2. Structural models

Structural approaches aim to approximate the structure of
the SGS stress tensor using the filtered velocity or formal se-
ries expansions. These models tend to be unstable. In this
study, the Bardina51 and the scale-similarity52 models are as-
sessed.

The scale similarity hypothesis relies on a double filtering
approach and on the idea that the main interactions between
the resolved and modeled scales involve the smallest eddies
of the former and the largest eddies of the latter. It is then
based upon the assumption that the statistical structure of the
subgrid scales tensor is similar to that of the smallest resolved
scales. According to Sagaut53, this closure generally produces
good results.

• Bardina model51 (denoted ”Bard”)

τ
Bard
i j =CBard

(
ŨiŨ j − ˜̃Ui

˜̃U j

)
(21)

π
Bard
j =CBard

(
ŨiT̃ − ˜̃Ui

˜̃T) (22)
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Practically, the subgrid tensor is approximated as proposed by
Streher et al.32, see the following equations,

– for the diagonal terms:

τii =
1
4
(Un

i +Un+1
i )2 − 1

16
(Un−1

i +Un
i +Un+1

i +Un+2
i )2,

(23)

– for the extra-diagonal terms:

τi j =
1
4
(Um−1

i +Um
i )(Un−1

j +Un
j )

− 1
16

(Um−2
i +Um−1

i +Um
i +Um+1

i )

(Un−2
j +Un−1

j +Un
j +Un+1

j ),

(24)

where n and m respectively represent the node number in the
streamwise, respectively, spanwise direction. The SGS heat
flux expression is inspired by the subgrid tensor formulation
and is given by Eq. 25,

πi =
1
2

Ui(T n−1 +T n)− 1
4

Ui(T n−2 +T n−1 +T n +T n+1).

(25)
In the simulations performed with the scale similarity

model, the box filter is used. It is computed as an average
over three cells in the three directions.

• Scale similarity model52 (denoted ”Sim”)

τ
sim
i j =Csim

( ˜̃U jŨi − ˜̃U j
˜̃Ui

)
(26)

π
sim
j =Csim

(˜̃U jφ̃ − ˜̃U j
˜̃
φ

)
(27)

• Scale similarity model with variable density (denoted
”Simc”)

τ
simc

i j =Csimc

˜̄
ρŨ jŨi −

˜̄
ρŨ j

˜̄
ρŨi

ρ̄

 (28)

π
simc

j =Csimc

˜̄
ρŨ jφ̃ −

˜̄
ρŨ jρ̃ φ̃

ρ̄

 (29)

3. Mixed models

Mixed approaches involve both functional and structural
models to correct the drawbacks of functional and structural
closures. On the one hand, the functional closures are used
to provide a good approximation of the energy transfer lev-
els between the resolved and the subgrid scales. On the other
hand, the structural models permit giving an accurate estima-
tion of the structure of the subgrid tensor and are able to cap-
ture anisotropic effects and disequilibrium54–56.

In this paper, several mixed models are tested. They com-
bine the AMD model and the Bardina model or the scale sim-
ilarity model. One-layer and two-layers mixed models are in-
vestigated. One-layer mixed models are constructed with the
linear combination of the two used approaches, see Eq. 30,

τi j = ατ
f unc

i j +βτ
struc
i j , (30)

where α and β are two constants, and f unc and struc respec-
tively account for the functional model and structural model.
The velocity-density correlation term is obtained similarly.

The proposed two-layers mixed models are inspired by the
work of Streher et al.32. The functional model constant de-
creases when the distance from the walls increases. As for
the structural model, the constant is homogeneous in the com-
putational domain. In the near wall region, this formulation
permits introducing dissipation thanks to the eddy-viscosity
model while accounting for the interaction between turbu-
lent structures, as well as for backscatter of energy thanks
to the structural model. In the center region of the channel,
the weight associated with the functional model is reduced
since the viscous stresses are less important than the turbulent
stresses, which are well approximated by the structural ap-
proach. The applied function is given by Eq. 31. This method
has recently been used by Streher et al.32 and provides very
good results in isothermal channel flow.

C f unc
i =C f unc +

(
0,5+0,5tanh

(
yi − sc

s f

))
(Cc −C f unc)

(31)
where i is the number of the ith cell in the wall-normal direc-
tion, y is the distance from the wall, s f = 0.00016252 is the
smoothing factor, sc = 0.00023217 is the smoothing center
and Cc is the value of the constant in the center of the channel.
Smoothing factor and smoothing center parameter values are
those recommended by Streher et al.32. They aim to model
the near wall region, and particularly the velocity fluctuation
peaks, with the two type of closures.

4. Investigated T-LES approaches

The investigated T-LES approaches and their acronyms are
described in Table III. The results of the simulations per-
formed with only the Bardina model are not presented because
the computations diverge. This study does not intend to pro-
vide an exhaustive benchmark but to assess several configura-
tions regarding their potential of giving accurate and reliable
results. The tests obtained by David et al.44,45 and Streher et
al.32 also oriented the authors’ choice.

IV. RESULTS AND DISCUSSION

The simulation results are spatially-averaged in the stream-
wise and spanwise directions. Once the steady state is
reached, they are time-averaged. This combination of aver-
ages is denoted by ⟨·⟩. To provide a rigorous comparison be-
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TABLE III. Investigated SGS models. The superscript (·c) is employed for the models that are designed for the study of compressible flows.
The acronyms ”AMDs”, ”Sim”, and ”Bard” respectively account for the following subgrid-scale models: scalar AMD, scale similarity, and
Bardina. The value of the constant in the center of the channel is indicated by the value in brackets in the column ”Type”. Note that for the
one-layer model, the constant is homogeneous in the computational domain.

Simulation name Short name Functional model Structural model Type Numerical scheme
name constant name constant (cc) momentum conv. mass conv.
τ-π τ-π τ-π τ-π

nomodel (c2-c2) N1 /0 /0 /0 /0 /0 c2 c2
nomodel (c4-c2) N2 /0 /0 /0 /0 /0 c4 c2
A03-A03 (c2-c2) F1 AMD-AMD 0.3-0.3 /0 /0 1L c2 c2
A03-A03 (c4-c2) F2 AMD-AMD 0.3-0.3 /0 /0 1L c4 c2
A03-As03 (c2-c2) F3 AMD-AMDs 0.3-0.3 /0 /0 1L c2 c2
Ac03-Ac03 (c2-c2) F4 AMDc-AMDc 0.3-0.3 /0 /0 1L c2 c2
Ac03-Ac03 (c4-c2) F5 AMDc-AMDc 0.3-0.3 /0 /0 1L c4 c2

S1 (c4-c2) T1 /0 /0 Sim- /0 1- /0 1L c4 c2
Sc1 (c4-c2) T2 /0 /0 Simc− /0 1- /0 1L c4 c2

Sc1-S1 (c4-c2) T3 /0 /0 Simc-Sim 1-1 1L c4 c2
A02+B1-A02+B1 1L (c2-c2) M1 AMD-AMD 0.2-0.2 Bard-Bard 1-1 1L c2 c2

A05+B06-A05+B06 2L cc015 (c2-c2) M2 AMD-AMD 0.5-0.5 Bard-Bard 0.6-0.6 2L (0.15) c2 c2
A05+B06-A05+B06 2L cc0 (c2-c2) M3 AMD-AMD 0.5-0.5 Bard-Bard 0.6-0.6 2L (0) c2 c2

A06+B05-A06+B04 2L cc015 (c2-c2) M4 AMD-AMD 0.6-0.6 Bard-Bard 0.5-0.4 2L(0.15) c2 c2
A06+B05-A06+B04 2L cc015 (c4-c2) M5 AMD-AMD 0.6-0.6 Bard-Bard 0.5-0.4 2L(0.15) c4 c2
A06+Sc05-A06+S04 2L cc015 (c4-c2) M6 AMD-AMD 0.6-0.6 Simc-Sim 0.5-0.4 2L(0.15) c4 c2

tween T-LES and DNS, the modeled terms of T-LES are sys-
tematically added to the associated quantity. This is shown,
for the Reynolds stress tensor, by the following proof:

RDNS
i j = ⟨UiU j⟩−⟨Ui⟩⟨U j⟩ ≃ ⟨ŨiU j⟩−⟨Ũi⟩⟨Ũ j⟩, (32)

RDNS
i j = ⟨ŨiŨ j⟩+ ⟨ŨiU j −ŨiŨ j⟩−⟨Ũi⟩⟨Ũ j⟩, (33)

RDNS
i j = ⟨ŨiŨ j⟩+RLES

i j −⟨Ũi⟩⟨Ũ j⟩, (34)

RDNS
i j = RLES

i j + ⟨τSGS
i j ⟩. (35)

The reconstruction of the Reynolds stresses is commonly
achieved to compare LES with DNS. The method has notably
been investigated by Winckelmans et al.57. The DNS devia-
toric Reynolds stress tensor, RDNS,dev

i j is compared to the LES

deviatoric Reynolds stress tensor, RLES,dev
i j , and the averaged

deviatoric SGS stress tensor, ⟨τSGS
i j ⟩dev as described in Eq. 36

RDNS,dev
ii = RLES,dev

ii + ⟨τSGS
ii (Ũ,∆)⟩dev (36)

with RDNS
ii = ⟨UiUi⟩ − ⟨Ui⟩⟨Ui⟩ and RLES

ii = ⟨ŨiŨi⟩ −
⟨Ũi⟩⟨Ũi⟩. Note that the coordinates x, y, z and x1, x2, x3 as
well as U , V , W and U1, U2, U3 are used interchangeably for
practical reasons.

RDNS
i j = RLES

i j + ⟨τSGS
i j (Ũ,∆)⟩, f or i ̸= j (37)

Concerning the velocity-temperature correlations, the same
procedure is applied.

RDNS
iθ = RLES

iθ + ⟨πSGS
i (Ũ, T̃ ,∆)⟩ (38)

where RDNS
iθ = ⟨Uiθ⟩− ⟨Ui⟩⟨θ⟩ and RLES

iθ = ⟨Ũiθ̃⟩− ⟨Ũi⟩⟨θ̃⟩.
Note that, the ideal gas law permits linking πSGS

i (Ũ, T̃ ,∆) to
πSGS

i (Ũ,1/ρ,∆) with the ratio r/P0.

The classical scaling, denoted (·+), is used to normal-
ized the variables. They are defined as follows: x+i =

xiUτ/ν , U+
i = Ui/Uτ , ⟨Ri j⟩+ = ⟨Ri j⟩/U2

τ , and ⟨U ′
i θ ′⟩+ =

⟨U ′
i θ ′⟩/(Uτ θτ). The friction velocity and the friction tem-

perature are respectively given by Uτ =
√

ν∂U/∂x2, and
θτ = φw/(ρCpUτ), with φw the conductive wall heat flux.

In subsection IV B, the results of 16 T-LES models are pre-
sented and discussed for three meshes in the operating condi-
tion ”S0”. Then, three T-LES are selected for detailed analy-
sis in subsection IV C. This last subsection is divided into two
parts: (1) the effects of the mesh on the turbulence statistics
are analyzed and (2) the influence of the operating conditions
is discussed. Notice that, flow physic has already been dis-
cussed in Ref.44,49. For that reason, in this paper, the flow
physics is only discussed to highlight some T-LES behaviors.

A. Data processing

To quantify the performance of the 16 T-LES, relative er-
rors between the T-LES and the DNS are computed for each
quantity. The used algorithm is given below. Firstly, the DNS
results are interpolated on the mesh used for T-LES, then the
relative error of each T-LES on a given quantity is computed
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as follows :

ε
T−LES j
X =

Ny/2
∑

i=1
log
(

yi+1
yi

)∣∣∣(X
T−LES j
i −XDNS

i

)
X

T−LES j
i

∣∣∣
Ny

∑
i=1

log
(

yi+1
yi

)
XDNS

i
2

+

Ny/2
∑

i=1
log
(

2δ−yi+1
2δ−yi

)∣∣∣(X
T−LES j
Ny/2−i+1 −XDNS

Ny/2−i+1

)
X

T−LES j
Ny/2−i+1

∣∣∣
Ny

∑
i=1

log
(

2δ−yi+1
2δ−yi

)
XDNS

i
2

(39)

where ε is the relative error, X is the considered quantity,
T-LES j denotes the jth tested model, yi is the ith point in the
wall-normal direction, and δ is the half height of the channel.
Note that the logarithmic ratio is used to amplify the impor-
tance of near-wall values. Furthermore, the differences com-
puted in the absolute values are weighted by the local value to
augment the importance of peak values.

Then, the final errors of the jth T-LES model on mean
quantities (Errmean) and covariance (Errrms) are computed by
adding the error obtained for each value and dividing this sum
by the results of the worst model, see Eq. 40- 41,

ErrLES, j
mean =

∑
X

ε
LES j
X

max
(

∑
X

εLES
X

) , (40)

where X is successively U , V , T and φ ,

ErrLES, j
rms =

∑
X

ε
LES j
X

max
(

∑
X

εLES
X

) , (41)

where X is successively the square root of ⟨u′u′⟩dev, ⟨v′v′⟩dev,
⟨w′w′⟩dev, ⟨θ ′θ ′⟩, ⟨u′v′⟩, ⟨u′θ ′⟩, and ⟨v′θ ′⟩. The global error(
Errglob

)
is also presented. It is obtained as follows:

ErrT−LES, j
glob =

nErrLES, j
mean +mErrLES, j

rms

n+m
, (42)

where n and m are respectively the numbers of studied mean
quantities and correlations.

B. Global assessment of T-LES

The T-LES models are tested on the first and second-order
statistics presented in subsection IV A. The normalized errors
of the T-LES are displayed in Fig. 3. The results obtained on
the coarsest, average, and finest meshes are respectively pre-
sented in dark-red, orange, and yellow color. The top, middle,
and bottom graphs respectively give the T-LES errors on mean
quantities, correlations, and the global error. Focusing on the
bottom graph and for a given mesh, the results show that the

best results are obtained with the simulations involving two-
layer mixed models. The simulation denoted ”M4” provides
particularly good results for all the tested meshes. This T-LES
is among the best for the estimation of first-order statistics and
provides the closest results from the DNS for the investigated
second-order statistics. The value of the AMD model of 0.15
at the center of the channel permits ensuring the convergence
of the simulation and helps provide good estimations of the
wall heat fluxes. Focusing on the simulations performed with-
out a model, it appears that the results are strongly influenced
by the numerical scheme used for the discretization of the mo-
mentum convection. The good results obtained with the ”N2”
LES on mean quantities can be explained by the fact that the
second order central scheme mimics the smooth filter and thus
behave like a modeled subgrid term. Globally, the nomodel
simulation ”N1” provides the poorest results. Regarding the
functional and structural approaches, mesh refinement is valu-
able for all the tested models on second-order statistics and
global error. Compared to the T-LES carried out with the
second-order scheme to approximate the momentum convec-
tion, the results are improved when the fourth-order scheme
is used. Among the functional closures, both the ”F2” and the
”F5” T-LES produce relatively good results. As for the struc-
tural models, the ”T2” T-LES produces significantly better
results than the ”T1” simulation (scale-similarity for incom-
pressible cases) on the first-order statistics for all the tested
meshes. The second-order statistics are also improved. Re-
sults not detailed in this paper show that the compressible for-
mulation of the scale-similarity permits significantly enhanc-
ing the model accuracy on the wall heat fluxes (from 15%
error to 0.2% error with the CAC mesh and from 11% error
to 1.4% error with the AAA mesh). The ”T3” simulation is in
poor agreement with the DNS, particularly with the CAC and
BAB meshes.

The ”N2”, ”F5”, and ”M4” simulations are selected for de-
tailed analyzes of the mesh effects (Sec. IV C 1) and the in-
fluence of the thermal conditions (Sec. IV C 2) on the model
performance. Note that the acronym associated with the ”M4”
simulation (”A06+B05-A06+B04 2L cc015 (c4-c2)”) is sim-
plified in ”mixed” in the following figures of this paper for
practical reasons.

C. Detailed results of the selected models

1. Effects of the mesh

Results obtained with the selected simulations are detailed
here. They are divided into two parts. Firstly, mean quantities
are presented then covariances and rms values are studied.

a. First-order statistics The results associated with the
first-order statistics are discussed in this paragraph. Fig. 4
displays the relative error of the three selected closure method
for the three meshes on the mean quantities. The y-axis is
presented with a logarithmic scale. The results show that the
temperature profile is very well estimated by the three T-LES
with an error inferior to 1%. The nomodel simulation gives a
very good approximation of all the mean quantities. Indeed,
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FIG. 3. Normalized error of 16 T-LES for three meshes. From top to bottom, the error is related to mean quantities, correlations, and global
error. Dark-red, orange, and yellow colors respectively stand for the coarsest, average, and finest mesh. The histograms are divided into four
parts that are associated with a model type. The grey, green, red, and blue boxes respectively indicate nomodel, functional models, structural
models, and mixed models T-LES. The short name of the simulations is given at the bottom. The short names of the selected simulations are
enclosed in black boxes.

the maximum error is committed on the streamwise velocity
and it is below 3%. The error associated with the functional
model on the streamwise velocity is divided by two when the
mesh is refined from CAC to AAA computational setup. The
wall heat flux is estimated within 2% error for all the tested
meshes. The error collapses to 0.2% with the AAA mesh.
The functional and mixed models give similar results for the
wall-normal velocity. The two-layer approach permits esti-
mating the streamwise velocity and the wall heat flux with an
error inferior to 1.2% with the two finest meshes. The results
obtained with the CAC computational setup have a margin of
error of 4% at most on the mean quantities.

The classically normalized longitudinal velocity, wall-

normal velocity, and temperature profiles are plotted as func-
tions of the wall-normal direction in Fig. 5. Regarding the
streamwise velocity, all the T-LES are in very good agree-
ment with the DNS from the wall to y+ = 10, i.e. the be-
ginning of the buffer layer. The nomodel simulation tends to
underestimate the velocity profile at both walls. The results
are deteriorated when the mesh is refined which is explained
by the numerical error compensation occurring with the CAC
mesh. On the contrary, the AMDc approach overestimates the
profile. This was also observed with the classical AMD model
in isothermal configuration and at a friction Reynolds num-
ber of 590 by Streher et al.32 and in anisothermal condition at
mean friction Reynolds numbers of 180 and 395 by Dupuy et
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FIG. 4. Relative error on first-order statistics for the three selected T-LES approaches on the three meshes. Dark-red, orange, and yellow colors
respectively stand for the coarsest, average, and finest mesh. When no bar is observed, it means that the error is inferior to 0.1%.
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FIG. 5. Profiles of classically normalized streamwise velocity, wall-normal velocity and temperature as functions of the wall-normal direction.

al.37. The estimation is improved with the finest mesh. As
for the mixed model, it is in good agreement with the DNS
profile with the CAC mesh and gives an excellent estimation
when used with the AAA mesh. Note that, the influence of the
mesh is bigger in the cold side than in the hot side because the

dimensionless cell size is smaller near the hot wall due to the
increase in the fluid viscosity. Focusing on the wall-normal
profile, it appears that all the T-LES give good approxima-
tions of the DNS results. This may due to the fact that this
quantity is involved in the balance of the energy equation.
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The mixed model does not reproduce the plateau, observed
for normalized wall-normal distance superior to y+ = 70. The
functional closure is in very good agreement with the DNS.
The results on the wall-normal velocity are poorly influenced
by the refinement of the mesh in the streamwise and spanwise
directions. As for the temperature profile, the same observa-
tions can be made as for the streamwise velocity profile. The
very good agreement of the mixed model with the DNS can
be highlighted.

b. Second-order statistics Second-order statistics are
more difficult to predict than the mean quantities. They con-
stitute a great challenge for LES.

Fig. 6 exposes the relative error of the three selected models
for the three meshes on the correlations. The velocity cross-
correlation is usually well estimated with LES in isothermal
conditions32,41,58,59. It seems to be also observed in strongly
anisothermal conditions since the three assessed T-LES are
in good agreement with the DNS on this quantity. This is
probably because the cross-correlation term is involved in the
balance of the momentum equation. The nomodel simula-
tion gives very poor estimations of the Reynolds stress ten-
sor diagonal terms, the temperature auto-correlation, and the
streamwise velocity auto-correlation when used with the CAC
and BAB meshes. This is also observed in isothermal con-
figuration, see Meyer and Sagaut60. For the nomodel and
the functional model simulations, the results are globally im-
proved when the mesh is refined. The ”AMDc” approach cou-
pled with the AAA mesh is in quite good agreement with
the DNS with a maximal error of 17% on the correlations
involving the velocity. As for the mixed model, it permits
significantly improving the estimation of the velocity covari-
ances thanks to the combination of the complementary behav-
ior of the AMD (slightly over dissipative) and Bardina (under-
dissipative) models. Notice that, the mixed model associated
with the coarsest mesh gives all the correlations involving ve-
locity with a margin of error of 8%. The temperature fluctu-
ations are the most difficult to predict: none of the assessed
T-LES produce satisfactory results on this quantity. These ob-
servations are in agreement with those of Dupuy et al.37.

The profiles of the Reynolds stress tensor diagonal terms
and the cross-correlation are presented in Fig. 7. The correla-
tion peak observed around y+ = 13 in DNS is reproduced by
all the T-LES. However, it is overestimated, respectively con-
siderably overestimated, by the AMDc model simulation, re-
spectively the nomodel simulation (also observed by Dupuy et
al.37,41 at low friction Reynolds number). The mixed model
provides a very good estimation of the hot side fluctuations
with the CAC mesh and a good estimation of the cold side. For
all the simulations, the peaks of the correlations are mitigated
when the mesh is refined (also noticed by Rezaeiravesh and
Liefvendahl61), which leads to a deterioration of the results in
the case of the mixed model simulation. Notice that the quasi-
plateau observed in the DNS simulation around y+ = 100 and
caused by the high Reynolds number effects46,62,63 is only re-
produced by the simulation carried out with the mixed model
and the AAA mesh. As for the cross-correlation, all the T-LES
are in good agreement with the DNS for the peak estimation.
In the logarithmic region, the ”AMDc” and mixed model sim-

ulations tend to underestimate the hot and cold profiles.
The correlations involving the temperature are given in

Fig. 8. The ⟨u′θ ′⟩+ correlation exhibits similar behavior as
the diagonal terms of the Reynolds stress tensor. The nomodel
simulation and the functional closure simulation tend to over-
estimate the fluctuation peak. The mixed model T-LES pro-
vides a quite satisfying approximation of the profile even if it
is slightly underestimating the peak with the AAA mesh. The
correlations between the wall-normal velocity and the tem-
perature obtained with the T-LES are in good agreement with
the DNS correlation. Nevertheless, the mixed model tends
to overestimate the profile in the center area of the channel
when performed with the AAA mesh. This is linked with
the overestimation of the wall-normal velocity observed in
Fig. 5. The temperature auto-correlation profile shows near
wall peaks around y+ = 15 and a central peak in the chan-
nel center. For the near-wall peaks, the same observation is
made as for the velocity fluctuation peaks. Regarding the cen-
tral peak, it is overestimated by the nomodel simulation and
the mixed model associated with the coarsest mesh. However,
when the AAA mesh is used, the mixed model produces the
best results. This is in agreement with the criticisms on the
eddy diffusivity assumption and show the superiority of the
mixed subgrid heat flux formulation compared to the classical
eddy diffusivity assumption.

2. Effects of thermal conditions

In this part, the effects of thermal conditions on the T-
LES accuracy are investigated. The three selected simula-
tions are assessed in the four operating conditions that are
described in Sec. II. The mesh used for the T-LES is the
coarsest one (CAC). Firstly, the first-order statistics results
are discussed then the second-order results are analyzed. In
the next, the studied nomodel simulation has been performed
with the Quick scheme for the mass convection because the
simulations in the ”S2” and ”S3” thermal conditions diverge
when the second-order scheme is used. The Quick scheme
is upwind and is thus dissipative, which permits reducing the
divergence risks of the simulations.

a. First-order statistics Fig. 9 displays the relative er-
ror of the three selected models for the four thermal operating
conditions on the mean quantities. Due to the heat sink, the
heat flux is not the same at both walls of the channel. For that
reason, the results on hot and cold wall heat fluxes are pre-
sented. The figure shows that the model accuracy on the first-
order statistic does not evolve in the same way for each mean
quantity. Indeed, it seems that, for the simulation performed
with a heat sink, all the models provide a better estimation of
the streamwise and wall-normal velocities when the average
wall heat flux is lower. The temperature estimation is deterio-
rated when the wall heat flux increases for all the tested con-
ditions. Regarding the cold wall heat flux, the results show
that the closer the fluid temperature from the cold wall, the
bigger the T-LES estimation error. This is in agreement with
the analysis carried out in Ref.64. As for the hot wall heat flux,
no evident conclusion can be drawn. None of the tested clo-
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FIG. 6. Relative error on second-order statistics for the three selected T-LES approaches on the three meshes. Dark-red, orange, and yellow
colors respectively stand for the coarsest, average, and finest mesh.
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FIG. 7. Profiles of classically normalized correlations of longitudinal velocity, wall-normal velocity, transversal velocity as well as longitudinal
and wall-normal velocities along the wall-normal direction of the channel.

sure produce an error inferior to 10% for all the investigated
quantities. The classically normalized longitudinal velocity,
wall-normal velocity, and temperature profiles are presented
in Fig. 10. The streamwise velocity is quite well approxi-

mated by the nomodel simulation. The functional model pro-
duces poor results on the cold side and average results on the
hot side of both thermal conditions. The streamwise veloc-
ity is underestimated by the mixed model simulation in the
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covariance of temperature along the wall-normal direction of the channel.

FIG. 9. Relative error on first-order statistics for the three selected T-LES approaches and the four investigated thermal conditions. The lighter
the green color, the bigger the heat sink.

”S3” thermal conditions and overestimated in the ”S1” ther-
mal conditions. The wall-normal velocity is well approxi-
mated by all the T-LES in the ”S1” conditions. In the ”S3”
conditions, the wall-normal velocity is underestimated by the
”Ac03-Ac03” simulation on both sides and overestimated by
the mixed model and the nomodel simulations. Regarding the

temperature profile, the functional model produces quite good
results on the temperature distribution in the ”S3” conditions
and in the hot side of the ”S1” conditions. In the cold side of
the ”S1” conditions, the temperature profile is overestimated
for a normalized wall distance superior to y+ = 20. The mixed
model tends to overestimate the temperature profile for the



T-LES methods to model highly anisothermal and turbulent flows 14

 0

 5

 10

 15

 20

 25

 0.1  1  10  100  1000

U
+

 0

 5

 10

 15

 20

 25

 0.1  1  10  100  1000

T
+

y
+

-0.05

-0.04

-0.03

-0.02

-0.01

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.1  1  10  100  1000

V
+

y
+

S1 nomodel (c4-Q), h
S1 Ac03-Ac03 (c4-c2), h

S1 mixed (c2-c2), h
S1 DNS, h

S3 nomodel (c4-Q), h
S3 Ac03-Ac03 (c4-c2), h

S3 mixed (c2-c2), h
S3 DNS, h

S1 nomodel (c4-Q), c
S1 Ac03-Ac03 (c4-c2), c

S1 mixed (c2-c2), c
S1 DNS, c

S3 nomodel (c4-Q), c
S3 Ac03-Ac03 (c4-c2), c

S3 mixed (c2-c2), c
S3 DNS, c

FIG. 10. Profiles of classically normalized streamwise velocity, wall-normal velocity and temperature as functions of the wall-normal direction
for the thermal conditions denoted ”S1” and ”S3”.

two presented conditions.
b. Second-order statistics Fig. 11 gives the relative er-

ror of the three selected models for the four thermal operat-
ing conditions on the correlations. The second-order statis-
tics are a challenge for LES computations, especially in com-
plex flows. The T-LES results might be explained by the
wall-normal velocity (poorly approximated by the T-LES) that
modify the turbulent structure displacements and thus affect
the model accuracy on the second-order statistics. No clear
tendency appears when observing the behavior of the error
as a function of the thermal conditions. The nomodel simu-
lation provides very poor quality results of the velocity fluc-
tuations. The functional closure has a margin of error lying
between 10% and 50% for ”S0”, ”S1”, and ”S2” operating
conditions. The error is superior to 100% in the ”S3” condi-
tions. The mixed model produces the best results among the
tested LES approaches. Notice that the results are deterio-
rated when the heat sink increases. This is probably due to the
increase of the coupling between the dynamic and the tem-
perature which is poorly considered by the TLES. The con-
stant turbulent Prandtl number hypothesis may not be valid in
case of strong heating and/or asymmetric heating. The sub-
grid term involving the temperature gradient and the thermal
conductivity is neglected in this study but additional investi-
gations are needed to assess the impact of this approximation.
The ⟨u′v′⟩ correlation is quite well approximated by all the
simulations when there is no heat sink. In the ”S3” condi-
tion, which is associated with the highest heat fluxes, the er-

ror is superior to 20% for all the simulations. The estimation
of the correlation of wall-normal velocity and temperature is
also deteriorated when the heat flux is high. The ⟨u′θ ′⟩ quan-
tity is estimated with a margin of error lying between 5% and
20%. Regarding the temperature fluctuations, the nomodel
and the mixed model simulations produce similar results. The
results of the functional model are significantly deteriorated
when compared to the other simulations, except in the ”S3”
conditions. Globally, the proposed mixed model permits im-
proving results on the second-order statistics, even if there is
still room for improvement.

The profiles of the Reynolds stress tensor diagonal terms
and the cross velocity correlation are presented in Fig. 12.
The nomodel simulation significantly overestimates the peak
of ⟨u′u′⟩, ⟨v′v′⟩, and ⟨w′w′⟩ fluctuations, as seen in the ”S0”
thermal conditions. The functional approach produces better
results but the peaks are still overestimated. The mixed model
gives a very good approximation in the ”S3” conditions and in
the hot side of the ”S1” conditions and a good approximation
in the cold side in the low heat flux configuration. The ⟨u′v′⟩
correlation is well approximated in the ”S1” conditions by the
two simulations carried out with models. The nomodel simu-
lation overestimates the peak on the hot sides of both condi-
tions. In the cold side of the ”S3” configuration, the nomodel
gives a good approximation of the peak by the decrease of the
curve is too abrupt when compared to the DNS results. The
mixed model is accurate on the hot side but significantly un-
derestimates the cold side profile.
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FIG. 11. Relative error on second-order statistics for the three selected T-LES approaches and the four investigated thermal conditions. The
lighter the green color, the bigger the heat sink. This maximum plotted error is 100%.
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FIG. 12. Profiles of classically normalized correlations of longitudinal velocity, wall-normal velocity, transversal velocity as well as longitudi-
nal and wall-normal velocities along the wall-normal direction of the channel for the thermal conditions denoted ”S1” and ”S3”.

The correlations involving the temperature are presented
in Fig. 13. The streamwise velocity-temperature and
temperature-temperature correlations are fairly estimated by
the T-LES in the ”S1” conditions. Indeed, the tendencies of
these profiles are reproduced. In the ”S3” conditions, the T-
LES give a poor approximation of the profiles. The peaks

are either significantly overestimated or significantly underes-
timated and, for the ⟨u′θ ′⟩ correlation, the tendencies of the
hot and cold side profiles are not reproduced by the simula-
tions. This means that the temperature transport is poorly esti-
mated. Similar observations can be made for the wall-normal-
temperature correlation: in the ”S1” conditions the profiles are
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FIG. 13. Profiles of dimensionless correlations of longitudinal velocity and temperature, wall-normal velocity and temperature as well as the
covariance of temperature along the wall-normal direction of the channel for the thermal conditions denoted ”S1” and ”S3”.

well approximated but in the ”S3” conditions the T-LES re-
sults are poorer. The nomodel simulation underestimates the
profile amplitude, the functional model simulation overesti-
mates it, and the mixed model does not reproduce the profile
tendency.

c. Spectral analysis In this paragraph, 1D spectra of tur-
bulent kinetic energy in the streamwise direction are investi-
gated at a normalized distance of y+ = 40. They are given
by: ∫ +∞

0
E(kx)dkx =

1
2
(
u2

rms + v2
rms +w2

rms
)
, (43)

where E is the energy level and kx is the wave number in the
streamwise direction. In Figure 14, the turbulent kinetic en-
ergy spectra of T-LES are presented and compared to the DNS
ones in the S0, S1, and S3 conditions. The results show that
the energy content at very low wavenumber is not well cap-
tured, suggesting a difference in the production of energy at
the integral scale. The T-LES tend to slightly overestimate
the −5/3 slope in the inertial range for the three conditions.
A small energy accumulation is observed in the range of the
smallest resolved scale and is due to the under-resolution of
these scales. This is commonly observed in LES65,66. The
energy levels provided by the nomodel simulations are over-
estimated in the S3 conditions, which are the most challenging
due to the strong temperature gradients. The proposed mixed
model produce a good estimation of the turbulence scales that
are associated with the highest energy levels in the three in-

vestigated conditions. This can be explained by the comple-
mentary behaviors of the structural and functional models dis-
cussed in section III C.

V. CONCLUSION

In this paper, T-LES have been proposed and compared
to DNS results in highly anisothermal and turbulent channel
flows with the aim of improving the results of Large Eddy
Simulation in the operating conditions of solar receivers. Both
the velocity-velocity and the velocity-temperature correlation
terms were modeled. Functional, structural, and mixed mod-
els were investigated. Firstly, a global assessment of 16 T-
LES approaches have been performed. Then, three of them
have been selected for more detailed investigations (1) on the
mesh effect and (2) on the influence of the thermal conditions
on the model accuracy.

This study shows that the T-LES results are significantly af-
fected by the mesh resolution and the numerical scheme used
for the discretization of the momentum convection term. Sev-
eral numerical setups are proposed to take advantage of the
numerical effects and the model behaviors. In the investigated
range of grid points, refining the mesh does not necessarily
lead to a better approximation of the first-order statistics. The
results on second-order statistics of the investigated functional
approach and the nomodel simulation are improved when the
number of grid points is increased. Particularly, it permits
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FIG. 14. One dimensional turbulent kinetic energy spectra at y+ = 40 for the S0, S1, and S3 conditions.

to provide a better estimation of the correlations peaks. The
mesh resolution has little influence on the wall-normal veloc-
ity, the cross-correlation, and the wall-normal and temperature
correlation. The best results are obtained with the selected
mixed model, which conducts to estimate the first-order statis-
tics within 8% of error and second-order statistics within 11%
of error (except the temperature fluctuations) with the three
tested meshes.

Regarding the effects of thermal conditions, this study high-
lights the fact that the intensity of the wall heat flux has a great
impact on the accuracy of the models. The T-LES best results
are obtained when the bulk temperature is close to the average
of the wall temperatures (i.e. same heat fluxes at both walls).
Generally, the results are deteriorated in the conditions that
are characterized by the highest heat fluxes. The strong cou-
pling between the dynamic and the temperature is not well
reproduced by the T-LES. None of the investigated models
produces totally accurate results on all the tested quantities.

In the future, the influence of the subgrid terms will be in-
vestigated in those very challenging configurations and mod-
els involving artificial neural networks will be assessed with
the aim of providing reliable results in different thermal oper-
ating conditions that are representative of solar receivers.
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