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#### Abstract

Universal and complete graphical languages have been successfully designed for pure state quantum mechanics, corresponding to linear maps between Hilbert spaces, and mixed states quantum mechanics, corresponding to completely positive superoperators. In this paper, we go one step further and present a universal and complete graphical language for Hermiticity-preserving superoperators. Such a language opens the possibility of diagrammatic compositional investigations of antilinear transformations featured in various physical situations, such as the Choi-Jamiołkowski isomorphism, spin-flip, or entanglement witnesses. Our construction relies on an extension of the ZW-calculus exhibiting a normal form for Hermitian matrices.


## 1 Introduction

Experimentally, all one can infer from a process theory is an outcome distribution. In the case of quantum theory, this distribution is given by the Born rule, stating that the probability of measuring state $1|\phi\rangle$ from a prepared state $|\psi\rangle$ is $|\langle\phi \mid \psi\rangle|^{2}$. A symmetry of the theory is a transformation of the states that leave this rule invariant, i.e. $T$ is a symmetry of quantum theory if it obeys

$$
\begin{equation*}
|\langle\phi \mid \psi\rangle|^{2}=|\langle T(\phi) \mid T(\psi)\rangle|^{2} \tag{1}
\end{equation*}
$$

[^0]for any two states $|\psi\rangle$ and $|\phi\rangle$. In 1931, Wigner proved that the symmetries of quantum theory should be either unitary or antiunitary (see the appendix to Chapter 20 of [48]), meaning that the general form of $T$ in Eq. (1) is
\[

$$
\begin{equation*}
|T(\psi)\rangle=U|\psi\rangle \quad \text { or } \quad|T(\psi)\rangle=U \overline{|\psi\rangle} \tag{2}
\end{equation*}
$$

\]

where $U$ is a linear operator respecting $U^{\dagger} U=I=U U^{\dagger}$, and $\overline{|\psi\rangle}$ is the complex conjugation of $|\psi\rangle$.
This abstract point of view turned out to be extremely useful for all aspects of quantum theory. On the one hand, the study of symmetries has been a very fruitful method for simplifying problems encountered at all scales, from solid-state physics to high-energy physics, with notable uses in atomic physics and quantum information sciences. On the other hand, symmetries have been a guiding principle for the construction of theories such as the standard model and, by extension, Yang-Mills theory (see e.g. [45, 46]).

So far, physicists and quantum computer scientists have been mainly concerned with unitary transformations, the ubiquitous ingredient in the study of dynamics, and little attention has been devoted to antiunitary transformations. There is a clear reason why: unitary transformations represent what can be realised and tested in a (closed) lab. In contrast, one year after his theorem, Wigner showed that antiunitaries are typically involved in the case of a time reversal 47] (see, for example, §11.4.2 of 41] for a source in English), something experimentalists cannot achieve (at least within the current theoretical framework of physics). Still, some quantum computer scientists have started investigating the possible computational advantages processes involving time reversal could provide. We mention in particular the complexity-theoretic study of [1] and the categorical semantics of [39. However, little has been done on the computational power of antiunitaries in general, although some results suggest possible advantages in quantum information [8, 22, 36, and that they may be simulable [5, 19, 40]. Such investigations are actually made difficult by the lack of a clearly defined computational framework because it would require going beyond the usual mathematics underlying quantum circuits. Rigorously put, antiuniatries are associated with positive but not completely positive mappings. Hence, they are outside the framework of quantum computing with open systems, and are assumed non-physical.

Despite this practical limitation and even apart from speculative investigations of computational advantages, these transformations are still of fundamental importance, for example, in the proofs of the CPT and spin statistics theorems [42]. In particular, there is a long history of the use of antiunitary transformation in the mathematics of quantum information theory to identify non-classical behaviour. The canonical example is the Positive Partial Transpose criterion (PPT, also called Peres-Horodecki [28, 38]), giving a necessary condition for states to be separable. Transposition is indeed the prototypical example of an antiunitary transformation in the space of density matrices. It is also involved in the definition of Wooters concurrence [26, 50, and it has been argued to play a particular role in the EPR paradox as well as in quantum teleportation (see [43]).

To better understand the role of antiunitaries in quantum weirdness, it is crucial to have a language that can handle both unitary and antiunitary transformations on the same footing. Therefore, this paper aims to introduce a universal and complete graphical language with enough generators to represent both transformations.

Different graphical languages for depicting quantum states and evolutions exist, from the ubiquitous circuits to the more lax and abstract ZX-, ZW- and ZH-calculi. By weakening the requirement of unitarity, the three latter enjoy a richer structure, namely compact closure, making them more convenient to manipulate. All the aforementioned languages now enjoy a complete equational theory, meaning that any two (pure) circuits or diagrams that represent the same operator can be turned into one another [3, 11, 25, 44, Using the discard-construction [7], it is possible to extend the expressiveness of the languages to mixed states while at the same time preserving their completeness.

In this paper, we add a "anti-unitarity-inducing" generator to one of these languages and provide an equational theory, the completeness of which is proven via normal forms, rather than by a characterization of equivalence in the new semantics as it was done for mixed states. The ZW-calculus turns out to be well suited for the matter, as its pure version enjoys a natural normal form that can be leveraged in our case.

## 2 Preliminaries on Pictorial Quantum Mechanics

In this section, we recall the necessary definitions and properties of the pictorial approach to quantum computing.

### 2.1 Props and Graphical Languages

We represent quantum processes as boxes with $n$ input and $m$ output wires, each wire corresponding to a qubit:

$$
\begin{array}{|c|c|c|c|c|}
\mid \stackrel{n}{\mid} \\
\hline \stackrel{\dddot{m}}{ } \mid \\
\hline
\end{array}
$$

Formally those different processes are organised into props.
Definition 1 (Prop). A prop $\boldsymbol{P}$ is a collection of sets of processes $\boldsymbol{P}[n, m]$ indexed by integers $n, m \in \mathbb{N}$, together with:
$\triangleright$ An associative vertical composition operation: _ ${ }^{\circ} \_\boldsymbol{P}[b, c] \times \boldsymbol{P}[a, b] \rightarrow \boldsymbol{P}[a, c]$ pictured as:

$$
\begin{array}{|c|}
|\cdots| \\
\hline D_{2} \\
|\cdots|
\end{array} \circ \frac{|\cdots|}{D_{1}}\left|\begin{array}{|c|}
\hline \cdots \mid
\end{array}=\frac{|\cdots|}{\mid D_{1}}\right| \begin{array}{|c|}
\mid \cdots \\
\hline D_{2} \\
|\cdots| \\
\hline
\end{array} .
$$

$\triangleright$ An associative horizontal composition operation: $\__{-} \otimes_{\boldsymbol{P}}[a, b] \times \boldsymbol{P}[c, d] \rightarrow \boldsymbol{P}[a+c, b+d]$ pictured as:

$$
\begin{array}{|c|}
|\cdots| \\
\hline D_{1} \\
|\cdots|
\end{array} \otimes \frac{|\cdots|}{|\cdots|} \left\lvert\, \begin{array}{|c|}
|\cdots| \\
\hline D_{2} \\
|\cdots| \\
|\cdots| \\
|\cdots| \\
|\cdots| \\
|\cdots| \\
|\cdots| \\
\hline D_{2} \\
\hline
\end{array}\right.
$$

and satisfying $(f \circ g) \otimes(h \circ k)=(f \otimes h) \circ(g \otimes k)$.
$\triangleright$ Identity processes $i d_{0} \in \boldsymbol{P}[0,0]$ and $i d_{1} \in \boldsymbol{P}[1,1]$, which by horizontal compositions combine into identity processes $i d_{n} \in \boldsymbol{P}[n, n]$ pictured as:

$$
i d_{0}: \begin{gathered}
i_{-}^{-}, \\
1
\end{gathered}, \quad i d_{1}:\left|, \quad i d_{n}:|\dddot{n}|\right.
$$

and satisfying: $f \otimes i d_{0}=i d_{0} \otimes f=i d_{n} \circ f=f \circ i d_{m}=f$ for all $f \in \boldsymbol{P}[n, m]$.
$\triangleright$ A swap $\sigma_{1,1} \in \boldsymbol{P}[1+1,1+1]$ that, combined with identities, provides generalized swaps $\sigma_{a, b} \in \boldsymbol{P}[a+$

We often use the type-theoretic notation $f: n \rightarrow m$ for $f \in \mathbf{P}[n, m]$. Processes with no inputs, i.e. those in $\mathbf{P}[0, m]$ for some $m$, are usually referred to as states.

In category-theoretic terms, a prop is a strict symmetric monoidal category (SMC) with ( $\mathbb{N},+$ ) as a monoid of objects. In other words, there is a distinguished object $X$ in the category such that every object has the form $X^{\otimes n}$ for $n \in \mathbb{N}^{+}$. In categorical quantum information theory, one usually deals with FdHilb, the category whose processes (or arrows) are linear maps between finite-dimensional Hilbert spaces over complex numbers. However, FdHilb is not a prop since its generating objects (wires) can have different dimensions in general. We thus need to fix the dimension of each wire.

This paper will focus on the prop spanned by 2-dimensional complex vectors and its relevant sub-props. We define it as:

Definition 2 (Hilb). The prop Hilb has for processes $n \rightarrow m$ the linear maps $\mathbb{C}^{2^{n}} \rightarrow \mathbb{C}^{2^{m}}$. That is, the space of $2^{m} \times 2^{n}$ matrices with complex entries, denoted $\mathcal{M}_{2^{m} \times 2^{n}}(\mathbb{C})$.

Hilb is thus the prop whose wires are qubit spaces. For this reason, it is sometimes called Qubit in the literature.

A graphical language is then a set of elementary processes (or gates) called generators, together with a set of equations between diagrams formed from the generators called rules.

Categorically, graphical languages are axiomatisations of props. We will often identify a graphical language with the prop it defines, and whose processes are diagrams obtained by combining generators, quotiented by the rewriting rules. A graphical language comes with an interpretation functor defining its semantics; see [4] for more details.

Definition 3 (Graphical language). A graphical language is a tuple $(\Sigma, E, \llbracket \cdot \rrbracket: G \rightarrow \mathbf{P})$ where $\Sigma$ is a set of processes, called the generators; $E$ is a set of equations relating diagrams made of generators, called the rules; $G$ is the prop axiomatised by $\Sigma$ and $E$; and $\mathbf{P}$ is a prop where we define the semantics. The functor $\llbracket \cdot \rrbracket: G \rightarrow \mathbf{P}$ is called the interpretation of the graphical language in $\mathbf{P}$.

A desirable property is that the interpretations of generators span the full semantics.
Definition 4 (Universality). A graphical language is called universal if $\llbracket \rrbracket$ is full, meaning that all processes in $\mathbf{P}$ can be represented by a diagram built using the tensor product and composition from swaps, identities and generators of the language.

The equations are required to be sound, meaning that elements of the graphical language which are equivalent up to rewriting rules have the same interpretation. The converse property - that diagrams with the same interpretation are equivalent in the graphical language - is called completeness.

Definition 5 (Completeness). A graphical language is called complete if $\llbracket \rrbracket$ is faithful, meaning that the equational theory identifies together all the diagrams that have the same interpretation.

Several graphical languages have been shown to be universal and complete for Hilb: the ZX-calculus, the ZH -calculus and the ZW-calculus.

### 2.2 Doubling

The maps in Hilb allow us to represent pure quantum processes like unitary gates but also un-physical scalars; to represent faithfully quantum mechanics, one must shift to the 'doubled' theory.

In this picture, the prop corresponding to Hilb is called Lin; its processes are linear maps between operators, called superoperators, and its states are operators themselves. We will often see a superoperator state $0 \rightarrow n$ as a matrix in $\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C})$.

Definition $6(\mathbf{L i n})$. The prop Lin has for processes $n \rightarrow m$ the linear maps $\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C}) \rightarrow \mathcal{M}_{2^{m} \times 2^{m}}(\mathbb{C})$.
The two props are connected by a construction called 'doubling'. Colloquially, it amounts to passing from states being 'ket' vectors to them being 'ket-bra' matrices (i.e. projectors).

Definition 7 (Doubling). The doubling prop functor double : Hilb $\rightarrow$ Lin is defined on all $A \in$ $\mathcal{M}_{2^{m} \times 2^{n}}(\mathbb{C})$ as double $(A): \rho \mapsto A \rho A^{\dagger}$. In particular on a state $|\phi\rangle: 0 \rightarrow n$ we get: double $(|\phi\rangle)=$ $|\phi\rangle\langle\phi| \in \mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C})$.

The image of Hilb in Lin under doubling is a sub-prop of Lin that we define below.
Definition 8 (Pure maps). A linear map $n \rightarrow m$ is said pure if it has a Kraus rank of 1 .
We denote by Pure the prop whose processes $n \rightarrow m$ are pure maps. Equivalently, Pure is the prop obtained by doubling Hilb.

### 2.3 Process-State Duality

In the language of categories, the props Hilb and Lin are dagger compact categories [15]. It means that in addition to being SMC, they come equipped with an involution, the dagger $\dagger$, as well as a distinguished state, the cap $\curvearrowleft: 0 \rightarrow 2$, and its corresponding dagger dual, the cup $\circlearrowright: 2 \rightarrow 0$. Pictorially, the dagger reverses the direction of the diagrams while conjugating their coefficients. As for the cup and the cap, they satisfy the 'yanking equations':

$$
\begin{equation*}
\bigcap=\mid=\downarrow \Omega \tag{3}
\end{equation*}
$$

and they are invariant to the swap:

$$
\begin{equation*}
\wp=\bigcap \text { and } \circlearrowright=\bigcup \tag{4}
\end{equation*}
$$

The compactness of these props, i.e. having a cup and cap, induces a process-state (sometimes called map/state or channel/state) duality: any process can be made into a state by appending caps to all of its inputs:

In the language of quantum information, the cap is a maximally entangled state, and the cup is the corresponding postselected measurement. Since there are several maximally entangled states, it is customary to pick $\frac{1}{\sqrt{d}}\left(\sum_{k=0}^{d-1}|k\rangle \otimes|k\rangle\right)$. Therefore, for Hilb whose underlying Hilbert spaces are two-dimensional, it is the $\left|\phi^{+}\right\rangle$Bell state.

The process-state duality of $(\mathbf{F d}) \mathbf{H i l b}$ is usually called vectorisation in the literature [21]. In computer science and category theory, this vectorisation process corresponds to the geometry of interaction construction Int [33]. In fact Lin is exactly $\operatorname{Int}(\mathbf{H i l b})$ which is equivalent to Hilb as Hilb is compact closed. We will be primarily interested in the process-state duality for $\mathbf{L i n}$. Since linear maps between density operators are easier to handle when they are turned into density operators themselves, process-state duality occurs much more often in the literature for Lin than for Hilb, where it is common practice to omit the normalization of the cap. This specific instance of process-state duality is usually referred to as the Choi-Jamiotkowski isomorphism.

Definition 9 (Choi-Jamiołkowski isomorphism [10,30]). Let $\mathcal{F}$ be a linear map between square matrices of dimensions $n^{2}$ and $m^{2}$. The Choi-Jamiotkowski isomorphism is a bijective isomorphism between $\mathcal{F}$ and a matrix $F$ given by

$$
\begin{align*}
\left(\mathcal{M}_{n \times n}(\mathbb{C})\right. & \left.\rightarrow \mathcal{M}_{m \times m}(\mathbb{C})\right) \rightarrow \mathcal{M}_{(n+m) \times(n+m)}(\mathbb{C}): \\
\mathcal{F} & \mapsto F:=(\mathcal{I} \otimes \mathcal{F})\left(\sum_{k, l=0}^{n-1}|k\rangle\langle l| \otimes|k\rangle\langle l|\right) \tag{6}
\end{align*}
$$

where $\mathcal{I}$ is the identity map. $F$ is called the Choi matrix of $\mathcal{F}$.
The reverse direction of the isomorphism is the image in $\mathcal{M}_{m \times m}(\mathbb{C})$ of the action of $\mathcal{F}$ on a matrix $\rho$ :

$$
\begin{equation*}
\mathcal{F}(\rho)=\operatorname{Tr}_{\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C})}\left[F\left(\rho^{T} \otimes 1_{\mathcal{M}_{2^{m} \times 2^{m}}(\mathbb{C})}\right)\right] \tag{7}
\end{equation*}
$$

In the above, ${ }^{T}$ is the transposition with respect to a fixed basis, and $\operatorname{Tr}_{\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C})}$ is the partial trace over subsystem $\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C})$.

### 2.4 Completely Positive Maps

Pure only represents closed quantum dynamics between pure states. In order to be more general, we have to consider another sub-prop of Lin containing mixed-state quantum theory. That is, the prop generated by Completely Positive (CP) maps.

Definition 10 (Complete Positivity). A superoperator $\mathcal{F}$ is said to be Completely-Positive (CP) if, for all input positive operators $\rho$, it produces a positive operator, even if applied locally:

$$
\begin{equation*}
\forall \rho, \quad \rho \geq 0 \quad \Rightarrow \quad(\mathcal{I} \otimes \mathcal{F})(\rho) \geq 0 \tag{8}
\end{equation*}
$$

where $\mathcal{I}$ is the identity superoperator.
We denote by $\boldsymbol{C P}$ the prop whose processes $n \rightarrow m$ are the CP superoperators in $\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C}) \rightarrow$ $\mathcal{M}_{2^{m} \times 2^{m}}(\mathbb{C})$.

Through process-state duality, CP maps have a nice characterisation in terms of matrices:
Theorem 1 (Choi [10). The Choi-Jamiotkowski isomorphism maps CP maps to positive semi-definite matrices.

Moreover, the structure of CP maps as an extension of pure maps is well understood: Purification - a standard result (see e.g. [37]) - states these can be obtained by composition of pure maps and partial traces. A canonical way to extend a graphical language for pure to CP maps is then to introduce a generator that will perform the partial trace. In [7][16, [17], this generator is represented as $\perp: 1 \rightarrow 0$.
Proposition 1 (12]). Adding the discard map, i.e. partial trace superoperator, as a generator to a universal set of generators for pure maps provides a universal set of generators for completely positive maps.

Proposition 2 ( 7 ). Any universal and complete graphical language for pure maps extends into a universal and complete graphical language for CP maps by adding the discard generator $\perp$ and the equation:

$$
\begin{aligned}
& \stackrel{1}{V} \\
& \stackrel{1}{=}
\end{aligned}=\stackrel{\perp}{=}
$$

for each isometry $V$, that is, for each map $V$ satisfying $V^{\dagger} V=I$.
Proposition 2 was used in [7] to extend the ZX-, ZH-, and ZW-calculi, which are universal and complete for pure maps, to universal and complete graphical languages for CP maps. It is noteworthy that this can be done with a finite number of (parameterised) equations since a finite set of generators for isometries is known.

## 3 Depicting Hermiticity-Preserving Superoperators

### 3.1 Antilinearity and the Transpose Map

As the initial motivation for this work is the graphical representation of antiunitary maps, we begin by recollecting some facts about these maps.

Definition 11. A map $\theta: \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is called antilinear (or conjugate-linear) if it verifies

$$
\begin{equation*}
\theta\left(c_{1}|\psi\rangle+c_{2}|\phi\rangle\right)=\overline{c_{1}} \theta(|\psi\rangle)+\overline{c_{2}} \theta(|\phi\rangle), \tag{9}
\end{equation*}
$$

for all vectors $|x\rangle,|y\rangle \in \mathbb{C}^{n}$, and for all complex numbers $c_{1}, c_{2} \in \mathbb{C}$.

If the space has an inner product $\langle\cdot \mid \cdot\rangle: \mathbb{C}^{n} \rightarrow \mathbb{C}$, the Hermitian adjoint of an antilinear map can be defined. Let $\theta$ be an antilinear map from $\mathbb{C}^{n}$ to $\mathbb{C}^{m}$, then its adjoint is the map $\theta^{\dagger}: \mathbb{C}^{m} \rightarrow \mathbb{C}^{n}$ which obeys

$$
\begin{equation*}
\langle y \mid \theta(x)\rangle=\left\langle x \mid \theta^{\dagger}(y)\right\rangle \quad \forall x \in \mathbb{C}^{n}, \forall y \in \mathbb{C}^{m} \tag{10}
\end{equation*}
$$

A special class of antilinear operators are the antiunitaries.
Definition 12. An antilinear operator $A$ is an antiunitary if it is normal, i.e. it commutes with its adjoint $A A^{\dagger}=A^{\dagger} A$, and if it conjugates the scalar product,

$$
\begin{equation*}
\langle A(y) \mid A(x)\rangle=\overline{\langle y \mid x\rangle}=\langle x \mid y\rangle \tag{11}
\end{equation*}
$$

Mathematically, antiunitaries are 'one coset away' from unitaries, in the sense that they can always be written as 49

$$
\begin{equation*}
A=U \circ K \tag{12}
\end{equation*}
$$

where $U$ is a unitary and $K$ is an antilinear involution, meaning that it obeys $K(c I d)=\bar{c} K$ for $c \in \mathbb{C}$ and $K^{2}=I d$. Without loss of generality, the same $K$ can be used for all $A$. Thus, constructing a graphical language for antiunitary maps amounts to depicting the map $K$ and its interaction with the $\mathbb{C}$-linear maps. In the case of pure state (single wire) quantum mechanics, the standard choice is to take $K$ as the operation of complex conjugation,

$$
\begin{equation*}
K|x\rangle=\overline{|x\rangle} \tag{13}
\end{equation*}
$$

so that $K\left(c_{1}|0\rangle+c_{2}|1\rangle\right)=\overline{c_{1}}|0\rangle+\overline{c_{2}}|1\rangle$ for example.
This choice induces the use of the transposition as the involution for the mixed state (i.e. doubled) representation. The doubling of a pure state can be written as: $|x\rangle \mapsto|x\rangle \otimes|x\rangle^{\dagger}=|x\rangle \otimes\langle x| \cong|x\rangle\langle x|$. Thus, the doubling of an antiunitary action is: $A|x\rangle \mapsto A|x\rangle \otimes(A|x\rangle)^{\dagger}=U \overline{|x\rangle} \otimes(U \overline{|x\rangle})^{\dagger}=U \overline{|x\rangle} \otimes \overline{\langle x|} U^{\dagger} \cong U \overline{|x\rangle\langle x|} U^{\dagger}$. And since $|x\rangle\langle x|$ is self-adjoint this yields

$$
\begin{equation*}
A|x\rangle \mapsto U(|x\rangle\langle x|)^{T} U^{\dagger} \tag{14}
\end{equation*}
$$

Since the transposition is a linear map on the space of density matrices, this construction linearly extends from the pure processes to all processes.

Using the result of Wigner, unitaries and antiunitaries are symmetries of density matrices,

$$
\begin{equation*}
\mathcal{U}(\rho)=U \rho U^{\dagger} \quad \text { or } \quad \mathcal{A}(\rho)=U \rho^{T} U^{\dagger} \tag{15}
\end{equation*}
$$

Surprisingly, going to the doubled picture does not induce any new symmetries beside these two (see App. A and B of $[9$ for a proof).

When deriving the mixed state representation of antiunitaries, we implicitly assumed that they behave properly under the tensor product. Nonetheless, this is not true in general. Consider the case where we want to apply a complex conjugation on one part in a bipartite state. On the one hand:

$$
\begin{align*}
(K \otimes I) e^{i \theta}|x y\rangle & =(K \otimes I)\left(e^{i \theta}|x\rangle\right) \otimes|y\rangle  \tag{16}\\
& =\overline{e^{i \theta}|x\rangle} \otimes|y\rangle=e^{-i \theta} \overline{|x\rangle} \otimes|y\rangle
\end{align*}
$$

On the other hand:

$$
\begin{align*}
(K \otimes I) e^{i \theta}|x y\rangle & =(K \otimes I)|x\rangle \otimes\left(e^{i \theta}|y\rangle\right) \\
& =\overline{|x\rangle} \otimes\left(e^{i \theta}|y\rangle\right)=e^{i \theta} \overline{|x\rangle} \otimes|y\rangle \tag{17}
\end{align*}
$$

a contradiction! In reality, there is no mathematically consistent direct product of a linear and antilinear operator within the category of complex linear spaces 43. However, the equality holds up to a phase, a norm one complex number, suggesting that the difficulty disappears when moving to mixed-state quantum mechanics and completely positive maps. As we have seen above, in mixed-state quantum mechanics,
antiuniatries are represented by a transposition followed by a unitary. As this representation is linear on the space of density matrices, there is no longer a mathematical problem of mixing unitaries and antiunitaries; a map like

$$
\begin{equation*}
(\mathcal{A} \otimes \mathcal{I})(\rho \otimes \sigma)=U \rho^{T} U^{\dagger} \otimes \sigma \tag{18}
\end{equation*}
$$

is well-defined. Therefore, we can establish a suitable process theory and start looking for a graphical representation of the antiunitary maps. Moreover, we already know that antiunitary maps decompose into $\mathcal{A}=\mathcal{U} \circ \mathcal{T}$, where $\mathcal{U}$ is a unitary adjoint action, and $\mathcal{T}$ is the transposition map. Consequently, the graphical study of antiunitaries reduces to adding the transposition as a new operation in mixed-states quantum mechanics.

There is nonetheless a physical problem that remains: the transpose map is a positive ( P ) but not completely positive ( CP ) map. For this reason, it is not a valid quantum evolution; it does not map density matrices to density matrices when applied locally. It can be seen, for example, when applying a transpose on one part of a Bell state: the resulting matrix is no longer positive semi-definite; hence it cannot be a valid quantum state. Thus, adding the transposition requires one to pay the price of leaving the category of CP maps for a larger category of superoperators.

### 3.2 Hermiticity-Preserving Superoperators

Luckily, the sub-prop of Lin freely spanned by tensor and composition of CP maps with $\mathcal{T}$ admits a nice description as Hermiticity-preserving superoperators.
Definition 13 (Hermiticity-Preserving superoperators). A superoperator $\mathcal{H}$ is said to be HermiticityPreserving (HP) if for all operator $\rho$ :

$$
\begin{equation*}
\rho=\rho^{\dagger} \quad \Rightarrow \quad \mathcal{H}(\rho)=\mathcal{H}(\rho)^{\dagger} \tag{19}
\end{equation*}
$$

We denote by HP the prop whose arrows $n \rightarrow m$ are the HP superoperators in $\mathcal{M}_{2^{n} \times 2^{n}}(\mathbb{C}) \rightarrow \mathcal{M}_{2^{m} \times 2^{m}}(\mathbb{C})$.
Contrary to positive superoperators, HP superoperators are stable by tensor product. Hence there is no need to consider a notion of "completely HP" superoperator. We have Pure $\subset \mathbf{C P} \subset \mathbf{H P} \subset \mathbf{L i n}$, as represented in Figure 1.


Figure 1: Inclusion of the different props.

Moreover, HP has the following property:
Theorem 2 (De Pillis [18, Proposition 1.2). The Choi-Jamiotkowski isomorphism maps HP maps to Hermitian matrices.

In category-theoretical terms, this mapping corresponds to the fact that $\mathbf{H P}$ is a compact closed subcategory of Lin, with the same objects but morphisms restricted to HP maps. Thus, to each map $n \rightarrow m$ in HP, we can associate a unique state $0 \rightarrow n+m$. This duality allows to show results on HP maps while manipulating only Hermitian matrices.

We can sum up the process-state duality between the different props as follows:

| Prop | Processes | States |
| :---: | :---: | :---: |
| Pure | pure | rank-1 positive Hermitian matrices |
| CP | CP | positive Hermitian matrices |
| HP | HP | Hermitian matrices |
| Lin | linear | matrices |

One may have expected the positive maps to form a sub-prop in-between CP and HP. However, they do not since P maps are not stable by tensor composition. Note for completeness that the corresponding states are the positive on pure tensor matrices (34].

## $4 \quad \mathrm{ZW}^{\dagger}$-Calculus

We choose the ZW-Calculus [14,23] as the starting graphical language for our extension, as it features a natural normal form that will help us get completeness. For those who already the language, our extension consists in adding a $1 \rightarrow 1$ generator - which we may consider as an edge type as shown in the following depicted as $\dagger$.

One ZW-calculus is defined for each commutating subring of $\mathbb{C}$ [24]. This ring defines the domain in which some parameters will live. This generalisation allows us to represent different fragments of quantum computations, each time with a complete equational theory. For simplicity, we fix a subring $R$ right away, such that $\frac{1}{2} \in R$, and take the liberty not to recall it every time. We then define $\mathbf{H i l b}_{R}$ as the subcategory of Hilb where maps have coefficients in $R$. We similarly define $\operatorname{Lin}_{R}$ and $\mathbf{H} \mathbf{P}_{R}$.

### 4.1 Diagrams

The qubit $\mathbf{Z} \mathbf{W}^{\dagger}$-Calculus is a $\dagger$-compact prop as defined above, with the following set of generators in string-diagram representation:

$$
\left(r \in R \text {, by convention: } \begin{array}{c}
\cdots \\
\ldots
\end{array}:=\left(\begin{array}{c}
\cdots \\
(1) \\
\ldots
\end{array}\right)\right.
$$

$$
\begin{aligned}
& \triangleright \text { 尼 } 2 \rightarrow 2 \\
& \triangleright t: 1 \rightarrow 1
\end{aligned}
$$

The dagger $\dagger$ acts on the generators as follows:
and leave the other generators unchanged.
A property of these generators is that diagrams built from them can be deformed at will. More formally the tick, the white nodes and black nodes are flexsymmetric [6], meaning that for any permutations $\sigma$ encoded by swaps we have:


$$
\begin{aligned}
& \triangleright(\Omega)^{\dagger}=\circlearrowright
\end{aligned}
$$

$$
\begin{aligned}
& \triangleright(\circlearrowleft)^{\dagger}=\bigcap
\end{aligned}
$$

$$
\begin{aligned}
& \triangleright \stackrel{\left(\begin{array}{l}
n \\
\stackrel{r}{r} \\
\ddot{m}
\end{array}\right)}{\left(\begin{array}{l}
\text {. }
\end{array}\right.}: n \rightarrow m \\
& \triangleright \stackrel{(\stackrel{n}{\bullet}}{\stackrel{\circ}{m}}): n \rightarrow m
\end{aligned}
$$

This last equation implies in particular:

$$
\bigcirc=t=\bigcup
$$

Notice, however, that one should understand as a kind of swap as it is not flexsymmetric. We cannot freely change the order of its inputs/outputs. The axioms governing this generator will be made clear in the upcoming equational theory.

In the following, we explain how to understand a $\mathbf{Z W}^{\dagger}$-diagram as a quantum operator. Equations introduced so far are sound with respect to this interpretation.

### 4.2 Semantics

The vanilla ZW-Calculus comes with a standard interpretation which allows us to understand $\mathbf{Z W}$-diagrams as pure quantum operators over the ring $R: \llbracket . \rrbracket: \mathbf{Z W} \rightarrow \mathbf{H i l b}_{R}$.

The standard interpretation $\llbracket . \rrbracket$ can be defined as a monoidal functor - both sequential and parallel compositions are preserved -, acting as follows on the generators:

$$
\begin{aligned}
& \triangleright \llbracket\left[\begin{array}{l}
\stackrel{n}{\bullet} \\
\stackrel{r}{\prime} \\
\ddot{m}
\end{array}\right] \rrbracket=\left|0^{m}\right\rangle\left\langle 0^{n}\right|+r\left|1^{m}\right\rangle\left\langle 1^{n}\right| \\
& \triangleright \llbracket\left(\begin{array}{l}
\because . \\
\stackrel{n}{\dddot{m}})
\end{array}\right]=\sum_{\substack{x, y \in\{0,1\}^{n+m} \\
|x \cdot y|=1}}|y\rangle\langle x| \\
& \triangleright \llbracket \& \rrbracket=\sum_{i, j \in\{0,1\}}(-1)^{i j}|j i\rangle\langle i j| \\
& \triangleright \llbracket \curvearrowright \rrbracket=\llbracket \cup \rrbracket^{\dagger}=|00\rangle+|11\rangle \\
& \triangleright \llbracket>\rrbracket=\sum_{i, j \in\{0,1\}}|j i\rangle\langle i j|
\end{aligned}
$$

where $x \cdot y$ is the concatenation of the two bitstrings, and $|x \cdot y|$ is the Hamming weight - the number of non-0 symbols - in that concatenation. For instance, $\llbracket$ a $\ \rrbracket=|001\rangle+|010\rangle+|100\rangle$.

It is possible to leverage the existence of this standard interpretation to define semantics for $\mathbf{Z W}^{\dagger}$ diagrams. To do so, we need to map $\mathbf{Z} \mathbf{W}^{\dagger}$-diagrams to $\mathbf{Z W}$-diagrams in a meaningful way.

First, we will define a monoidal functor to usual $\mathbf{Z W}$-diagrams. Although this functor is very straightforward and easy to work with, it does not provide us with the interpretation we want for $\mathbf{Z W}^{\dagger}$-diagrams, i.e. as Hermiticity-preserving maps, in particular, because the usual semantics of $\mathbf{Z W}$-diagrams is into $\mathbf{H i l b}_{R}$ and not $\operatorname{Lin}_{R}$.

To fix this issue, we will define another functor into a particular construction over ZW-diagrams fit for describing superoperators.

### 4.2.1 Unzipping

We call this first functor Unzip to distinguish it from the usual doubling used to include pure maps into superoperators.

Definition 14. We define the monoidal functor Unzip: $\mathbf{Z W} \mathbf{W}^{\dagger} \rightarrow \mathbf{Z W}$ which maps any $n \rightarrow m$ diagram to a $2 n \rightarrow 2 m$ diagram via:

$\triangleright$ \& $\rightarrow$ 权
$\triangleright \cap \mapsto \infty$

As explained previously, it is possible to give the semantic of $\mathbf{Z} \mathbf{W}^{\dagger}$-diagrams as $\llbracket \operatorname{Unzip}(\cdot) \rrbracket$, and this is actually enough to define semantical equivalence between diagrams.

### 4.2.2 Superoperators

Here we first wrap ZW-diagrams into a category that allows us to define superoperators. It turns out that the so-called "Int"-construction (see e.g. [2]) is well suited.

Definition 15. We define the category $\operatorname{Int}(\mathbf{Z W})$ as the prop whose arrows $n \rightarrow m$ are $n+m \rightarrow n+m$ ZW-diagrams, the identity (on 1) is $\dot{\mathcal{X}}$, and the compositions are defined as follows:

The . symbols in the definition above are visual cues to avoid specifying the domain and codomain of each diagram (which would otherwise be necessary, as we have to distinguish between e.g. $1 \rightarrow 1$ from $0 \rightarrow 2$ morphisms). This construction forms a monoidal category 33.

Intuitively, time flows from left to right in $\operatorname{Int}(\mathbf{Z W})$-diagrams, and . separates the inputs, on its left, from the outputs on its right. It is possible to turn $\operatorname{Int}(\mathbf{Z W})[n, m]$-diagrams into usual $\mathbf{Z W}[n+m, n+m]$-diagrams through functor $\iota$, which, graphically, simply removes the • symbols.

We may define an interpretation $\llbracket \cdot \rrbracket_{\text {Lin }}$ of such diagrams, this time as superoperators, i.e. $\llbracket \cdot \rrbracket_{\text {Lin }}$ : $\boldsymbol{\operatorname { I n t }}(\mathbf{Z W}) \rightarrow \mathbf{L i n}$, as:
where $\rho \in \mathcal{M}_{2^{n} \times 2^{n}}(R)$ and $D_{\rho}$ is any $\mathbf{Z W}$-diagram such that $\llbracket D_{\rho} \rrbracket=\rho$. Such a diagram always exists by universality of $\mathbf{Z W}$-diagrams [24], and its choice does not change the result of the interpretation.

We may now define how to understand $\mathbf{Z} \mathbf{W}^{\dagger}$-diagrams as $\operatorname{Int}(\mathbf{Z W})$-diagrams:
Definition 16. We define the monoidal functor $\mathrm{HP}: \mathbf{Z} \mathbf{W}^{\dagger} \rightarrow \mathbf{I n t}(\mathbf{Z W})$ that acts on generators as follows:

We may illustrate the use of . by emphasising that:

$$
\begin{aligned}
& \mathrm{HP}(\curvearrowleft)=\cdot \stackrel{\bullet}{\bullet} \quad \mathrm{HP}(t)=\stackrel{\bullet}{\curvearrowleft} \\
& \operatorname{HP}(\mho)=\bigcup^{\bigcup} .
\end{aligned}
$$

The map's name HP stands for "Hermiticity-preserving", since, as we will see in the following, states of $\mathbf{Z W}{ }^{\dagger}$ represent Hermitian operators, and morphisms represent superoperators that preserve Hermiticity.

We can show that the two semantics above are isomorphic. There exists an invertible map $\Psi$ such that the following diagram commutes:


We define $\Psi$ on all ZW $f: 2 n \rightarrow 2 m$, and $\Psi^{-1}$ as:


Proposition 3. The above functors $\Psi$ and $\Psi^{-1}$ are inverses of one another.
It is now possible to combine the standard interpretation $\llbracket . \rrbracket$ of $\mathbf{Z W}$-diagrams with either Unzip or HP to define a standard interpretation $\llbracket . \rrbracket^{\dagger}$ for $\mathbf{Z W}{ }^{\dagger}$ diagrams. Regarding the upcoming universality of the language, it is more natural to use HP. Hence we choose $\llbracket . \rrbracket^{\dagger}:=\llbracket \mathrm{HP}(.) \rrbracket_{\text {Lin }}$.

As we will see in the following, all the equations of $\dagger$-compactness preserve the semantics: if $D_{1}=D_{2}$ then $\llbracket D_{1} \rrbracket^{\dagger}=\llbracket D_{2} \rrbracket^{\dagger}$. The reciprocal is the problem of completeness: capturing all diagrammatic transformations that keep the semantics unchanged. In the matter, the equations of $\dagger$-compactness are not enough, we need to add axioms to the equational theory.

### 4.3 Equational Theory

The vanilla ZW-Calculus already has a complete equational theory for $\mathbf{H i l b}{ }_{R}$. It is reminded in Figure 2 2a
Each of these equations remains sound in $\mathbf{Z W}{ }^{\dagger}$, but they are not enough for completeness. For instance, the following equation: $\dagger=\mid$ which is sound since:

$$
\operatorname{HP}(t)=\underset{\sim}{\sim} \cdot \boldsymbol{\sim}=\dot{X}=\operatorname{HP}(\mid)
$$


$\therefore-8$
$\underset{\sim}{8}=:$

$$
8=
$$





$$
B=8
$$

(a) Set of rules for the $\mathbf{Z W}$-Calculus, with $r, s \in R$.

$$
\begin{aligned}
& i=1 \\
& \infty=\stackrel{-1}{T} \\
& \vdots=1 \\
& \vdots=\emptyset
\end{aligned}
$$



$$
\begin{aligned}
& x^{x}=8 \\
& \text { (b) Naturality axioms for } \dagger \text {. }
\end{aligned}
$$

(a) Set of rule for
(c) Additional axioms.

Figure 2: All $\mathbf{Z W}^{\dagger}$ axioms.
or equivalently:

$$
\operatorname{Unzip}(t)=\aleph=|\quad|=\operatorname{Unzip}(\mid)
$$

cannot be inferred from an equational theory that contains no mention of $t$. We thus need to add axioms that are specific to the new generator. A first series is straightforward to obtain under the idea that the tick $t$ is natural between identity and conjugation. These are gathered in Figure 2b,

Those rules are enough to derive the previous equation:

$$
t=f t=9 t=\square=1
$$

However, it seems to be not enough to reach completeness. Driven by the upcoming proof through normal forms, we add a few new axioms, presented in Figure 2c. Formally, when a series of rewrites from Figures 2a. 2b and 2c are used to transform $D_{1}$ into $D_{2}$ we should write $\mathbf{Z} \mathbf{W}^{\dagger} \vdash D_{1}=D_{2}$. Since there is only one axiomatisation in this paper, we take the liberty to not specify " $\mathbf{Z} \mathbf{W}^{\dagger} \vdash$ ". Any equality between diagrams from now on should be understood as an equality permitted by the axiomatisation. Notice that since the whole axiomatisation of $\mathbf{Z W}$ is contained in that of $\mathbf{Z} \mathbf{W}^{\dagger}$, we have $\mathbf{Z W} \vdash D_{1}=D_{2} \Longrightarrow \mathbf{Z} \mathbf{W}^{\dagger} \vdash D_{1}=D_{2}$. Moreover, by completeness of $\mathbf{Z W}$, any sound equation between $\dagger$-free diagrams is necessarily provable in $\mathbf{Z W}{ }^{\dagger}$.
Proposition 4 (Soundness). For any two $\mathbf{Z} \mathbf{W}^{\dagger}$-diagrams $D_{1}$ and $D_{2}: \quad \mathbf{Z} \mathbf{W}^{\dagger} \vdash D_{1}=D_{2} \Longrightarrow \llbracket D_{1} \rrbracket^{\dagger}=$ $\llbracket D_{2} \rrbracket^{\dagger}$

## 5 Universality and Normal Form

We show in this section that diagrams of $\mathbf{Z} \mathbf{W}^{\dagger}$ capture exactly Hermiticity-preserving operators over $R$. We can first show this claim for states:
Proposition 5. The states of $\mathbf{Z} \mathbf{W}^{\dagger}$ represent Hermitian operators, i.e.: $\quad \forall f \in \mathbf{Z} \mathbf{W}^{\dagger}[0, n], \llbracket f \rrbracket^{\dagger}=\llbracket f \rrbracket^{\dagger}$.
We can then lift this result to arbitrary morphisms of $\mathbf{Z} \mathbf{W}^{\dagger}$ :
Corollary 1. Diagrams of $\mathbf{Z} \mathbf{W}^{\dagger}$ represent Hermiticity-preserving superoperators. Indeed, diagrams of $\mathbf{Z} \mathbf{W}^{\dagger}$ map states of $\mathbf{Z} \mathbf{W}^{\dagger}$ to states of $\mathbf{Z} \mathbf{W}^{\dagger}$, thereby mapping any Hermitian operator to another Hermitian operator.

In other words the restriction of $\llbracket \cdot \rrbracket_{\text {Lin }}$ to $\operatorname{HP}\left(\mathbf{Z} \mathbf{W}^{\dagger}\right)$ maps into $\mathbf{H P}_{R}$. Accordingly, we consider the codomain of $\llbracket \cdot \rrbracket^{\dagger}$ to be $\mathbf{H} \mathbf{P}_{R}$.

It remains to show the reciprocal: that a $\mathbf{Z} \mathbf{W}^{\dagger}$-diagram can represent any morphism of $\mathbf{H} \mathbf{P}_{R}$. To simplify the proof, we notice that the process-state duality can be adapted here to make $n \rightarrow m$ superoperators and $0 \rightarrow n+m$ superoperators isomorphic. It allows us to focus on states only. We then give a map that will build a $\mathbf{Z} \mathbf{W}^{\dagger}$-diagram from any Hermitian operator and show that the obtained diagram does indeed represent the operator:
Definition 17 (Normal Form). Let $\mathcal{N}$ be the map that associates every state $f \in \mathbf{H P}_{R}[0, n]$ with a ZW ${ }^{\dagger}$ diagram in the following way:

where $\left|\vec{x}_{i}\right\rangle=\left\langle\left.\vec{x}_{i}\right|^{\dagger}=\mid x_{i_{1}}, \ldots, x_{i_{n}}\right\rangle, x_{i_{j}} \in\{0,1\}$ (similarly for $\vec{y}$ ), and such that, between the white node with parameter $\lambda_{i} / 2$ and the $k$-th output, there is:
$\triangleright$ an edge $\mid$ if $x_{i_{k}}=1$
$\triangleright$ a ticked edge $\dagger$ if $y_{i_{k}}=1$
We call this form normal form, as it will be used later in the proof of completeness.
Example 1. An arbitrary 1-qubit Hermitian operator will be mapped as follows:


Although the normal form defined above behaves well for the proof of completeness, it seems not to use the Hermiticity of the morphism. In particular, for any term $\lambda_{i}\left|\vec{x}_{i}\right\rangle\left\langle\vec{y}_{i}\right|$ with $\vec{x}_{i} \neq \vec{y}_{i}$ in the sum, there should be another term $\lambda_{j}\left|\vec{x}_{j}\right\rangle\left\langle\vec{y}_{j}\right|$ such that $\lambda_{j}=\bar{\lambda}_{i}, \vec{x}_{j}=\vec{y}_{i}$ and $\vec{y}_{j}=\vec{x}_{i}$. In Example 1, such a pair would be the terms with coefficients $b$ and $\bar{b}$. Any such pair can be merged into a single term in the normal form, using the naturality axiom for Z-spiders, and the following lemma:

## Lemma 1.



When all such simplifications are done, the resulting diagram corresponds to the following way to write a Hermitian matrix exploiting its symmetry:

$$
H=\sum_{i=1}^{m} \lambda_{i}\left|\vec{x}_{i}\right\rangle\left\langle\vec{y}_{i}\right|=\sum_{i=1}^{\frac{m+d}{2}}\left(\lambda_{i}^{\prime}\left|\vec{x}_{i}\right\rangle\left\langle\vec{y}_{i}\right|+\bar{\lambda}_{i}^{\prime}\left|\vec{y}_{i}\right\rangle\left\langle\vec{x}_{i}\right|\right),
$$

in which $d$ is the number of diagonal coefficients. Notice in particular that diagonal coefficients are counted twice here, so it is important to keep in mind that diagonal coefficients must be halved in the normal form. Such a diagram will be called the reduced normal form.

The map $\mathcal{N}$ creates a $\mathbf{Z} \mathbf{W}^{\dagger}$-state with the semantics of the starting Hermitian operator, i.e.:
Proposition 6. For all $f \in \mathbf{H P}_{R}[0, n], \llbracket \mathcal{N}(f) \rrbracket^{\dagger}=f$.
Corollary 2 (Universality). For any $f \in \mathbf{H P}_{R}[0, n]$, there exists $D \in \mathbf{Z} \mathbf{W}^{\dagger}$, such that: $\llbracket D \rrbracket^{\dagger}=f$

## 6 Capturing Completely Positive Maps

In the last section, we proved that adding the tick generator to the ZW-calculus provides a sound and universal graphical language whose interpretation yields the set of Hermiticity-Preserving maps. Considering that the set of $\mathbf{C} \mathbf{P}_{R}$ maps (the intersection of $\mathbf{C P}$ and $\mathbf{H} \mathbf{P}_{R}$ maps) is a subset of the $\mathbf{H} \mathbf{P}_{R}$ maps, the discard generator should be contained within $\mathbf{Z W} \mathbf{W}^{\dagger}$. In this section, we show how to represent specifically the $\mathbf{C} \mathbf{P}_{R}$ maps and how the axioms for the naturality of $\dagger$ are essentially enough for completeness in that fragment.

Discard should have the following images in unzip and HP:

$$
\operatorname{unzip}\left(\frac{1}{=}\right)=\circlearrowright \quad \operatorname{HP}\left(\frac{1}{=}\right)=\left.\right|^{\bullet}
$$

This generator can be represented in $\mathbf{Z} \mathbf{W}^{\dagger}$ as:

$$
\operatorname{HP}(\stackrel{1}{8})=\stackrel{\ominus}{8}_{\dot{8}}^{\bullet}=1^{\cdot}=\operatorname{HP}\left(\frac{1}{=}\right)
$$

Reference [7] also provides a simple set of rules concerning $\perp$ that makes the extended language complete for CP maps. When replacing $\frac{1}{=}$ by 8 , these equations become:


Proposition 7. If half phases are allowed in $R$ (i.e. $e^{i \alpha} \in R \Longleftrightarrow e^{i \frac{\alpha}{2}} \in R$ ), the rules of Figure 2a and Figure $2 b$ are enough to derive the above equations. If instead we only have $e^{i \frac{\pi}{4}} \in R$, then adding the axiom $\left.\frac{1}{2}\right)=8$ is enough.

## 7 Completeness

We show here the central result of the paper: the axiomatisation given in Figures 2a, 2b and 2c entirely captures semantical equivalence. That is to say, any two diagrams with the same interpretation can be turned into one another only by local application of the diagram transformations given in this axiomatisation.

To show this result, we reuse the normal form defined in Section 5. The normal form will constitute the canonical representative of an equivalence class. If we show that any diagram can be put in normal form, we show as a consequence that any two diagrams with the same semantics can be rewritten into one another. We shall prove that all the generators can be put in normal form, and that all compositions of diagrams in normal form can be put in normal form.

First, we show a pretty handy transformation on normal forms, adapted from [24]:
Lemma 2 (Negation). Given a diagram in (reduced) normal form, the diagram obtained by adding (or removing) to one of the outputs can be rewritten in (reduced) normal form by independently complementing the $\mid$ and $\dagger$ connections of that output to the white vertices, in the following sense:


This lemma proves useful in particular in the upcoming proof of tensor product of normal forms:
Proposition 8. The tensor product of two diagrams in normal form can be put in normal form.
For showing the result on compositions of normal form, as well as for generators, the following two lemmas prove useful:

Lemma 3. Applying either or - on an output of a diagram in normal form gives a diagram that can be put in normal form.

Lemma 4. Applying $\downarrow$ to a pair of outputs of a diagram in normal form gives a diagram that can be put in normal form.

We can now prove the following:
Proposition 9. The sequential composition of diagrams in normal form (which, through the process-state duality, amounts to several applications of $\circlearrowleft$ to pairs of outputs) gives a diagram that can be put in normal form.

Proof of Proposition 4. One can easily show that $\cup=$. Then, using Lemmas 2, 43 and 3, one can turn the diagram obtained by application of $\cup$ to a pair of outputs into normal form.

Compositions of normal forms can therefore be put in normal form. It now remains to show that the generators of $\mathbf{Z} \mathbf{W}^{\dagger}$-diagrams can themselves be put in normal form:

Proposition 10. The generators of the $\mathbf{Z} \mathbf{W}^{\dagger}$-Calculus can be put in normal form.
The main result of the paper follows:
Theorem 3. The axiomatisation in Figures $2 a, 2 b$ and 20 is complete for Hermiticity-preserving operators, i.e.:

$$
\forall D_{1}, D_{2} \in \mathbf{Z} \mathbf{W}^{\dagger}, \quad \llbracket D_{1} \rrbracket^{\dagger}=\llbracket D_{2} \rrbracket^{\dagger} \Longleftrightarrow \mathbf{Z} \mathbf{W}^{\dagger} \vdash D_{1}=D_{2}
$$

Proof. Since all generators can be put in normal form, and all compositions of diagrams in normal form can be put in normal form, any diagram can be put in normal form. Since the rewrite rules are sound, the diagram in normal form has the same semantics as the initial one. By the uniqueness of the normal form, any two diagrams with the same semantics can be put in the same normal form, showing that the two can be turned into one another.

## 8 Applications

We conclude by providing some illustrations of the possibilities offered by our graphical language. These are brief sketches of applications whose thorough development could be the subject of further investigations.

### 8.1 Scalar Product and Dagger

In categorical quantum mechanics, the scalar product is often computed using the cup. However, the corresponding bilinear form is strictly linear in both components and thus does not match the usual Hermitian scalar product of the Hilbert space, which has an antilinear component. This is fine as long as we consider processes in the real-linear subspace. It amounts to identifying the underlying Hilbert space with its dual.

The problem is that, by doing so, the cap and the maximally entangled states get confused into a single equation. Nevertheless, if observed carefully, the cap 'connects' the Hilbert space with its dual (which should be represented by a complex conjugated copy of itself since the inner product is sesquilinear). In contrast, the maximally entangled state 'connects' the Hilbert space with a copy of itself (i.e. it is a bipartite state).

The two are different on non-real vectors. Consider, for example, the +1 eigenstate of the $Y$ matrix, $|i\rangle:=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. In single wire, the cap of two such elements is different from their inner product,

$$
\begin{equation*}
(\langle i| \otimes\langle i|) \circ\left(\sum_{k=0}^{1} \frac{1}{\sqrt{2}}|k\rangle \otimes|k\rangle\right)=0 \neq\langle i \mid i\rangle=1 . \tag{22}
\end{equation*}
$$

In the above, the $|i\rangle$ and the cap were expressed in their usual vector form in the computational basis, $\langle i| \otimes\langle i|=\frac{1}{2}(1-i-i-1)$, and $\left(\sum_{k} \frac{1}{\sqrt{2}}|k\rangle \otimes|k\rangle\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right)$. Diagrammatically:

$$
\overbrace{\langle i|}^{\langle i|}=\overbrace{i}=-(1)=0 \neq\langle i \mid i\rangle=1
$$

In doubled, this becomes:

$$
\begin{align*}
\operatorname{Tr}\left\{(|i\rangle\langle i| \otimes|i\rangle\langle i|)^{\dagger} \cdot \phi^{+}\right\} & =\operatorname{Tr}\left\{|i\rangle\left\langle\left. i\right|^{\dagger} \cdot \mid i\right\rangle\left\langle\left. i\right|^{T}\right\}=0\right. \\
& \neq \operatorname{Tr}\left\{|i\rangle\left\langle\left. i\right|^{\dagger} \cdot \mid i\right\rangle\langle i|\right\}=1 \tag{23}
\end{align*}
$$

The usual workaround for this problem, is to label direct and dual Hilbert spaces using arrows, resulting in 'Hairy Spiders' [15, §8.6.3], which were pioneered in [13, 17]. These can be awkward to work with, but luckily, the tick provides a way to circumvent the $Y$ basis issue without using hairy spiders. In the doubled theory, the tick has a natural 'arrow-less' formulation, allowing us to define a new kind of cup which indeed recovers the scalar product:

$$
\llbracket \underbrace{|x\rangle\langle x|}|y\rangle\langle y| \rrbracket=|\langle x \mid y\rangle|^{2}
$$

In the same way that the cap and cup can be used to transpose linear transforms, we can use the tick to represent $\dagger$ of diagrams internally as:

$$
\stackrel{\square}{D^{\dagger}}=\stackrel{( }{D}
$$

It can be checked that it satisfies the defining property of the adjoint i.e. $\left\langle D^{\dagger} x \mid y\right\rangle=\langle x \mid D y\rangle$, in the doubled picture:

Hence, the definition of a diagram being unitary becomes:

$$
\square \sqrt[\square]{D} \sqrt{D}=\stackrel{\square}{D} \mid=
$$

### 8.2 Proper Choi-Jamiołkowski

The reader may have noticed the transposition in the definition of the reverse direction of the ChoiJamiołkowski (CJ) isomorphism, eq. (7). It is again a symptom of identifying a Hilbert space with its
dual. In other words, when one uses the cap in process-state duality. The cap indeed provides a linear identification of spaces that should be anti-isomorphic. Therefore, the transpose appears to 'repay' the forgotten antilinearity.

It has been argued elsewhere (see e.g. [20, 27, 32, 35,43 ) that process-state duality should be conducted using an antilinear map, with the most straightforward solution being to add a transposition on one part of the dual state. The advantage is that there is no longer a transposition lurking in the computations. In terms of diagrams, there is no risk of omitting a complex conjugation.

The fix proposed here to represent the CJ isomorphism properly is the same as above: replacing the cap (resp. cup) with a cap (resp. cup) with a tick.

$$
\stackrel{\rightharpoonup}{D} \mapsto \underset{1}{D} \quad \stackrel{\square}{\square} \mapsto \underset{\mid}{\square}
$$

The difference between the two is flagrant when considering the map state duality when a symmetry group


Using the antilinear isomorphism we can see that equivariant maps corresponds to invariant states, which is not true when using the linear isomorphism.

### 8.3 PPT Criterion

One of the main applications of antilinearity in quantum information theory is the design of entanglement witnesses. A state is said separable if it can be written as a convex sum of pure tensor states, and is said entangled otherwise. Detecting entanglement is a difficult task. A necessary condition can be obtained using antilinearity; it is called the PPT criterion.
Lemma 5 (PPT criterion [28,38]). If a bipartite state $\rho$ is separable, then it satisfies:

$$
\in \mathbf{C P}
$$

We will rephrase it graphically. First, we start by giving a diagrammatical characterisation of separability:
Lemma 6. A bipartite state $\rho$ is separable if and only if there are $C P$ maps $A$ and $B$ such that:


Proof. First, starting with a diagram of the right form and computing the semantics, we get $\sum_{k} A(|k\rangle\langle k|) \otimes$ $B(|k\rangle\langle k|)$ which is separable. Now for the converse, given a separable state $\rho=\sum_{k} A_{k} \otimes B_{k}$ we only have to find superoperators $A$ and $B$ such that $A(|k\rangle\langle k|)=A_{k}$ and $B(|k\rangle\langle k|)=B_{k}$. Given any family of CP maps $A_{k}$, we can construct such map $A$ as follows. We purify all $A_{k}$ with an auxiliary system of the same size (assuming maximal Kraus rank in general), giving pure maps $A_{k}^{\prime}$. Then we control all those pure maps into a pure map $A^{\prime}$ satisfying $A^{\prime}(|k\rangle\langle k|)=A_{k}^{\prime}$. Finally, we trace out the control input and get the desired map $A$.

From this characterisation, we can directly show that the PPT criterion is a necessary condition:


### 8.4 Spin Flip

We end this list of illustrations with an example of a new kind of transformation one can represent using ticks: the spin-flip. This transformation acts on a qubit state $\rho$ as $\rho \mapsto Y \rho^{T} Y$, and can be represented diagrammatically as: $\stackrel{-1}{-1}{ }_{-}^{1}$.

Recall that a 1-qubit state can be parametrised by a vector in the Bloch ball, given by the tuple $\vec{r}=$ $\left(r_{x}, r_{y}, r_{z}\right)$, in the following way:

$$
\begin{aligned}
\rho & =\frac{I+\vec{r} \cdot \vec{\sigma}}{2}=\frac{I+r_{x} X+r_{y} Y+r_{z} Z}{2} \\
& =\frac{1}{2}\left(\begin{array}{cc}
1+r_{z} & r_{x}-i r_{y} \\
r_{x}+i r_{y} & 1-r_{z}
\end{array}\right)
\end{aligned}
$$

The spin-flip then amounts to a central symmetry of the Bloch sphere, matching each point to its antipodes. In a sense, this is the true (logical) negation of a qubit in the Bloch sphere.

The above morphism is thus supposed to map $\rho$ defined by $\vec{r}$ to $\rho^{\prime}$ defined by $-\vec{r}$. This can be checked using e.g. the normal form of $\rho$ (ignoring overall scalar of $\frac{1}{4}$ ):


Spin-flipping offers an example of the peculiar role played by antiunitaries in quantum information. In [22] it was shown that more information could be stored in a pair of antiparallel spin states rather than two parallel ones. This purely quantum phenomenon can be tracked to the fact that, in the former case, the states are related by an antiunitary transformation, the spin-flip. This corroborates the fact that two local operations enriched with an antiunitary generator (in this case, the preparation of the two spin states, followed by the spin-flip of one of them) allows to do more than without the antiunitary (in this case, to succeed a protocol with better efficiency).

## 9 Discussion

We showed that adding a generator for partial transpose, the tick, is sufficient to extend universal and complete graphical languages for pure quantum operations to one for Hermiticity-preserving operations. In addition, we provided a normal form for diagrams using the ZW-calculus, providing a completeness result. We also extended the doubling construction to include the tick under the name of the Unzip functor and provided a connection to the Int functor.

A consequence of our results is a partial answer to the question of completeness for Clifford +T CP maps, left open in [7]. Indeed, when taking $R:=\mathbb{Z}\left[\frac{1}{2}, e^{i \frac{\pi}{4}}\right]$ (which obviously contains $\frac{1}{2}$ ) we precisely end up in
the Clifford +T fragment [31. This means we can now show diagrammatic equality between two Clifford+T CPM diagrams. However, we may have to use the full power of the present axiomatisation and, in the process, have diagrams that are not locally CPMs but merely Hermiticity-preserving operators.

Contrary to [7] we have completeness for the Clifford+T fragment and unrestricted quantum computation (when taking $R:=\mathbb{C}$ ). But, not for the Clifford fragment, which the $\mathbf{Z} \mathbf{W}^{\dagger}$ diagram cannot represent, no matter what ring $R$ we take (since the W-state itself is outside of the fragment). We leave getting an complete equational theory for Clifford HP maps as an open question.

An important caveat, compared to other more established axiomatisations, is that there does not appear to be a good interpretation of the axioms of Figure 2c. Finding such interpretations, or simplifying the current axioms with ones that do have natural meanings, is left as an open question as well. Another unanswered question in this work is the necessity of the axioms, and consequently the minimality of the equational theory.

As stated above, we managed to provide the completeness result using normal forms -a different method than [7]. The reason is that the positivity of a matrix is challenging to express algebraically. This is why the proof of completeness for $\mathbf{C P}$ uses purification instead of the normal form. Hermiticity is, however, a simpler property, allowing direct proof of completeness using normal forms. The restatement of the proof in terms of purification is left for future works generalising the notion of purification for Hermiticity-preserving operators, paving the way toward a categorical characterisation of HP via a universal property as done for CP in [29]. Such uniform characterisation would allow us to extend completeness to other graphical languages like ZX- and ZH-calculi more naturally than by direct translation of the present axioms, and could even prove useful for similar issues in quantum circuits, which are not compact close.
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## A Proofs of Section 4

Proof of Proposition 3. That $\Psi$ and $\Psi^{-1}$ are inverses of one another is direct, one merely undoes the permutation of inputs/outputs from the other one. For the rest, we may want to prove that $\Psi \circ$ unzip $=$ HP. We show this by induction on the structure of the diagrams:
$\triangleright$ When $D=D_{1} \otimes D_{2}$ :

$$
\begin{aligned}
& \Psi\left(\operatorname{unzip}\left(\begin{array}{cc}
|\cdots| & |\cdots| \\
\hline D_{1} & \left.\begin{array}{c}
\cdots \\
\hline \cdots \mid \\
\hline \cdots \mid \\
\hline \cdots \mid \\
\hline \cdots \mid
\end{array}\right)
\end{array}\right)\right.
\end{aligned}
$$

$\triangleright$ When $D=D_{2} \circ D_{1}$ :


$\triangleright$ For $\dagger$-free generator $g$ :

where $\bar{g}$ stands for the "conjugate" of the generator $g$ : it is $g$ itself for all generators except for the Z-spider, in which case the parameter $r$ becomes $\bar{r}$. Exchanging inputs and outputs performs the transpose, hence $g^{\dagger}$ is obtained by composition of inputs-outputs swapping and conjugation.
$\triangleright$ Finally, for $\dagger$ :

$$
\begin{aligned}
\Psi(\operatorname{unzip}(t)) & =\Psi(>)=\Im \\
& =\mathrm{HP}(t)
\end{aligned}
$$

Proof of Proposition 4. The axioms of Figure 2a are obviously sound, as they are in ZW (through unzip for instance, we simply end up with two copies of the same diagram). It is also pretty straightforward to see that the axioms of 2 b are sound using unzip. We can show the one with the Z -spider for example:

The axioms from Figure 2 C are the ones that really need a proof:
-

-

easily checked, equalities:


$\triangleright$ To prove the soundness of the last axiom, we are going to show the equality for every element in a basis that spans the space of some inputs. More precisely, we have to show the equality between two $3 \rightarrow 2$ diagrams. After doubling, these become $6 \rightarrow 4$ diagrams. We are going to show the equality for all classical states spanning the space of the two leftmost and the two rightmost inputs:
$-|\mathbf{0 0} * * \mathbf{0 0}\rangle$ : Since the two leftmost (resp. the two rightmost) input states are equal, we can reason with the diagram before doubling:

$-|\mathbf{1 1} * * * *\rangle$ : Notice that by symmetry of the diagrams, the derivation for $|* * * * 11\rangle$ is completely
similar. Again, we can reason here with the diagrams before doubling:

$-|\mathbf{1 0} * * * *\rangle$ : In that case, we are going to show that the obtained diagram is the zero map in each case:

and:


Again, by symmetry, the similar equalities are obtained for inputs $|01 * * * *\rangle,|* * * * 01\rangle$ and $|* * * * 10\rangle$.
Finally, all the ways to apply a classical state to the two leftmost and the two rightmost inputs end up with the same diagrams on both side. By linearity, this implies that the two diagrams have the same interpretation.

The following lemmas are fairly direct and are used extensively in the derivations to come:

## Lemma 7.

$$
\xi=6=8
$$

## Lemma 9.

$$
0_{0}^{\infty}=\frac{10}{\infty}
$$

## Lemma 8.

$$
\theta=o
$$

## Lemma 10.



## Lemma 12.



Proof of Lemma 7.

$$
\theta=\hat{\theta}_{0}^{t}=0=0
$$

Proof of Lemma 8.

$$
\dot{q}=\hat{q}=f_{0}^{t}=\hat{q}=\dot{q}
$$

Proof of Lemma 9



Proof of Lemma 12.


Proof of Lemma 11.


## B Proofs of Section 5

Proof of Proposition 5. Let $f$ be a state in $\mathbf{Z} \mathbf{W}^{\dagger}$. Suppose is has $p$ occurrences of $f$ (we may try to reduce this number using the equational theory, but this is not a concern). It is then possible to push them out using elementary diagram deformations:

$$
\hat{f}=\frac{f^{\prime}}{|\cdots|}
$$

We actually do not have to go through the whole interpretation to show that this is mapped to a Hermitian operator; we only have to look at what HP maps it to. First, we can show that the cup with a tick on it is mapped to the following:


It is direct to check that an $n$-fold tensor of identities is mapped as follows:


From the previous two mappings, we deduce that their tensor product is mapped to:


Finally, we get that:

since $f^{\prime}$ is $\quad \dagger$-free. Now, if we cast this $0 \rightarrow n$ superoperator into the corresponding $(n \rightarrow n)$ operator through $\iota$, we can easily check that the latter is indeed Hermitian in $\mathbf{Z W}$ and hence $\llbracket f \rrbracket^{\dagger}$ is Hermitian.

Proof of Lemma 1.


Proof of Proposition 6. First of all, let us consider that the diagram is already in reduced normal form:

We may prove the result by induction on $m$.
$\triangleright$ Case $\mathbf{m}=\mathbf{0}:$ In this case, the diagram is reduced to: $\boldsymbol{\bullet} \ldots \boldsymbol{\ell}$, which indeed represents the 0 map, as $\llbracket \bullet \rrbracket^{\dagger}=0$.
$\triangleright$ Case $\mathbf{m}=\mathbf{1}$ : This case is not necessary, but it will be reused in the following. The diagram in this case is reduced to:
 By reordering the outputs, we can write the diagram as follows:

with $\lambda=\lambda_{1}^{\prime}$. It is then mapped through HP to:

whose interpretation is

$$
\lambda\left|0^{a} 1^{b} 0^{c} 1^{d}\right\rangle\left\langle 0^{a} 0^{b} 1^{c} 1^{d}\right|+\bar{\lambda}\left|0^{a} 0^{b} 1^{c} 1^{d}\right\rangle\left\langle 0^{a} 1^{b} 0^{c} 1^{d}\right|
$$

Undoing the permutation we did to group outputs together does put the non-zero coefficients to their designated place.
$\triangleright$ Case m: We will use the following identity:

which can be proven as:

and

. If we apply this to the diagram in normal form,
on the first coefficient, we get:


Notice that the left term is the case $m=1$, and that right term is a diagram in normal form with $m-1$ white nodes. Hence, we may apply the induction hypothesis on it to get:


$$
=\lambda_{1}^{\prime}\left|\vec{x}_{1}\right\rangle\left\langle\vec{y}_{1}\right|+\bar{\lambda}_{1}^{\prime}\left|\vec{y}_{1}\right\rangle\left\langle\vec{x}_{1}\right|
$$

$$
+\sum_{i=2}^{m}\left(\lambda_{i}^{\prime}\left|\vec{x}_{i}\right\rangle\left\langle\vec{y}_{i}\right|+\bar{\lambda}_{i}^{\prime}\left|\vec{y}_{i}\right\rangle\left\langle\vec{x}_{i}\right|\right)
$$

This finishes the proof.

## C Proofs of Section 6

Lemma 13. If $R$ contains all half angles, then $e^{i \frac{\pi}{4}}, e^{-i \frac{\pi}{4}} \in R$. If $e^{i \frac{\pi}{4}} \in R$, then $\sqrt{2}, \frac{1}{\sqrt{2}} \in R$.
The following equations are sound and $\dagger$-free, whence they are derivable in $\mathbf{Z W}$ by completeness, and a fortiori also in $\mathbf{Z} \mathbf{W}^{\dagger}$ :

$\stackrel{\sigma}{\cdots}=\operatorname{coc}_{\cdots}^{\cdots}$

$\triangleright \dot{\phi}_{0}^{\circ}=\stackrel{\sigma_{-1}^{0}}{\phi_{0}^{0}}$
$\triangleright \stackrel{-i}{\otimes_{0}^{0}}=\stackrel{\bullet-\sqrt{2}}{e^{i \frac{\pi}{4}} \cdot(i)}$
$\stackrel{-1}{\infty_{0}}=0{ }_{0}^{0}$
$\triangleright \sigma_{0}^{1}=\begin{aligned} & 1 \\ & 0\end{aligned}$

$\triangleright \underset{\phi}{\phi}=\theta$

Proof of Proposition 7. If $R$ contains all half angles, $-1=e^{i \pi} \in R$, $e^{i \frac{\pi}{2}} \in R$ so $e^{i \frac{\pi}{4}} \in R$, hence $e^{-i \frac{\pi}{4}}=$ $\left(e^{i \frac{\pi}{4}}\right)^{7} \in R$. Then $\sqrt{2}=e^{i \frac{\pi}{4}}+e^{-i \frac{\pi}{4}} \in R$ and $\frac{1}{\sqrt{2}}=\frac{\sqrt{2}}{2} \in R$.
$\triangleright \quad \dot{Q}=\boldsymbol{Q}=\boldsymbol{0}=$
$\triangleright$ If $R$ contains all half-angles:
else:

$$
\begin{aligned}
& =\underset{\left(\frac{1}{2}\right)}{\mathbf{~}}=\stackrel{\dot{8}}{\mathbf{Q}}=\frac{1}{9}
\end{aligned}
$$

$$
\begin{aligned}
\triangleright \underset{e^{i \alpha}}{\bullet} & =\frac{0}{e^{i \alpha}} \dot{\theta}=\stackrel{0}{e^{i \alpha}} \dot{0}=\frac{e^{i \alpha}}{\frac{e^{i \alpha}}{\varphi}} \\
& =\frac{0}{9}=
\end{aligned}
$$

$\triangleright$ First:


$$
=Q_{0}^{0}=0_{0}^{0}=9
$$

Then:

$\triangleright$ First:


$$
\begin{aligned}
& 80 \cdot-i=8-i=0_{8}^{9}
\end{aligned}
$$



## D Proofs of Section $[7$

Proof of Lemma 园, First:


Then:



## Lemma 14.



Proof of Lemma 14. First:

then:


Lemma 15.


Proof of Lemma 15.


Proof of Proposition 8 .



Proof of Lemma 3. Notice first that by the Negation Lemma, if the result is true for then it is true for - If we look at the case $\boldsymbol{\bullet}$, we get:


It then remains to apply the copy rule and the W-spider rule as many times as possible. This will remove the white nodes that were initially connected to the output (through $\mid, f$, or both) and all the produced will be absorbed thanks to the spider rule to either the top W -spider or the ones at the outputs.

Proof of Lemma 4. We have:


 same type. In doing so, the white node is deleted and again it suffices to merge all occurrences of $\boldsymbol{\ell}$ and apply Lemma 2 to arrive to the normal form.

## Lemma 16.



Proof of Lemma 16.


Proof of Proposition 10.
$\triangleright$ The normal form of the Z-spider can be obtained as:


$\triangleright$

$\triangleright$ For the W-spider, let us first look at the first 4 possible degrees: a W-spider of degree 0 is already in normal form. For the degree 1: $\boldsymbol{\emptyset}=\Omega$, since the cap can be put in normal form, and thanks to Lemma 3, this generator can be put in normal form. For the degree 2: $\quad=0$, and this time it is Lemma 2 that puts the diagram in normal form. Finally for degree 3 :
 is, the $0 \rightarrow 3 \mathrm{~W}$-spider can be obtained by applying the $2 \rightarrow 1 \mathrm{~W}$-spider on the tensor product of a cap with itself. Since the cap can be put in normal form, thanks to Proposition 8 its tensor product with itself can be put in normal form, and by Lemma 4 the application of $\zeta$ yields a diagram that can be put in normal form. W-spiders with a larger degree can then be obtained by compositions of the smaller ones, as: (...) = M...
$\triangleright$ By completeness of the $\mathbf{Z W}$-Calculus:

$$
\varepsilon=\underbrace{-1}_{0}!_{0}^{0} e_{-1}^{0}
$$

i.e. it is a composition of generators we already showed how to put in normal form. It can hence be put in normal form.


[^0]:    ${ }^{1}$ We use the usual Dirac notation for complex vectors $\left(|\Psi\rangle \in \mathbb{C}^{n}\right.$ called ket) and their dual $\left(\langle\Psi|=|\Psi\rangle{ }^{\dagger}\right.$, called bra, and where $\dagger$ is the dagger, that is, the transpose conjugate or Hermitian adjoint). See [37] for more info.

