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A b s t r a c t

Formalizing surgical activities as triplets of the used instruments, actions performed, and target anatomies is becoming
a gold standard approach for surgical activity modeling. The benefit is that this formalization helps to obtain a more
detailed understanding of tool-tissue interaction which can be used to develop better Artificial Intelligence assistance for
image-guided surgery. Earlier efforts and the CholecTriplet challenge introduced in 2021 have put together techniques
aimed at recognizing these triplets from surgical footage. Estimating also the spatial locations of the triplets would offer
a more precise intraoperative context-aware decision support for computer-assisted intervention. This paper presents
the CholecTriplet2022 challenge, which extends surgical action triplet modeling from recognition to detection. It
includes weakly-supervised bounding box localization of every visible surgical instrument (or tool), as the key actors,
and the modeling of each tool-activity in the form of 〈instrument, verb, target〉 triplet. The paper describes a baseline
method and 10 new deep learning algorithms presented at the challenge to solve the task. It also provides thorough
methodological comparisons of the methods, an in-depth analysis of the obtained results, their significance, and useful
insights for future research directions and applications in surgery.

K e y w o r d s : Action detection, tool localization, fine-grained activity recognition, surgical action triplet, weak supervision,
CholecT50, computer-assisted surgery.
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1. Introduction

Real-time video analysis will become an essential part of
surgical intervention (Mascagni et al., 2022). It can offer
context-aware intraoperative decision support to surgeons us-
ing AI computational models capable of extracting knowledge
from live video data with reliability, accuracy, and speed (Ver-
cauteren et al., 2019; Nwoye, 2021). The goal is to provide new
intraoperative assistance thanks to the complementary analy-
sis of the surgical workflow in terms of activity recognition
(Twinanda et al., 2016; Lecuyer et al., 2020), tool (or instru-
ment) detection and tracking (Jin et al., 2018a; Al Hajj et al.,
2018; Nwoye et al., 2019), tissue/tumor segmentation and clas-
sification (Luengo et al., 2021; Wang et al., 2022; Maqbool
et al., 2020), etc. Despite the tremendous progress made in the
research community, activity modeling, such as phase recog-
nition (Czempiel et al., 2020; Gao et al., 2021), is still coarse-
grained and does not contain the details needed for highly adap-
tive AI assistance in the operating room (OR). The fine-grained
counterparts, such as action recognition (Khatibi and Dezyani,
2020; Wagner et al., 2021), leave out the details about the
anatomy operated on.

The quest for a better and more comprehensive activity
modeling led to the formalization of surgical activities as
triplets (Nwoye, 2021; Katic et al., 2014, 2015) taking into ac-
count the details of the operating instruments, manipulated tis-
sues/targets, and verbs of action describing the interaction. Ear-
lier work on surgical action triplet recognition (Nwoye et al.,
2020, 2022b; Xi et al., 2022; Li et al., 2022; Cheng et al., 2022)
including our previous CholecTriplet2021 challenge (Nwoye
et al., 2022a) concentrate primarily on the presence detection of
these triplets from laparoscopic videos. Localizing also the spa-
tial regions of action triplets across video frames would advance
research on tool-tissue interaction understanding and help de-
velop assistance systems delivering valuable AI feedback and
automated warnings.

This paper presents CholecTriplet20221, an endoscopic vi-
sion challenge organized at MICCAI 2022 for the detection of
surgical action triplets in laparoscopic videos. This is an exten-
sion of the previous edition of the international competition on
triplet presence detection at MICCAI 2021 with spatial local-
ization of the instruments performing the actions (illustrated in
Fig 1). The challenge was organized under the aegis of the En-
doscopic Vision (EndoVis) grand-challenge (Zia et al., 2022)
and presented at MICCAI 2022 in Singapore. The interna-
tional challenge provided a scientific platform for the develop-
ment of deep learning solutions for surgical action triplet detec-
tion in the OR. During the contest, registered participants were
granted privileged access to a part of the CholecT50 dataset
(Nwoye et al., 2022b) used as training data. The provided data
labels are based on binary presence only, motivating the con-
testants to innovate by proposing alternative approaches, such
as weak supervision, for modeling the localization aspect of the
task. Meanwhile, some spatially annotated mini-samples of the

∗Corresponding author
1https://cholectriplet2022.grand-challenge.org

dataset are provided for checks and validation. Useful code
repositories, a validation system, a discussion forum, a sub-
mission server, support, and other helpful resources were also
provided. A total of 11 teams participated in the challenge and
presented several promising technologies using AI to replicate a
detailed understanding of tool-tissue interactions that experts in
minimally invasive surgery have acquired through many years
of training.

In addition to these contributions brought by the event itself,
the post-challenge report offers contributions on its own. Here,
we study and present in this paper, a summary of the challenge
activities, a theoretical description of all presented methods, an
in-depth methodological analysis, and a method comparison.
We benchmark the developed algorithms against their rivals and
the baseline using the same criteria, and report the obtained re-
sults which are in the range of 18.8-35.0% for triplet recogni-
tion, 0.3-41.9% on instrument localization, and 0.08-4.49% on
triplet detection using average precision metrics at a threshold
of 0.5 IoU, which is very strict for weakly supervised methods.
We also illustrate, using a rich selection of qualitative results,
the behavior of proposed methods under various visual and pro-
cedural challenges associated with surgical video datasets. We
highlight some strategic findings on the suitability of the ob-
served computer vision techniques for surgical workflow activ-
ity modeling and discuss the significance and relevance of the
presented results to the advancement of AI in surgery. We con-
clude with a survey polling the participants on their experiences
and how to standardize and improve future events.

The rest of the paper is organized as follows: a review of re-
lated works in the next section helps to position our work in the
research domain. This is followed by a summary of the chal-
lenge setup and activities. A detailed description, analysis, and
comparison of the methods with the adapted evaluation proto-
cols are presented in the subsequent sections. Afterwards, the
findings are analyzed and discussed in terms of their benefits
and limitations. And the study concludes by discussing the fu-
ture potential of the work done.

2. Related work

The CholecTriplet challenge relates to several research top-
ics, for which we present the relevant literature in this section.

2.1. Activity recognition

Recognizing human activities from videos is a central task in
computer vision, approached in different ways depending on
the visual context - natural or medical images. Early meth-
ods from general computer vision employed architectures based
only on 2D Convolutional neural networks (CNN): Karpathy
et al. (2014) explored them in various pooling configurations,
while Simonyan and Zisserman (2014) used a pair of 2D CNN
to simultaneously exploit RGB data and optical flow. More
advanced forms of temporal modeling for activity recognition
followed, starting with the long-term recurrent convolutional
networks (LRCN) from Donahue et al. (2015): this architec-
ture incorporated a long short time memory (LSTM) recurrent
neural network as a model for temporal dependencies between

https://cholectriplet2022.grand-challenge.org
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(a) (b) (c)

Fig. 1. Illustration of the 3 sub-tasks of the CholecTriplet2022 challenge on the CholecT50 dataset: (a) Triplet recognition: triplet binary labels, (b)
Instrument localization: instrument binary + instrument spatial labels, and (c) Triplet detection: triplet binary + instrument spatial labels. Represented
surgical action triplets are illustrated for different time points during laparoscopic cholecystectomy.

frames. 3D CNN (Tran et al., 2015; Carreira and Zisserman,
2017; Xie et al., 2018; Feichtenhofer et al., 2019) take a dif-
ferent approach by using spatio-temporal convolutions. Recent
developments led to the video Transformers (Bertasius et al.,
2021a; Liu et al., 2022b), built around spatio-temporal atten-
tion mechanisms.

In surgical computer vision, the most common activity recog-
nition task is phase recognition. Several models were proposed
for this task: Twinanda et al. (2016) used the same concept as
the LRCN (Donahue et al., 2015), combining a ResNet-152
model with an LSTM on the Cholec80 dataset. Variations of
the same architecture were employed in subsequent works on
the same dataset (Funke et al., 2018; Yu et al., 2019; Jin et al.,
2018b, 2021; Gao et al., 2021). Other types of temporal models
were explored, such as temporal convolutional networks (TCN)
by Czempiel et al. (2020), as well as Ramesh et al. (2021), who,
in addition to phase, carried out the finer-grained task of step
recognition. Most recently, the Transformer models (Czempiel
et al., 2021) were explored for surgical activity recognition.

Overall, surgical computer vision has mostly focused on
coarse-grained, long-range activity recognition tasks, leading to
models that are different from those found in natural computer
vision.

2.2. Action triplet: from recognition to detection

Beyond coarse-grained activity recognition, activities that in-
volve more than one component provide an exciting way to
understand the complexity of an activity. Fine-grained activi-
ties are commonly denoted by a triplet of 〈subject, verb, ob-
ject〉 where subject denotes the actor, verb the type of activ-
ity, and object the end target of the activity. To this end, Chao
et al. (2015) analyzed a diverse set of human-object interaction
instances. Mallya and Lazebnik (2016) first extracted human
and object region of interest features from a CNN and applied
Multi-Instance Learning (MIL) technique for activity predic-
tion. Chao et al. (2018), on the other hand, modeled individual
and pairwise associations of detected objects along with graph-
based label correlation in a multi-stream architecture. Gkioxari
et al. (2018) utilized FasterRCNN to detect humans and objects
in a multi-task learning setup. Qi et al. (2018) adopted a graph
structure with detected humans and objects as nodes in an iter-
ative message-passing method. Zou et al. (2021) and Tamura

et al. (2021) employed transformer-like architecture in an end-
to-end learning approach with the help of matching loss and
learnable queries. Zhang et al. (2022) proposed a two-stage
unary and pairwise token-based transformer to analyze human-
object interaction.

Action triplets in the context of surgical computer vision
were introduced in Katic et al. (2014, 2015) as a piece of com-
plementary information from surgical triplets to help with the
main task of surgical phase recognition. Action triplet recog-
nition as a primary task was first introduced in Nwoye et al.
(2020) where they designed unary branches to predict triplet
components: instrument, verb, and target, and a learnable 3D
interaction space to model an association between the compo-
nents. Later, Nwoye et al. (2022b) introduced an improved
transformer-style model with an attention-based mechanism to
further enhance triplet components association towards triplet
recognition. Xu et al. (2021) employed a transformer model
along with adversarial learning to generate captions, akin to
triplets, depicting semantic relationships between components
involved in a surgical scene. Lin et al. (2022) assigned instru-
ment and target bounding boxes to triplet information and uti-
lized a spatio-temporal graph for instrument-target interaction
detection in cataract surgery.

2.3. Datasets: from recognition to detection

Action datasets offer a large choice of tasks to be learned and
performed by algorithms, with variations in granularity as well
as the nature of the proposed task. From general computer vi-
sion, one early example of action classification datasets is PAS-
CAL VOC (Everingham et al., 2005), with 10 action classes
and static images only. To better capture actions, video datasets
were released: UCF-101 (Soomro et al., 2012), followed by
Charades (Sigurdsson et al., 2016) and Kinetics (Carreira and
Zisserman, 2017). Another solution for capturing more infor-
mation on actions is to add spatial detection: V-COCO (Gupta
and Malik, 2015) extended the original COCO dataset (Lin
et al., 2014) with bounding boxes around interacting elements.
HICO-DET (Chao et al., 2015), centered around human-object
interaction, offered similar annotations. Video datasets with
spatial action detection, such as UCFSports (Soomro and Za-
mir, 2014) or AVA (Gu et al., 2018) exist as well.

Action recognition in the surgical domain mainly comes in
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the form of surgical phase classification, as proposed by the
Cholec80 dataset (Twinanda et al., 2016) dividing cholecystec-
tomy into 7 phases. The CATARACTS dataset (Al Hajj et al.,
2019) contained similar phase annotations for cataract surgery.
Finer-grained descriptions of activities were featured in the By-
pass40 dataset (Ramesh et al., 2021) via surgical steps. Addi-
tional information can also come in the form of spatial detec-
tions: Vardazaryan et al. (2018); Nwoye et al. (2019) used an
extension of Cholec80 with instrument bounding boxes on the
test set, for the evaluation of weakly supervised object detec-
tors; however, those only located actions in an indirect manner.
Actual action localization was offered by the SARAS-ESAD
dataset (Bawa et al., 2021; Lin et al., 2022), with bounding
boxes pointing to action verbs being performed.

Overall, action datasets have evolved towards more detailed
and complex tasks, gradually adding more information in the
form of interaction labels or bounding boxes. Our work con-
tinues in this direction by proposing a weakly supervised ac-
tion localization task on the CholecT50 dataset (Nwoye et al.,
2022b).

2.4. Benchmark challenge: from recognition to detection

International challenges have become a de facto standard for
benchmarking image analysis algorithms (Wiesenfarth et al.,
2021). They have a significant impact on the research commu-
nity, oftentimes, encouraging a surge in new research directions
owing to their characteristic creation of shared datasets, as well
as incentives for best-performing algorithms. And more signif-
icantly, they offer a more reliable result benchmarking by with-
holding their test data from the public domain and comparing
rival algorithms using the same criteria. The PASCAL VOC
challenge (Everingham et al., 2005) and the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) (Russakovsky
et al., 2015) are among the earliest image analysis challenges
featuring deep learning methods albeit focusing on simple clas-
sification. Subsequent challenges advance the recognition task
to object detection (Lin et al., 2014; Everingham et al., 2010),
single and multi-object tracking (Dendorfer et al., 2020; Chen
et al., 2021; Kristan et al., 2016), segmentation (Cordts et al.,
2016; Voigtlaender et al., 2019), etc., spearheading the devel-
opment of state-of-the-art models. Repeating some challenges
over the years comes with either or both increasing the size of
datasets and task difficulty.

The first MICCAI grand challenge organized in 2007 in
Brisbane brought similar benefits to biomedical image anal-
ysis. Notable in the surgical data science domain is the
M2CAI 2016 challenge2 featuring both surgical workflow anal-
ysis and tool presence detection for laparoscopic cholecys-
tectomy leading to the creation of widely used datasets in
the field: m2cai16-workflow (Stauder et al., 2016; Twinanda
et al., 2016), m2cai16-tool and Cholec80 (Twinanda et al.,
2016). Other datasets such as BraTS (Menze et al., 2014),
CATARACTS (Al Hajj et al., 2019), ROBUST-MIS (Roß et al.,
2021), SurgVisDom (Zia et al., 2021), MISAW (Huaulmé et al.,

2http://camma.u-strasbg.fr/m2cai2016/

2021), HeiChole (Wagner et al., 2021), SARAS-ESAD (Bawa
et al., 2021), Robotic Instrument Segmentation (Allan et al.,
2019), CaDIS (Grammatikopoulou et al., 2019; Luengo et al.,
2021), etc, are all products of biomedical challenges.

In 2021, we introduce the first endoscopic vision challenge
focusing on the recognition of surgical activities in the form of
triplets (Nwoye et al., 2022a). A rerun of this challenge in the
current edition is with two notable advances: (1) the increment
of the task difficulty from presence to spatial detection, which
also increases the task usefulness, and (2) the addition of spa-
tial bounding box labels to challenge evaluation data thereby
enriching the dataset.

3. Challenge description

CholecTriplet is an endoscopic vision challenge that orches-
trates research, development, and evaluation of AI methods for
the automatic analysis of surgical video activities syntactically
as 〈instrument, verb, target〉 triplets; also known as surgical ac-
tion triplet (Nwoye et al., 2020). Its inception in 2021 under the
code-name of CholecTriplet2021 schemes to the presence de-
tection (or simply, recognition) of action triplets directly from
surgical videos. The current edition, CholecTriplet2022, or-
ganized by an 8-person committee from the Research Group
CAMMA, advances the previous edition to also include the
bounding box localization of regions of action triplet’s likeli-
hood in laparoscopic videos. We describe in detail the organi-
zation and execution of the CholecTriplet2022 challenge in this
section.

3.1. Task
The primary goal is to develop machine learning methods for

the detection of surgical action triplets directly from surgical
videos. The term “detection” in this context translates to joint
recognition and localization tasks. This added to the complexity
of surgical action triplet modeling coupled with the required
simultaneous identification of the correct components (vis-à-
vis: instruments, verbs, targets), and resolving their association
in the case of multi-instance triplets per frame.

The task is categorized into 3 sub-tasks as shown in Fig 1:

1. Triplet recognition: identification of the correct triplets,
including their components, in every video frame,

2. Spatial box localization: estimation of the bounding box
location of the principal actor (the instrument’s tip) in ev-
ery recognized triplet.

3. Box-triplet association: pairing of every localized instru-
ment’s bounding boxes to their corresponding triplets.

During the challenge, the three sub-tasks are jointly treated as a
single task: a submission, comprising either a single model or
collaborating multiple models, must produce the three outputs
in a single docker run to be considered complete.

3.2. Challenge design
The CholecTriplet 2022 challenge is designed following the

BIAS Reporting Guideline (Maier-Hein et al., 2020) for en-
hanced quality and transparency of biomedical research. The

http://camma.u-strasbg.fr/m2cai2016/
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Fig. 2. CholecTriplet2022 challenge timeline of activities and participation statistics.

structured design is submitted as part of the Endoscopic Vision
(EndoVis) grand challenge (Zia et al., 2022) in December 2021.
The proposal was approved after two rounds of MICCAI review
followed by a call for participation circulated online and offline.

The challenge was officially launched on April 1, 2022, and
run through a 6-months window as shown in Fig. 2. This pe-
riod is characterized by several activities such as the release of
training data, customized metrics library, slack communication
channel, a snippet of “getting started” code, GitHub reposito-
ries, etc., to guide and support the participants’ method devel-
opment. The participating teams develop their novel methods,
fine-tune a state-of-the-art method, or improve on existing solu-
tions during this period. The challenge timeline also involves a
validation phase, harnessed by the use of a self-validation sys-
tem, validation data samples, a Docker template, and guidelines
provided to facilitate method submission. The whole process
is concluded with the presentation of the method, results, and
award winners at MICCAI 2022 conference in Singapore on
Sept. 18, 2022.

3.3. Dataset and spatial annotation

The challenge experiments are conducted on CholecT50
(Nwoye et al., 2022b), the largest endoscopic video dataset for
surgical action triplet recognition. The dataset consists of 50
video footages of laparoscopic cholecystectomy that has been
annotated with 100 distinct categories of surgical action triplets.
At 1 frame per second (fps), a total of 100.9K frames of the
dataset has been annotated with ∼151K triplet instances formed
from 6 instrument, 10 verb, and 15 target categories. We fol-
low the official data splits (Nwoye and Padoy, 2022) for chal-
lenge purposes (aka CholecT50-challenge version) which en-
sures that the test set is drawn from only the 5 videos that are
not in the public domain for fairness in the competition. The
rest of the 45 videos, aka CholecT45, are released to the partic-
ipants for training their models. The CholecT45 provides only
binary presence labels for the triplets, its individual components
(instruments, verbs, targets), and the phase labels. Without
spatial labels in the training data, the challenge allows for the
modeling of the instrument’s localization by weak supervision,
thus, alleviating the cost and tedious annotation effort. While

Table 1. CholecT50 dataset configuration used in the challenge
Training Validation Testing

# full videos 45 - 5
# short clips - 5 -
# frames 90.5K 1.1K 10.4K

# triplet classes 100 100 100
# instrument classes 7 7 7
# verb classes 10 10 10
# target classes 15 15 15
# phase classes 7 7 7

# triplet labels 137.9K 1.3K 13.0K
# instrument labels 137.9K 1.3K 13.0K
# verb labels 137.9K 1.3K 13.0K
# target labels 137.9K 1.3K 13.0K
# phase labels 90.5K 1.1K 10.4K
# bounding boxes - 1.3K 13.0K

Training set = CholecT45. Validation set = subset(CholecT45 ∩ m2cai16-tool-location).

pretraining/transfer learning on third-party spatially annotated
datasets is allowed, the downstream task involves learning the
instrument localization and triplet-box association from imper-
fect annotations.

For evaluation, we annotate the test set with bounding boxes
over the instruments using the IHU MoSaiC video annotation
tool for surgical datasets. Conventionally, an instrument can
be divided into two sub-parts: effector, which is the instrument
tip responsible for primary action on anatomy, and shaft which
connects the instrument tip with the instrument handle on its
other end. As an annotation protocol, we consider only the ef-
fector part of the instrument and draw bounding boxes for in-
strument tips: (cold) grasper, bipolar (grasper), (monopolar)
hook, (monopolar) scissors, clipper (short for clip applier), and
irrigator (short for suction/irrigation device). Further, we match
the bounding box with the corresponding triplet label and the
annotations are stored in JSON format that includes both triplet
binary presence labels as well as bounding box details. To
give participants an insight into the testing labels, a mock-up
validation set is generated. This involves 5 short video clips
with triplet binary presence labels, instrument’s bounding box
labels, and box-triplet matching labels. The validation set’s spa-
tial annotation is outsourced from the overlapping videos of the
m2cai16-tool-location dataset (Jin et al., 2018a) and merged
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Fig. 3. Flowchart of the self-validation system used in the challenge

with the CholecT45 binary labels. The statistics of the entire
dataset as used in the challenge are provided in Table 1.

To access the training and validation datasets, participants
first register on the challenge website and sign a non-disclosure
contract on the usage of the dataset. Afterward, participants are
provided with a download link to the online repository contain-
ing the dataset. The test set will be made public at the discretion
of the organizing lab.

3.4. Validation system

In the validation step, participants were tasked with testing
their docker containers using a validation script, to ensure that
they properly ingested input data as well as adhered to the
proper specifications for their model outputs. This validation
script, implemented in Python, ensured that the participants’
models respected the specified compute constraints, loaded and
output data properly, and ran within the specified evaluation
time and resource limits. The pipeline of the validation system
is illustrated in Figure 3.

To aid participants, we split the validation phase into two
parts: a local phase and a host phase. During the local vali-
dation phase, we gave the participants access to a properly for-
matted validation dataset which they could use as a reference
to develop their models and docker container. Then, during
the host testing phase, the participants were tasked with using
the provided validation script to evaluate their finalized docker
containers. This validator outputted a success report with per-
formance on each test; participants were required to submit a
successful validation report to the challenge submission por-
tal before submitting their final docker container. The whole
self-validation concept is to mimic the actual evaluation server
but on the participant’s personal computer (PC). The validation
phase was highly effective, as 91.7% of the finally submitted
docker containers ran directly during the submission phase as
can be seen in Fig. 2; this is in contrast to the 2021 edition
of the challenge, wherein 105 docker image submissions were
required to successfully validate 24 teams. We attribute this
difference to the inclusion of the local validation phase, which
accelerated docker container development, as well as having
provided the validation script directly to participants, which in-
creased evaluation transparency.

3.5. Submission protocol

Method submission is based on a Docker image uploaded
via a dedicated challenge DockerHub. Private repositories are

created for the teams with access granted by tokens valid un-
til 5th September 2022. Smooth submission is enabled with a
guideline published on the challenge GitHub page providing a
Docker template with basic libraries, such as ivtmetrics, scikit-
image, etc., required to run the model and evaluate their out-
puts. The template follows the same format used in the valida-
tion phase allowing participants to locally validate the Docker
containers before pushing them to the submission portal. Sub-
mission update is possible only before the deadline. Along with
the method Docker, a success self-validation log file of the fi-
nal Docker, a draft summary report, and a PowerPoint/video
presentation of the proposed method are required to complete
a team submission. Afterward, all uploaded Docker containers
are evaluated on the private test data (CholecT5), and results are
collated for task benchmarking and team ranking. Only a single
(last) submission is evaluated for each team.

3.6. Participation statistics
During the call for participants, a total of 32 teams registered

to participate in the challenge. Of these teams, a total of 11
teams progressed beyond the validation phase; as detailed in
Fig 2, these teams were drawn from 9 different countries and
3 continents. This final participation was just over half of the
CholecTriplet 2021 challenge (Nwoye et al., 2022a); we also
observed a drop in the relative ratio between the final partici-
pants and total registrants (45.5% in 2021; 34.4% in 2022). We
identified 2 likely reasons for the drop in each of these statistics:
(1) the added difficulty of surgical triplet localization, which
could have deterred registered teams from progressing to the
validation phase, and (2) the use of almost the same dataset as
in the 2021 edition, which may have reduced the perceived nov-
elty of the challenge. The participating teams and their method
are presented in Table 2.

3.7. Awards
There are several IHU-sponsored monetary and certificate

awards for the winners and runners-up of each task category.
Additionally, there is an NVIDIA-sponsored GPU award for the
winner of the main task (category 3). These awards are targeted
at motivating and accelerating the research of the awardees even
further.

4. Methodology

A summary of each participating team’s proposed method
is provided in Table 2; in the following subsections, we elabo-
rate on these summaries, providing detailed descriptions of each
method and a comparative analysis.

4.1. Analytical description of the conceptual frameworks
4.1.1. Rendezvous-Det (RDV-Det)

This is proposed by the challenge organizers as a proof-of-
concept and as a baseline to the competing methods. The RDV-
det, shown in Fig. 4, is a detection version of the Rendezvous
(Nwoye et al., 2022b) model popular for surgical action triplet
recognition. Notably, the Transformer-inspired RDV is concep-
tually made up of 3 major components: (1) a weakly supervised
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Table 2. A cross-view of the methods presented by the teams at MICCAI EndoVis CholecTriplet 2022 challenge.
Network Method Team Affiliation(s)

1 AtomTKD A multiple atomic tasks knowledge distillation framework
for triplet recognition and detection

SHUANGCHUN Southern University of Science and Technology, China

2 DATUM Detection of action triplets using multi-graph networks KLIV-IITKGP Indian Institute of Technology Kharagpur, India

3 Distilled-Swin-YOLO Self-distilled swin transformer ensemble SDS-HD German Cancer Research Center (DKFZ), Germany

4 DualMFFNet Weakly-supervised surgical action triplet detection with
dual multiplicative feature fusion networks

SK Muroran Institute of Technology, Japan
Niigata University of Health and Welfare, Japan

5 EndoSurgTRD Multi-task spatial-temporal triplet recognition with
weakly-supervised tool detection

INTUITIVE-CORTEX-ML Intuitive Surgical, USA

6 IF-Net Instrument first: multi-instance instrument detection
and instance-wise triplet classification

CAMP Technical University Munich, Germany

7 MTTT Multi-task triplet transformer for end-to-end surgical
action triplet recognition

CITI Institute of Medical Robotics, School of Biomedical
Engineering, Shanghai Jiao Tong University, China

8 ResNet-CAM-YOLOv5 Combining ResNet class activation mapping with YOLOv5
for instrument detection and triplet recognition

WINTEGRAL Riwolink GmbH, Germany

9 RDV-Det Rendezvous-det: A baseline extension of the rendezvous
network for surgical action triplet detection

CAMMA Universite de Strasbourg, France

10 SurgNet Surgical triplet recognition and detection using an ensemble
of multi-task recurrent convolutional neural networks

2AI-ICVS Applied Artificial Intelligence Laboratory, Portugal

11 URN-Net Mullti-task transformer with learnable orthogonal queries
for triplet classification

URN University College London, UK
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Fig. 4. Architecture and data flow of the RDV-det model. It features an
attention mechanism, multi-task learning, class activation modeling, weak
supervision, and linear assignment.

localization (WSL) layer for estimating the positions of surgi-
cal instruments in video frames, (2) a class activation guided
attention module (CAGAM) for learning the verbs and targets
leveraging an attention built from instruments activations, and
(3) a multi-head of mixed attention (MHMA) for learning to re-
solve the instrument-verb-target relationships forming triplets.
The MHMA is terminated by a linear classifier producing the
triplet log probability scores, log Y. Without loss of generality,
we ignore other modules of the RDV such as: the feature ex-
traction base model, bottleneck layer, projection layer, etc., that
are not of paramount interest in the discussion of RDV-det.

To advance this model for detection, the instruments are first
localized via the WSL layer. Here, the interest is in the last
6-channel convolution layer designed to learn the location of
each of the six distinct instrument categories in the CholecT50
dataset in the form of class activation maps (CAM). As a post-
process, we extract bounding box coordinates, B, for every pos-
itive activation in the CAMs. Non-maximum suppression is ap-
plied to remove noisy labels. Afterward, triplet binary pres-
ence scores, Y, are obtained by thresholding the class probabil-
ity vector of log Y. Finally, a heuristic-based data assignment
module, fn, is employed to associate every extracted bounding
box, b ∈ B, to the corresponding triplet instance y ∈ Y within a
given frame:

y : b⇐ fn(yi, b j, φ) ∀ i = 1..|Y|, j = 1..|B|, (1)

leveraging the instrument categories and triplet’s detection con-
fidence scores as the matching features, φ, where |Y| and |B| are
the cardinalities of Y and B respectively.

4.1.2. AtomTKD
AtomTKD is a teacher-student approach to triplet recogni-

tion in which the student model, S-TRNet, is trained to di-
rectly predict triplets while being additionally supervised by a
teacher model, T-AtomNet, trained to predict each individual
(atomic) triplet component (instrument, verb, and target) in a
multi-task fashion. Both S-TRNet and T-AtomNet consist of an
ImageNet-pretrained ResNet18 backbone followed by a four-
stage decoder consisting of a Transformer and convolutional
layers (Dai et al., 2022); the respective loss functions are ap-
plied to the outputs of each stage, resulting in a hierarchical
model structure. For the student model S-TRNet, the archi-
tecture is modified to use causal dilated convolutions, greatly
reducing the number of model parameters. Both S-TRNet and
T-AtomNet are trained with binary cross-entropy loss functions:
on triplets for S-TRNet, and separately on instrument, verb, and
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target for T-AtomNet. Meanwhile, for the teacher-driven super-
vision signal, the predicted triplet logits from S-TRNet are fil-
tered to obtain separate instrument, verb, and target prediction
logits (e.g. aggregating triplet logits across all verbs and targets
yields instrument logits), which are supervised by the respective
logits predicted by T-AtomNet using MSE loss functions.

For triplet localization, AtomTKD processes a sequence of
frames with a ResNet50 backbone followed by a transformer
encoder-decoder (Zou et al., 2021) to produce spatio-temporal
embeddings; these embeddings are then processed with a three-
layer perceptron to predict triplets as human-object interaction
instances (instrument representing human, target representing
object). This output is weakly supervised based on the ground-
truth triplet labels, and at test-time, the bounding box predic-
tions are extracted from the output.

4.1.3. DualMFFNet
DualMFFNet makes use of multiplicative feature fusion net-

works (MFF-Net) (Wei et al., 2021), which include a mech-
anism to aggregate features from different levels of the back-
bone, to predict each triplet component. For instrument and tar-
get prediction, two separate MFF-Nets with a ResNet50 back-
bone are trained, yielding instrument and target feature maps.
To model tool-tissue interaction, the instrument and target fea-
ture maps are concatenated and processed with a 1D convolu-
tion, generating a verb feature map. Each feature map is passed
through a GAP layer and a sigmoid activation, yielding instru-
ment, verb, and target probabilities. Then, for triplet associa-
tion, these probabilities are multiplied to generate triplet prob-
abilities, which are then thresholded to obtain final triplet pre-
dictions.

For triplet localization, class activation maps are obtained
from the instrument feature map using the corresponding in-
struments of the predicted triplets; the activation map is then
thresholded to obtain the instrument bounding box.

4.1.4. DATUM
DATUM relies on a multi-head, multi-graph neural network

(MGNet) as shown in Fig. 5. The MGNet is composed of sev-
eral connected semantic attention modules (SAMs), dynamic
graph neural networks (DGCNs) (Ye et al., 2020), and one clas-
sification head per triplet component plus a triplet head; as such,
it is inherently multi-task. Features extracted from a ResNet-18
backbone (trained by self-supervised DINO approach (Caron
et al., 2021)) are fed to the MGNet where they are processed by
individual SAMs for instrument, verb, and target. The result-
ing class activation maps (CAMs) are then forwarded to three
DGCNs with edges determined by co-occurrence relations.
Features from these three DGCNs are subsequently pooled,
concatenated and fed to the triplet DGCN, controlled this time
by component-to-triplet mappings. Classification heads are po-
sitioned after each of the DGCNs to yield the final class prob-
abilities. In this approach, each frame is processed with two
passes through the MGNet: a first pass to obtain CAMs, and a
second one feeding these maps back into the MGNet to refine
the predictions. A mean square error loss ensures consistency
between the two passes, in addition to cross-entropy losses for
classification.

Fig. 5. Architecture & data flow for the DATUM method featuring graph-
ical modeling, multi-task learning, attention mechanism, class activation
maps, and weak supervision.

Triplet localization is obtained during inference from a series
of post-processing steps: from the top 3 triplet predictions for a
given frame, the corresponding instrument and triplet class acti-
vation maps are normalized and binarized using a heuristically
determined threshold and then multiplied together. A bounding
box is then fit to the resulting blobs.

4.1.5. EndoSurgTRD
EndoSurgTRD combines two models: a single-frame

ResNet50 model for instrument classification and a spatio-
temporal TimeSformer model (Bertasius et al., 2021b) for
modeling the verbs and the targets. The instrument recogni-
tion/localization follows the Rendezvous’ (Nwoye et al., 2022b)
WSL approach albeit with a ResNet-50 backbone for feature
extraction. The verb and target components are modeled us-
ing a modified TimeSformer which adapts the frame-based ViT
(Dosovitskiy et al., 2020) to videos such that the inputs are pro-
cessed as a sequence of patches extracted from the individual
frames in the multi-image pathway. This modification extends
the ViT’s self-attention from its traditional image space to also
include time 3D volume. Each of the triplet’s component mod-
ules is terminated by a classification head. Their three output
logits are in turn concatenated and passed to a final FC layer
that predicts triplet logits. The complete model is trained end-
to-end using the binary cross-entropy loss.

The localization part is achieved with an ad-hoc function that
extracts bounding box coordinates for every positive class ac-
tivation from the ResNet50 model. Bounding boxes with low
class-wise probability scores and small bounding boxes are ig-
nored in the process. This model, likely due to Docker error,
produces the same output box coordinates for all input image,
and hence excluded from the localization results.

4.1.6. Distilled-Swin-YOLO
Distilled-Swin-YOLO is a method that makes use of soft-

labels for the recognition task and pseudo-labels for the lo-
calization task to tackle label uncertainty and overconfidence,
which can be especially harmful when using ranking-based
metrics like mAP. For triplet recognition, as depicted in Fig.
6, Distilled-Swin-YOLO uses an ensemble of three Swin trans-
formers: a Swin-B model, a Swin-L model, and another Swin-B
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Fig. 6. Architecture & data flow for the recognition part of Distilled-Swin-
YOLO featuring knowledge distillation, transformer, transfer learning,
and ensemble modeling.

model trained in a multi-task fashion for instrument, verb, tar-
get, and phase recognitions. To train these models, a Swin-B
teacher model is first trained and used to produce softened ver-
sions of the original labels, which are in turn used to train each
of the 3 final models. Distilled-Swin-YOLO additionally uses
a weighted binary cross-entropy loss during training to handle
class imbalance.

For the triplet localization task, Distilled-Swin-YOLO uses
a teacher-student approach to train an instrument detector, the
output of which is heuristically combined with the triplet recog-
nition output at test time. Initially, a YOLOv5 teacher model
is pretrained on three external robotic instrument segmentation
datasets (Allan et al., 2020, 2019; Bodenstedt et al., 2015) for
which bounding box annotations are automatically generated
from the original segmentation masks. This teacher model is
then used to iteratively generate pseudo-labels on the challenge
training set, which are in turn used to train a student model
(also a YOLOv5 detector). For the pseudo-label generation, the
teacher predictions are filtered based on the prediction confi-
dence and following the ground truth instrument annotations.

4.1.7. InstrumentFirst-Net (IF-Net)
IF-Net decomposes the problem of action triplet detection

into two sequential tasks: (1) instrument detection and (2)
triplet classification, taking advantage of the simple constraint
that each triplet is bound to a single instrument. The instru-
ment detection model consists of a ResNet50 model for in-
strument detection, from which class activation maps are ex-
tracted and used to regress instrument bounding boxes follow-
ing a percentile-based thresholding approach. In the case of
multiple peaks in a single instrument’s activation map, the ac-
tivation map is split into multiple parts and multiple bounding
boxes are regressed.

For triplet classification, IF-Net uses a modified ResNet50
model that takes as input the original image concatenated with
an instrument class activation map and outputs a probability
distribution of triplets. This probability distribution is then fil-
tered based on the class of the predicted instrument (predicted
probabilities for triplets with a different instrument are set to
0). The triplet classification model is run separately for each

instrument detected by the first stage of IF-Net; thus, in the
case of no detected instruments, the model is not run. IF-Net,
therefore, models triplet classification as a multi-class problem
rather than a multi-class multi-label problem, training the sec-
ond stage to predict a single triplet. To obtain the final localized
triplet result, the triplet predictions for each detected instrument
are aggregated and associated with the previously computed lo-
calization results.

4.1.8. Multi-Task Triplet Transformer (MTTT)
MTTT is an end-to-end transformer trained in a multi-task

fashion. It consists of a SwinV2-B (Liu et al., 2022a) fea-
ture extractor followed by 2 masked multi-head attention layers
(Vaswani et al., 2017) to incorporate temporal context. These
features are then passed to 4 different prediction branches (sim-
ilar to SurgNet): instrument detection, verb detection, target de-
tection, and phase detection. The output logits of each of these
branches are then concatenated along with the original features
and passed to a triplet prediction branch. Each branch consists
of a fully connected layer and an activation function (sigmoid
for instrument, verb, target, triplet; or softmax for phase).

For triplet localization, a CNN is applied to a high-resolution
version of the input image. Following Nwoye et al. (2019), a
modified ResNet-50 (He et al., 2016) (stride in layer 4 is set as
one) is employed for feature extraction, followed by two con-
volutional Long Short-Term Memory (ConvLSTM) (Shi et al.,
2015) layers for incorporating spatio-temporal context. Finally,
the triplet localization is realized by class activation mapping
(Shen et al., 2016).

4.1.9. ResNet-CAM-YOLOv5
ResNet-CAM-YOLOv5 combines class activation mapping

with supervised pre-training on external datasets to obtain ac-
curate instrument localization, then employs a multi-task ap-
proach for triplet recognition. Specifically, for triplet recogni-
tion, a multi-task ResNet50 model is trained on phase recog-
nition, instrument classification, verb classification, and target
classification, as in several other methods. In addition, rather
than including a module to associate the predicted instrument,
verb, and target into a predicted triplet, it includes another
branch for direct triplet classification.

For triplet localization, a YOLOv5 instrument detector is first
pre-trained on instrument bounding boxes from the Cholec-
Seg8k (Hong et al., 2020) and HeiCo (Maier-Hein et al., 2021)
datasets; then, to obtain a model that localizes instrument tips
rather than the entire instrument, the YOLOv5 model is fine-
tuned using the LapChole (Stauder et al., 2016) and Endovis
Instrument (Bodenstedt et al., 2015) datasets. During infer-
ence, to predict the instrument class for each detection, the
YOLO-detected bounding boxes are matched with instrument
class activation maps ResNet using a threshold-based decision
tree, which considers the scores of the recognized instrument
classes, the scores of detected bounding boxes, and the mean of
the class activation in the region of the detected bounding box.
Meanwhile, for triplet classification, the highest-scoring triplet
(obtained from the triplet classification branch) that includes the
previously predicted instrument class is predicted as the triplet.
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Fig. 7. Architecture & data flow for the SurgNet method featuring tempo-
ral modeling, ensemble modeling, multi-task learning, and weak supervi-
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4.1.10. SurgNet
SurgNet is an ensemble of six deep models for surgical ac-

tion triplet prediction. As shown in Fig. 7, each of the mod-
els consists of a feature extraction layer, built on one of the
popular base architectures (ResNet50, ResNest50, ResNest101,
SENet, EfficientNet-B0, EfficientNetB4), and a 5-heads multi-
task layer for predicting five intermediary tasks (instrument
presence, instrument bounding box location, targets, actions or
verbs, phases). The instrument and target prediction heads are
each modeled using a fully connected layer and a sigmoid ac-
tivation function to enable their multi-label classifications. The
phase and action prediction heads are each modeled using an
LSTM unit, followed by an activation function (softmax for
multi-class phases and sigmoid for multi-label actions) to com-
pute their class probabilities. The instrument localization head
builds a cascade of intermediary features from various stages of
the backbone to capture the instruments’ location in the form of
heatmaps. The spatial dimension of the heatmaps is scaled to
the input image size and their channels are mapped to the num-
ber of instrument classes. The output heatmaps are transformed
to class presence probability scores using average pooling op-
eration and supervised weakly on instruments’ binary presence
labels.

Each model in the ensemble is individually trained follow-
ing a multi-task pipeline. An ensemble prediction per inter-
mediary task is obtained by averaging each intermediary pre-
diction across the six ensemble models. The ensembled in-
strument presence, targets, verbs, and phases predictions are
concatenated to generate a feature vector with a size of 39 and
remapped to the 100 triplet class probabilities using a fully con-
nected layer. Meanwhile, the ensembled instrument bounding
box location outputs are thresholded with a value of 0.95, af-
ter which the smallest enclosing box can be computed for each
instrument.

4.1.11. URN-Net
URN-Net uses a ResNet-50 backbone and a Transformer

decoder with learnable queries to recognize triplets. The
ResNet50 extracts feature fed as input to the Transformer de-
coder from which it derives key and value features. The trans-
former decoder outputs processed queries that are used to di-
rectly predict each triplet component (instrument, verb, target).
In addition, to prevent redundancies in the queries, an additional

loss function is imposed on the final processed queries to en-
sure that they are mutually orthogonal. Lastly, to encourage
temporal consistency, a temporal consistency loss is imposed
during training by minimizing the cosine distance between the
predicted triplet logits of two frames in a window of 10 frames.

URN-Net does not include a triplet localization component
and is hence omitted from the localization results.

4.2. Theoretical comparative analysis

We analyze and compare the computer vision technologies in
the presented methods under 9 categories as follows:

4.2.1. Multi-task learning (MTL)
To learn relevant triplet component features, multi-task learn-

ing of the instruments, verbs, and targets is a common inclusion
observed among the presented methods. This helps models
to learn refined component-specific features before aggregat-
ing them for triplet prediction or to learn triplet features from
shared features that are trained to be component-aware. MTL
approach was highly popular among contestants: SurgNet,
MTTT, EndoSurgTRD, DATUM, DualMFFNet, ResNet-CAM-
YOLOv5, and AtomTKD associate features from triplet com-
ponents to perform triplet recognition. URN-Net and Distilled-
Swin-YOLO, on the other hand, utilize a shared feature ex-
tractor where they create separate branches for both triplet
and its components. Moreover, due to correlations between
surgical phases and actions, SurgNet, MTTT, Distilled-Swin-
YOLO, and ResNet-CAM-YOLOv5 incorporate phase recog-
nition along triplet components as an additional task.

4.2.2. Temporal modeling
The verb component in a surgical triplet captures the type

of action performed by the instrument on the target. Although
single frames are sometimes sufficient to identify actions, it is
worth exploring how temporal models can help with more am-
biguous triplets by using the context from past frames. Two
frequent flavors of temporal models are featured in this chal-
lenge: Transformers and LSTMs, with variations on the triplet
component of interest for the temporal head. SurgNet applies an
LSTM only on phase and verb branches to learn temporal fea-
tures; this choice is motivated by the interplay between phase,
verb, and instrument motion patterns. MTTT employs ConvL-
STM layers to refine bounding box locations from the noisy
instrument class activation map (CAM). EndoSurgTRD adds a
Transformer to model verb and target components separately
from single-frame instrument features. Given the importance
of past frame features to disambiguate triplet classes, for infer-
ence, URN-Net adds a discount factor for every past frame to
weight their contribution for triplet recognition.

4.2.3. Attention methods
Attention-based methods are currently the state of the art

on triplet recognition as shown by RDV model (Nwoye et al.,
2022b). These methods learn attention maps that score the im-
portance of a region to achieve high performance on a given task
and serve as a powerful tool to explain model predictions. Aside
from the RDV-Det, 6 methods utilize attention mechanisms,
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with the Transformer being the primary model choice. Atom-
TKD and URN-Net apply the Transformer for the recognition
of triplets and their components whereas MTTT and Distilled-
Swin-YOLO additionally use the Transformer to learn phase
features. Moreover, the choice of where to place the Trans-
former varies across methods and depends on the type of triplet
component, as EndoSurgTRD applies the Transformer on only
the verb and target components. As a non-Transformer atten-
tion method, DATUM applies a semantic attention module to
extract relevant regions of interest from scene features. Inter-
estingly, for localization, none of the methods uses an attention
mechanism.

4.2.4. Knowledge distillation (KD)
Distillation is the process of carrying over knowledge be-

tween a pair of models, with the source of knowledge com-
monly referred to as the ”teacher” and the recipient as the ”stu-
dent”. While oftentimes distillation serves as a model compres-
sion technique by having a lightweight model copy a heavier
one, its purpose in the two entries utilizing it herein was to im-
plement a form of soft label learning. Atom-TKD performed
distillation between two models: T-AtomNet as the teacher,
focusing on separate triplet components, and S-TRNet as the
student, with more focus on the triplet as a whole. Distilled-
Swin-YOLO used self-distillation: three models were involved
in this process, one for each triplet component, each one act-
ing both as the teacher and the student. In both cases, KD is
performed through logits, via an MSE (Atom-TKD) or cross-
entropy (Distilled-Swin-YOLO) loss, to handle uncertainty in
predictions. KD is also used by Distilled-Swin-YOLO to train
a YOLOv5 for instrument localization.

4.2.5. Activation modeling
Class activation map (CAM) is an effective way of obtain-

ing the localization of scene objects using only image-level la-
bels. CAMs highlight the discriminative regions in the image
that can contribute to object localization. Furthermore, Nwoye
et al. (2020, 2022b) demonstrate a useful property of CAMs:
high activation regions correspond to the area around the instru-
ment tip. This style of localization is helpful when instrument
bounding box annotations are time-consuming and expensive.
RDV-Det, SurgNet, IF-Net, EndoSurgTRD, and DualMFFNet
integrate weakly supervised methods based on CAMs for lo-
calizing the instruments present in the surgical scene. Surgi-
cal triplets usually feature instrument movements over a cer-
tain time range, which MTTT exploits by utilizing ConvLSTM
models on the CAM output to modulate features across time.
Moreso, DualMFFNet combines instrument and triplet CAMs
multiplicatively to locate triplets.

4.2.6. Ensemble methods
Methods that ensemble model predictions provide a compre-

hensive way to factor knowledge from multiple models, and
limit noise in predictions. SurgNet and Distilled-Swin-YOLO
employ ensemble with variations on the style of architecture to
model triplet components. SurgNet creates an ensemble of large
models such as ResNet50 and ResNest50/10 as well as parame-
ter efficient models EfficientNetB0/B4 and SENet and averages

the predictions for both the triplet recognition and localization
tasks. Distilled-Swin-YOLO, on the other hand, utilizes both
base and large variants of Swin-Transformer to train solely on
triplet and an additional base variant of Swin-Transformer to
train in a multi-task setting, involving triplet components.

4.2.7. Transfer learning
Transfer Learning is a de facto approach to utilize models

trained on one task such as object detection for another related
task such as instrument/triplet detection. Distilled-Swin-YOLO
and ResNet-CAM-YOLOv5 train YOLOv5, a state-of-the-art
object detector, on external laparoscopic datasets as well as on
the challenge training data for triplet localization. This allows
the model to exploit YOLOv5’s capabilities to better detect in-
struments. A rudimentary form of transfer learning, known
as pre-training, involves prior training of a model on another
dataset, usually a larger one, to mitigate overfitting. Rather
than actual model training, pre-training is most approached in-
directly via full or partial weights initialization; especially for
the backbone parameters. 72.7% models presented in this chal-
lenge are pretrained on ImageNet; Cholec80 and other endo-
scopic datasets make up the rest. Only one model is without
pretraining.

4.2.8. End-to-end vs separate training strategy
Models employed for complex tasks such as the ones pro-

posed in this challenge tend to include several parts, each part
performing a different function. For such models, choosing a
training sequence can be an issue: end-to-end training, with all
parts trained simultaneously, or separate training. Note that in
many situations, end-to-end training can be experimentally in-
convenient, if not completely infeasible, especially with long
videos such as those offered by CholecT50. Three entries have
opted for end-to-end learning: MTTT (CNN + ConvLSTM -
Vision Transformer + attention), DualMFFNet (2 CNN), and
URN-Net (CNN + Transformer). MTTT in particular is a
spatio-temporal combination, limiting the temporal range for
end-to-end learning: in this case, clips of 5 frames were used.

4.2.9. Levels of model supervision
Alternatives to full supervision are highly sought after in sur-

gical data science due to the heavy cost of manually labeled
surgical data. In that spirit, no labels at all were provided for
the localization task of this challenge, which left no possibility
for true full supervision of challenge entrants. To solve this,
weak supervision based on Class Activation Maps (CAM) was
an overwhelmingly popular choice. The activation in CAMs
manifests as a blob covering the entity to detect; further manip-
ulations of the CAM, e.g. fitting a bounding box to the blob,
enable spatial detection at no annotation cost since CAMs are
a byproduct of training for binary presence detection. We ob-
served that 7 methods used this type of CAM-based weak su-
pervision: SurgNet, IF-Net, MTTT, EndoSurgTRD, DATUM,
DualMFFNet, and RDV-Det. Two methods, however, opted
for more conventional object detectors: Distilled-Swin-YOLO
and ResNet-CAM-YOLOv5 both rely on YOLOv5, prefatorily
trained using full spatial supervision from external datasets.
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Table 3. Implementation details across entrants.
Team RDV-Det

(baseline)

AtomTKD DATUM Distilled-

Swin-YOLO

DualMFFNet EndoSurgTRD IF-Net MTTT ResNet

CAM YOLOv5

SurgNet URN-Net

Architecture Rendezvous 

Transformer

CNN-TCN-

Transformer

Dynamic GCN Vision Transformer CNN + 

Multiplicative 

Feature Fusion 

(MFF-Net)

Two-stream 

network (single-

image & multi-

image)

CNN + CNN Classification: 

Vision Transformer 

Localization:

CNN-ConvLSTM

CNN + object 

detector
Multi-task 

Recurrent 

Convolutional 

Network

CNN + 

Transformer

Backbone(s) ResNet18 ResNet18

ResNet50

ResNet18 Swin-Transformer-

Base

Swin-Transformer-

Large

ResNet50 ResNet50 

TimeSFormer

ResNet50 Classification: 

SwinV2-B 

Localization:

ResNet-50

ResNet50

YOLOv5
EfficientNetB0

EfficientNetB4

SENet

Resnet50

Resnest50

Resnest101

ResNet50

Multi-task Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Phase,

Triplet

Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Triplet

Instrument,

Verb,

Target,

Phase,

Triplet,

Instrument location

Instrument,

Verb,

Target,

Phase,

Triplet

Instrument,

Verb,

Target,

Phase,

Triplet

N/A

Temporal 

component

N/A Conv-Transformer N/A N/A N/A TimeSFormer N/A Classification:

Transformer 

Localization:

ConvLSTM

N/A LSTM N/A

Attention Transformer

Multi-head of 

mixed attention

Transformer 

Multi-head of

self-attention

Spatial attention Transformer Weakly supervised 

class activation 

map

Spatio-temporal 

attention

N/A Classification:

Self-attention

N/A N/A Transformer 

multi-head 

self-attention

Model size 

(# params)

17.1M 12.54M Training: 30.75M. 

Inference: 19.57M

88M 28.3M 145M 2 x ~23M Classification:103.8M

Localization: 77.9M
ResNet50: 24M

YOLOv5: 140M
Backbones: 382M 32M

Output 

components

Probability vectors 

for instruments, 

verbs, targets, 

triplets.

Class activation 

maps

Probability vectors 

for Instruments, 

verbs, targets, 

triplets

Probability vectors 

for instruments, 

verbs, targets, 

triplets, phases.

Class activation 

maps

Probability vector 

for triplets

Probability vectors 

for instruments, 

verbs, targets, 

triplets

Class activation 

maps

Probability vectors 

for instruments, 

verbs, targets, 

triplets.

Class activation 

maps

Probability vectors 

for instruments, 

verbs, targets, 

triplets.

Class activation 

maps

Probability vectors 

for instruments, 

verbs, targets, 

triplets.

Class activation 

maps

Probability vector 

for triplets.

Class activation 

maps.

Bounding boxes

Probability 

vectors for verbs, 

instruments, 

targets, triplets.

Class activation 

maps

Probability 

vectors for 

instruments, 

verbs, targets, 

triplets.

Query instances

Data 

preprocessing

Normalization, 

256x448 image 

resize

None Normalization, 

240x427 image 

resize

224x224 image 

resize

Normalization,  

416x240 image 

resize

Normalization, 

256x448 image 

resize

Normalization, 

256x448 image 

resize

Black-margin 

cropping

Normalization,

Image resize -

ResNet50: 480x854

YOLOv5 : 640x640

Normalization, 

250×250 image 

resize

None

Data 

augmentation

Random flipping, 

color jitter

Random flip, 

rotation, adjust 

sharpness, color 

jitter, auto contrast

Random contrast, 

brightness, rotation 

(± 10°), sun flare, 

blur, scale (± 0.2)

Rotation, flip, hue-

saturation-value

Horizontal flip, 

scale, rotate, color 

jitter, shift, blur, 

cutout

Random horizon 

flip, vertical flip, 

color jitter, 

gaussian blur

PyTorch trivial 

augment wide 

with vertical flip, 

horizontal flip

Random flipping, 

rotation, color jitter

Rotation, scale, 

color jitter

Random 224x224 

crop, horizontal 

flip; color jitter;

10°rotation

Vertical flip, 

horizontal flip;

contract;

90°rotation

Output Post-

processing

Bounding box 

extraction from 

CAM activations

None Normalizing, 

thresholding and 

bounding box 

generation from 

triplet and 

instrument CAMs.

Downscale 

bounding box by 

1%. Select triplets 

based on the 

instrument 

detection output

Bounding box 

extraction from 

CAM activations

Bounding box 

extraction from 

CAM activations

Triplet filtering by 

tool prediction. 

Percentile-based 

thresholding of 

CAMs to extract 

bounding boxes

None Analytical mapping 

of instrument & 

triplet to instrument 

bounding box via 

CAM

Temporal 

smoothing: 

smooth variation 

according to 

previous 

predictions

Temporal 

smoothing

Levels of 

supervision

Full supervision for 

classification 

tasks, weak 

supervision for 

localization task

Full supervision 

for classification 

tasks, weak 

supervision for 

localization task

Self supervision for 

weight initialization, 

full supervision for 

classification tasks, 

weak supervision 

for localization task

Full supervision for 

classification 

tasks, Cross 

supervision from 

external data for 

localization task

Full supervision for 

classification tasks, 

weak supervision 

for localization task

Full supervision for 

classification tasks, 

weak supervision 

for localization task

Full supervision 

for classification 

tasks, weak 

supervision for 

localization task

Full supervision for 

classification tasks, 

weak supervision 

for localization task

Full supervision for 

classification tasks, 

Cross supervision 

from external data 

for localization task

Full supervision 

for classification 

tasks, weak 

supervision for 

localization task

Self and Full 

supervision for 

classification 

tasks

Loss function Weighted Binary 

Cross Entropy 

(BCE)

BCE Modified CE Weighted BCE CE BCE Categorical CE, 

BCE

Weighted BCE BCE, Complete 

Intersection over 

Union (CIoU)

Categorical CE, 

BCE

BCE, CE, Cosine 

embedding loss

Optimizer SGD (with 

momentum 0.9)

SGD Adam Adam Adam Adam 

(momentum=0.9)

AdamW AdamW Adam, SGD 

(momentum 0.937)

SGD (momentum 

0.9)

AdamW

Learning rate 1e-3 1e-2 1e-6 (backbone)

5e-5 (other)

2e-4 1e-5 1e-2 1e-3 1e-5 YOLOv5: 1e-2

Others: 1e-4 

5e-5 1e-5(backbone)

1e-4 (other)

Learning rate 

schedule

Linear (warm up 8) 

+ Exponential

Linear + 

Exponential

Constant Cosine annealing Cosine annealing Cosine annealing, 

multi-step learner, 

linear (warm up 5)

Constant Cosine scheduling One cycle (1e-4) Step :

5 step size, 

0.1 gamma

Linear

Weight decay L2 norm (0.01) N/A N/A L2 penalty (1e-6) L2 norm (1e-5) N/A L2 norm (1e-2) L2 norm (0.01) L2 norm (YOLOv5: 

5e-4, Others: 1e-4)

L2 norm (5e-4) L2 norm (1e-4)

Model weight 

initialization / 

pre-training

ImageNet ImageNet SSL on training 

data using DINO

ImageNet ImageNet ResNet50: 

ImageNet

TimeSformer: 

google/vit-base-

patch16-224

ImageNet ImageNet, 

Cholec80

ImageNet ImageNet, 

Cholec80

ImageNet

Use external 

data

None None None Cholec80, Robotic 

Instrument 

Segmentation, 

Robotic Scene 

Segmentation, 

EndoVis 

Instrument

None None None Cholec80 COCO, LapChole, 

CholecSeg8k, 

HeiCo, Endovis

Instrument

Cholec80 None

Epochs 120 200 (backbone)

2000(T-AtomNet)

1000 (S-TRNet)

25 30-40 60 30 100 (max) 30 YOLOv5: 46

Others: 16

15 25

Batch size 32 64 (backbone)

256 (T-AtomNet)

1 (S-TRNet)

64 64 384 4 32 12 YOLOv5: 16

Others: 8

400 128

GPU 

resources

1x NVIDIA P4 1x NVIDIA Tesla 

V100 32GB

2x NVIDIA Tesla 

V100 SXM2 16GB 

HBM2 NVLink

2x NVIDIA RTX 

3090 + 1x NVIDIA 

V100 32GB

3x NVIDIA RTX 

3090 24GB

3x NVIDIA 

GeForce RTX 

2080

1x NVIDIA A40 1x NVIDIA TITAN 

RTX 

1 x NVIDIA Tesla 

V100 32GB

4  A100 NVIDIA 1x V100 NVIDIA

Training time 

(Hours)

36 N/A 8 100 6 7 26 20 ResNet50: 14

YOLOv5: 20

80 11

Inference 

speed (FPS)  

[1x A100 GPU ]

120 41 33 FPS @ 1 

RTX3090 GPU

40

Runtime 

memory (GB)
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5. Experiment and evaluation setup

5.1. Implementation details

The implementation details for the reproducibility of all sub-
missions are summarized in Table 3.

5.2. Evaluation protocol

All presented models are trained on the publicly released part
of the CholecT50 dataset otherwise known as CholecT45. Eval-
uations are conducted on the hidden 5 video test set. At the
evaluation, submitted Docker containers are executed on the
challenge test set producing a JSON file per video containing
the outputs for the three sub-tasks. Triplet recognition evalu-
ation is based on the YIVT probability scores for valid 94 out
of 100 triplet classes ignoring the last 6 labels with at least one
NULL component in the triplet composition, as done in the pre-
vious challenge (Nwoye et al., 2022a). Model’s direct outputs
for any component of the triplet are not considered, instead,
the predictions for instruments, verbs, and targets are filtered
from YIVT using Nwoye et al. (2022b)’s disentanglement func-
tion for uniformity across all architectural designs. Detection
evaluation for instruments and triplets is based on the predicted
bounding box coordinates and class identities. For each met-
ric, we use video-specific averaging to obtain the mean score:
per-category metric scores are averaged across videos, before
computing the mean across categories. Averaging ignores un-
represented categories. All the performance scores are com-
puted using ivtmetrics (Nwoye and Padoy, 2022)3, which is
a dedicated metrics library for surgical action triplet evaluation.

5.3. Evaluation metrics

The performance of the challenge models is assessed using
the average precision (AP) metric. The AP metric is computed
from precision (p) and recall (r) scores which are estimated
from the true positive (TP), false positive (FP), and false nega-
tive (FN) scores as follows:

p =
T P

T P + FP
, r =

T P
T P + FN

(2)

The AP metric is used for both the recognition and detection
task categories albeit computed differently. For the classifica-
tion, the TP, FP, and FN are computed by thresholding the pre-
dicted probability scores at a range of thresholds and the AP is
computed as the area under the precision-recall curve. Follow-
ing the established protocol Nwoye et al. (2020), we measure
the AP of the triplet components recognition: API , APV , APT ,
and of the triplet associations: APIV , APIT , APIVT . The APIVT

which evaluates the complete instrument-verb-target combina-
tion remains the main metric for this category.

For the detection, the TP, FP, and FN are computed by mea-
suring the level of overlap between the groundtruth and pre-
dicted bounding boxes. A detection is assigned a TP if the
degree of overlap exceeds a certain threshold and the ID (i.e.

3https://pypi.org/project/ivtmetrics

Table 4. TAS: Triplet association metrics
Metric Name Description

LM Localize & Match Percentage of tools localized at a given
IoU and matched with correct triplet IDs.

pLM Partial Localize & Match Percentage of tools localized below the a given
IoU but matched with correct triplet IDs.

IDS Identity Switch Percentage of tools localized at a given
IoU but IDs are swapped within the frame.

IDM Identity Missed Percentage of tools localized at a given
IoU but IDs are missed entirely.

MIL Missed Localization Percentage of correctly recognized
triplet IDs without localization.

RFP Remaining False Positives Percentage of false alarms
after other TAS metrics have been considered.

RFN Remaining False Negatives Percentage of missed predictions
after other TAS metrics have been considered.

instrument ID for category 2 or triplet ID for category 3) is cor-
rect. The corresponding AP is computed as a weighted mean of
the precisions achieved at each threshold, with the increase in
recall from the previous threshold used as the weight:

AP =

∫ 1

0
p(r)dr. (3)

We also utilize the triplet association scores (TAS) intro-
duced in Nwoye and Padoy (2022) to assess the capacity of the
models at associating the bounding boxes to the correct triplet
IDs. The TAS metric, presented in Table 4 offers an in-depth
analysis of the task 3 category by evaluating the detection from
different perspectives.

We equally analyze the quality of the model predictions by
computing the topK accuracy where K ∈ [5, 10, 15, 20] and the
average over topK@[5:20] at intervals of 5 steps as done in
Nwoye et al. (2022a).

6. Results and discussion

6.1. Triplet recognition
We present a brief overview of the AP scores for both triplet

component recognition and component association in Table 5.
Expectedly, the instrument is the most accurately recognized
component with all the teams scoring over 70% AP and half the
participating teams scoring above 80%. For the verb compo-
nent, performance ranges between ∼42 − 52% AP with a mean
of 47.3 ± 5.4%. As with the previous edition of the challenge
(Nwoye et al., 2022a), accurate recognition of the target be-
ing acted upon remains an open problem. Here, we see a rel-
atively wide range of performances between ∼26 − 46% with
a majority of methods recognizing the target with an AP of
< 40%. However, we also do note that there appears to be
a strong correlation between recognition of the overall triplet
and recognition of the target (R=0.93). Further, the fact that
the triplet recognition performance here appears to be more
strongly linked with the target performance than the instrument
(R=0.74) or verb (R=0.84) performance may be indicative of a
bottleneck that target recognition brings and should inform fu-
ture research. Finally, we note that the top 3 methods on the
triplet recognition task also attempt to learn phase features, po-
tentially demonstrating how coarser-grained information could

https://pypi.org/project/ivtmetrics
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Table 5. Performance summary of the presented methods for the three tasks.
Triplet recognition Instrument localization (θ = 0.5) Triplet detection (θ = 0.5)

Model API APV APT APIVT API ARI APIVT ARIVT

ResNet-CAM-YOLOv5 80.3 50.3 38.4 29.0 41.9 49.3 4.49 7.87
Distilled-Swin-YOLO 83.8 52.0 45.9 35.0 17.3 30.4 2.74 6.16
MTTT 84.0 49.5 40.3 34.5 11.0 21.1 1.47 3.65
DualMFFNet 64.9 40.4 29.9 20.0 04.6 06.6 0.36 0.73
RDV-Det ‡ 78.2 46.6 35.9 29.0 03.0 07.6 0.24 0.79
IF-Net 72.0 42.3 30.4 23.6 00.7 03.6 0.22 0.92
AtomTKD 85.7 52.3 39.2 27.2 00.9 02.4 0.15 0.32
SurgNet 78.8 55.7 40.3 34.4 10.8 19.6 0.13 0.39
DATUM 66.2 39.7 32.3 23.1 00.3 03.2 0.08 0.48
URN-Net 82.4 49.3 38.1 27.3 - - - - - - - -
EndoSurgTRD 73.6 42.1 26.3 18.8 - - - - - - - -

Average ± standard deviation (stdev) 77.3 ± 7.2 47.3 ± 5.4 36.1 ± 5.8 27.4 ± 5.7 10.1 ± 12.5 16.0 ± 15.0 1.1 ± 1.4 2.4 ± 2.7
bold = best score. underlined = second best. ‡ organizers’ baselines.

inform fine-grained tasks such as triplet recognition. Operative
phases are defined through the different steps/actions surgeons
perform to complete a procedure. For each phase, defined by a
specific procedural task, there is a characteristic set of triplets
used. The correlation could ensures that the likelihood of de-
tecting a specific triplet will increase in associated phases and
thus, conditions the model on a subset of probable triplets rather
than on a whole using phase features. Additionally, leveraging
phase information could also help in discriminating closely re-
lated triplets with imperceptible change in roles which are usu-
ally tough to distinguish visually, e.g. 〈grasper, retract, gall-
bladder〉 occurring at the calot triangle dissection phase and
〈grasper, pack, gallbladder〉 during gallbladder packaging.

In terms of association for the different components, we see
a comparable performance in associating the instrument with
each of the two other components. Overall triplet recognition
performance maxes out at 35.0% by the Distilled-Swin-YOLO
model.
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Fig. 8. Action triplet recognition top-K accuracy.

Further, using Top K accuracy, in Fig. 8, we also measure
the ability of models to predict triplets within their K highest-
scoring outputs. This allows us to consider the difficulty of the
problem introduced by the high semantic overlap between cer-
tain classes (eg. sharing multiple components). Unsurprisingly,
we see that the Distilled-Swin-YOLO model also comes out
on top with top 5 and top 10 accuracies of 73.5 and 87.9, re-
spectively. The gains in the performance are for two reasons
- first, the choice of model, a Swin-Transformer that gener-
ates meaningful hierarchical features, and second, the use of

an ensemble that suppresses noise in the predictions. Interest-
ingly, the ResNet-CAM-YOLOv5 model, which places fourth
for triplet recognition comes in joint-highest in the top 5 and
top {5:20} performances, respectively. The higher topK accu-
racy compared to the AP scores show that a reduced number
of triplet classes might theoretically be easier for a deep learn-
ing model to train. This would imply super-classifying related
classes, resulting in more data to train each class. It would also
increase inter-class variability and help to balance the loss op-
timization strategy affected by intra-class conflicts. However, a
larger number of triplet categories increases the granularity and
becomes more beneficial and clinically relevant.
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Fig. 9. Surgical instrument localization mAP

6.2. Instrument localization

Fig. 9 shows the instrument localization performance for
each competing method, evaluated using the AP metric at var-
ious IoU thresholds. Immediately, we observe a large contrast
in performance between the top-performing ResNet-CAM-
YOLOv5 and the rest of the models; this can be attributed to the
fact that the ResNet-CAM-YOLOv5 includes components that
are pretrained on the CholecSeg8k, HeiCo, M2CAI, and En-
doVisSub datasets for instrument localization, in contrast to the
other methods, which rely purely on weak supervision signals.
This is further substantiated when studying the AP0.1 results,
where a couple of other methods (MTTT, SurgNet), are compet-
itive with the ResNet-CAM-YOLOv5; this indicates that these
models are able to achieve a rough localization of the instru-
ments, but lack precision and are therefore harshly penalized
by increasing the IoU threshold for the AP computation.
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Fig. 10. Surgical action triplet detection mAP

6.3. Triplet detection (box-triplet matching)

The triplet detection assessment evaluates joint performance
on triplet presence recognition and instrument localization. It
is also affected by the correct association of the triplet IDs to
their corresponding instrument bounding boxes. The detection
AP is presented in Fig. 10. Across different IoU, the models’
ranking is stable, however, the performances decrease with a
stricter overlapping threshold. It is observed that correct in-
strument localization plays a crucial role in this metric for the
top 3 models (ResNet-CAM-YOLOv5, Distilled-Swin-YOLO,
MITT) when compared with Fig. 9, though without discounting
the associating part which could account for the altering of the
model ranking on this metric after the top 3.

Table 6. Bbox-triplet association performance
Model LM ↑ pLM IDS ↓ IDM ↓ MIL ↓ RFP ↓ RFN ↓

ResNet-CAM-YOLOv5 23.9 8.2 0.9 0.1 0.1 3.3 63.5
Distilled-Swin-YOLO 12.0 11.3 0.3 0.0 0.3 33.0 43.1
MTTT 8.6 25.4 0.1 0.1 0.4 11.6 53.8
RDV-Det ‡ 3.3 29.0 0.0 0.0 1.1 5.4 61.1
DualMFFNet 3.0 17.4 0.1 0.0 1.2 3.5 74.8
IF-Net 2.0 14.9 0.1 0.7 1.5 35.9 45.1
SurgNet 2.0 8.5 0.0 0.0 1.6 18.9 69.0
DATUM 0.4 22.8 0.0 0.0 1.3 45.1 30.5
AtomTKD 0.1 14.9 0.0 0.0 3.1 28.4 53.6

bold = best score. underlined = second best. ‡ organizers’ baselines.

We, hence, quantify the association performance at vary-
ing localization conditions as presented in Table 6 using the
triplet association score (TAS) metrics described in Section 5.3.
We observe that while the association scores when keeping
only the well-localized bounding boxes (LM) are low, they be-
come higher when considering also the partially localized boxes
(pLM).

The TAS metrics also show that identity switches (IDS) and
identity misses (IDM) are minimal for all the methods. This ar-
gument is further strengthened by low MIL scores showing that
the number of correctly recognized triplets that are not localized
at any overlapping degree is negligible. Hence, the bottleneck
lies in obtaining substantial localization overlap by a weakly-
supervised method. The remaining FP is relatively low for
3 models (ResNet-CAM-YOLOv5, RDV-Det, DualMFFNet)
whereas the remaining FN is high for all the methods. Both
false negatives and false positives account for ∼65% of the
triplet association strength of the models. The FN/FP cases are
frequently observed among semantically similar triplets such as
〈grasper, grasp, gallbladder〉 in place of 〈grasper, retract, gall-
bladder〉, 〈scissors, cut, cystic-artery〉 in place of 〈scissors, cut,

blood-vessel〉. Discriminating such triplets could be a potential
area of improvement for future works.

6.4. Qualitative results

We also analyze a rich set of qualitative results from the mod-
els on different surgical situations, vis-à-vis, instrument usage
patterns (Fig. 11) and visual challenges (Fig. 12). In both fig-
ures, varying surgical conditions are presented in each column,
the groundtruths are on the first rows whereas predictions from
3 randomly selected models are on the other rows. Instrument
localization is represented with bounding boxes of different col-
ors for different triplet classes.

It is observed that more common triplets (Fig. 11a) in a clear
scene are better detected than rarer triplets (Fig. 11b) that might
occur only once and during a short moment in a procedure.
Predicting the correct category is oftentimes an issue with rare
triplets. Another observation is that a miss is usually the case
when only a tiny portion of the instrument is visible (Fig. 11c),
notwithstanding, the Distilled-Swin-YOLO model appears ro-
bust to this case. A crowded scene (Fig. 11d) presents a combi-
nation of missed prediction (e.g. ResNet-CAM-YOLOv5) and
overlapping localization of multiple instruments as one (e.g.
SurgNet). Even with correct localization, the triplet identities
are oftentimes switched or mismatched (e.g. Distilled-Swin-
YOLO). This could become an issue in certain surgical proce-
dures, e.g. gastric bypass, requiring up to 6 trocar ports or when
more than 2 instruments are visible in each frame, such as dur-
ing retraction for suturing or knot-tying, stitching, etc. Occlu-
sion occurs when instruments seem to overlap in a 2D view, the
instrument closest to the camera (partially) obstructs the view
of the instrument at the back. Under this situation (Fig. 11e),
the occluded instrument is either localized as part of the occlud-
ing instrument (e.g. MTTT, ResNet-CAM-YOLOv5) or missed
entirely (e.g. DATUM).

We observe quite interesting behaviors of the models under
challenging visual conditions (Fig. 12). Bleeding in surgical
procedures can cause blood stains on the instruments or camera
lens. Under this condition (Fig. 12a), model localizing capacity
is challenged: most models would localize just the non-stained
part of the instruments (e.g. IF-Net, RDV-Det). The view (or
image quality) can also be impaired by rapid motion of cam-
era and instruments, or lack of focus adjustment (Fig. 12b).
This leads to imprecise localization which could be attributed
to the blurred instrument boundaries (e.g. DualMFFNet). In the
cleaning and coagulation phase, instruments, such as the irriga-
tor, are immersed in fluid/water (Fig. 12c). We observed that
this leads to high false negatives for all the considered models.
Specular reflection from endoscopic light can change the ap-
pearance of the surgical scene as seen in Fig. 12d. These light
reflections outshine the surgical scene and thus affects the mod-
els in both the localization of obvious instruments like grasper
and hook (e.g. AtomTKD, DATUM, MTTT) and their triplet
classification. Localizing the same instrument with multiple
bounding boxes is also observed (e.g. MTTT). Sometimes,
when there is smoke generated through use of coagulation in-
struments, the effect ranges from minimal to adverse depending
on the thickness of the smoke. In Fig. 12e, it can be observed
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Key
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Fig. 11. Qualitative results visualizing triplet detection under different instrument usage conditions, grouped by columns: (a) regular case occurring too
often, (b) rare case occurring only once in a procedure, (c) nearly invisible instrument, (d) crowded scene, and (e) partial occlusion. Ground truths are shown at the
top rows while predictions from three randomly selected models are shown in other rows. Localization is illustrated using bounding boxes with color coding (Key
at the right) matching the triplet labels.

Key

(a) (b) (c) (d) (e)

Fig. 12. Qualitative results visualizing triplet detection under different visual challenges (surgical noise), grouped by columns: (a) blood stain, (b) rapid
motion blurring, (c) immersion in fluid, (d) specular light reflection, and (e) presence of smoke. Ground truths are shown at the top rows while predictions from
three randomly selected models are shown in other rows. Localization is illustrated using bounding boxes with color coding (Key at the right) matching the triplet
labels.

that the grasper held by the assistant surgeon is missed by all
models as it is heavily overlaid by smoke. The light smoke on
bipolar has minimal effects on the models though it affects the
instrument localization for the AtomTKD and the triplet classi-
fication for the SurgNet.

In general, the instruments are mostly predicted correctly.
Most of the missed predictions arise from incorrect verb and/or
target predictions. Notwithstanding, the major factor contribut-
ing to the low AP scores is insufficient overlap between the lo-
calized instruments and their corresponding groundtruths lead-
ing to prohibitively high false negatives as shown in the last
column of Table 6. This is also confirmed in Fig. 10 where

the AP performance decreases with increasing the overlapping
threshold. Triplet misclassification and their identity mismatch
contribute to further decrease of the detection AP score.

6.5. Comparison with the CholecTriplet2021 challenge

While the CholecTriplet2022 challenge is an evolution of the
2021 edition (Nwoye et al., 2022a), we note here several differ-
entiating factors in the organization, participation, and method-
ology. The primary distinction between the two editions is
the scope of each challenge. The first edition aimed at bench-
marking, analyzing, and improving methods for surgical triplet
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Fig. 13. Box plot comparison of the quantitative results (Category 1) with the previous edition of the challenge (CholecTriplet 2021).

recognition. As a natural progression, the current edition ex-
tends these tasks to be able to localize the operating instrument
corresponding to each detected triplet (i.e. from triplet recog-
nition to triplet detection) without spatial labels for training.
To evaluate these methods, the 5 test videos of the CholecT50
dataset were augmented to include bounding box labels around
the instrument tips in addition to the binary triplet labels avail-
able for all 50 videos.

Further, we note that several aspects of the validation and
submission process were also refined. Regarding validation, the
CholecTriplet2022 challenge utilized a self-validation approach
with strict requirements on input/output formats and compu-
tational resources. Compared to the CholecTriplet2021 chal-
lenge, this enabled a more transparent validation process, and
faster debugging, and helped focus organizational communi-
cation toward only significant issues. The submission portal
was also moved to DockerHub to allow native submission of
docker files without conversion or compression. The evalua-
tion protocol itself was modified to allow structured outputs as a
JavaScript Object Notation (JSON file) rather than a text file for
quicker processing. The metrics were also appropriately mod-
ified to be able to effectively assess the localization of instru-
ments and triplets in addition to the recognition metrics used in
the previous edition. To support these additional organizational
efforts, the committee was expanded from 4 members to 8.

In terms of the outcome, the 2022 edition offers a wide
range of methods: 6 out of 11 models have extremely distinc-
tive methodologies. Interestingly, methods focusing on knowl-
edge distillation are proposed to supplement weakly-supervised
learning of spatial localization from different datasets. There
is also a significant reduction in the gap between the top and
bottom placed models in the leaderboard as illustrated by box
plots in Fig 13: the smaller standard deviation across all met-
rics illustrates an improved and better understanding of the task
modeling compared to the 2021 edition. The final triplet recog-
nition mAP is not outperformed in the latest edition of the chal-
lenge. This could be attributed to the increased complexity of
the task and the challenge of optimizing more task heads at var-
ious levels of supervision (full and weak). The top-K results,

meanwhile, generally improved.

6.6. Limitations
Notwithstanding the milestone, the challenge on surgical ac-

tion triplet detection faces some limitations. Firstly, as with
most challenges, given that the participants are not constrained
in terms of modeling, the comparative analysis may be taken
as indications rather than facts, especially since aside from the
strength of the modeling techniques, lots of other factors such
as data preprocessing, augmentation styles, model size, hyper-
parameter tuning, training computational power, weight initial-
ization, etc., can influence model performances.

Another limitation is the choice of supervision. The local-
ization task of the challenge is defined by weak supervision by
default. However, weak supervision is approached differently:
in this case, some teams train directly on weaker binary pres-
ence labels while others train a teacher model on external data
which in turn generates pseudo-spatial labels for model fine-
tuning. Both approaches are acceptable standards for weak su-
pervision, however, their advantages differ thus affecting their
comparability. The best we could do in terms of constraints is
to withhold the spatial labels of the benchmark dataset.

Looking at the obtained results, there is still room for im-
provement, especially on the localization task. Also, localiza-
tion, which is explored on the instruments in this challenge, is
yet to be extended to the surgical targets. The task of weakly su-
pervised target anatomy localization remains an open problem
as generating spatial annotation is quite expensive, and impor-
tantly, the target anatomy is not solely determined by its vis-
ibility, which further complicates the problem. Furthermore,
there are fewer datasets in the community for differentiating the
anatomy/organ structures causing a delay in research focusing
on recognition of anatomical targets: there is also no known
pre-training source. This contributes to the imbalance and sug-
gests why the target recognition is poor compared to the instru-
ments.

Finally, how the traditional AP metrics translates a model
capacity at triplet recognition and detection is yet to be investi-
gated in full. In the CholecT45 and CholecT50 datasets, there is
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(a) Motivation for participation (b) Challenge organization (c) Usefulness of provided resources (d) Difficulties

Fig. 14. Summary of a survey conducted on CholecTriplet2022 at the end of the challenge. Each item is independently rated on a scale of 1-5. Average values
expressed in percentage. Similar items are grouped in one plot for analysis. Values of grouped items are not normalized to a fixed number.

a level of similarity between certain distinct triplets. As an ex-
ample, the triplets 〈grasper, grasp, gallbladder〉 and 〈grasper,
retract, gallbladder〉 are different but at certain stage of the pro-
cedure could be used interchangeably without misrepresenta-
tion. At some other point, an action, e.g. dissect, can happen
at an unclear boundary such that the two adjacent anatomies,
e.g. gallbladder-neck versus cystic-duct, can be interchange-
ably considered as the target without loss of generality. Taking
everything into consideration, it may be fairer to design AP met-
rics that would consider the proximity of the predicted triplets
to their interchangeable ground truth counterparts. This would
to an extent address the low performance scores of deep learn-
ing models on triplet recognition and detection.

7. Challenge survey

We conducted an anonymized survey on the organization of
the challenge. The questionnaires were circulated online to the
participants including those unable to proceed to the submission
stage. The respondents were allowed to rate on a scale of 1-5
(later converted to percentile in the analysis) their satisfaction
on each of the parameters of the challenge, and offer recom-
mendations where they feel so. We collated the responses into
four groups, presented in Fig. 14, and summarized as follow:

(a) Motivation for participation: The novelty of the task of
triplet detection as well as the interest in the CholecT50
dataset top the reasons for many entrants into the con-
test. Participation is mildly influenced by the availability
of computer infrastructure and the opportunity for a joint
publication of the challenge findings.

(b) Challenge organization: The organization and coordina-
tion of the challenge receive a very high rating, especially
on the clarity of the task instructions, responsiveness to par-
ticipants’ queries, and provision of helpful resources. Par-
ticipants agree that the challenge started early enough with
sufficient time allotted for its completion.

(c) Usefulness of provided resources: The Docker template,
self-validation system, and spatial-labeled dataset were
rated to be the most useful. Providing snippets of code for
easy starting, metrics library, reference papers, and GitHub
repositories are also of great help. The creation of group
and support mailing lists is rated lowest and this could be
attributed to the alternative use of a dedicated Slack channel
for daily communication.

(d) Difficulties: The participants identify the low performance
of their models as a major factor discouraging them from
proceeding beyond the validation phase. This can be at-
tributed to the task difficulty which is also reported in the
survey. Technical difficulties mostly arise from the building
of Docker containers. It is observed that dataset usage and
validation process pose less issues.

These observations can be valuable in improving future com-
puter vision competitions.

8. Conclusion

With CholecTriplet2022, we presented a study in the form of
an international contest focusing on the development of deep
learning models for the detection of fine-grained surgical ac-
tivities in laparoscopic videos. The task is subdivided into
three categories of (1) recognizing surgical actions as triplets
〈instrument, verb, target〉, (2) localizing the instruments per-
forming the actions, and (3) pairing the localized instruments
with their correct action triplets. The research and experiments
are conducted on the CholecT50 dataset which has been anno-
tated with triplet labels. The localization sub-task is handled by
weak supervision. The challenge ran through a 5-month win-
dow recording a total of 11 teams’ participation showcasing 11
new deep learning methods to solve the problems.

The presented models employed several computer vision
techniques such as state-of-the-art CNN architectures, multi-
task learning, temporal modeling, graphical modeling, knowl-
edge distillation, attention/transformer, transfer learning, model
ensembling, end-to-end training, weak supervision, etc. While
performances close to the baseline are recorded on the local-
ization task, higher and promising results are obtained on the
triplet recognition task. Our in-depth analysis of the results,
quantitatively and qualitatively, reveals the behaviors of pre-
sented methods under various surgical conditions and visual
challenges prevalent in surgical video data. With this meta-
analysis, we provide insights for the advancement of the present
and similar studies in the field.

In summary, this study contributes, in no small amount, to
the gradual advancement of research on tool-tissue interaction
understanding, which would be helpful for the development of
future generation operating rooms that include AI assistance.
Following a similar setup, the design and experiments contained
in this paper can be extended to other surgical procedures.



Chinedu I. Nwoye et al. 2023 19

Acknowledgment

The organizers would like to thank the IHU and IRCAD
research teams for their help with the initial data annotation
during the CONDOR project. We also thank Stefanie Spei-
del, Lena Maier-Hein, Danail Stoyanov, and the entire EndoVis
2022 organizing committee for providing the platform for this
challenge.

Funding

This work was supported by French state funds managed
within the Plan Investissements d’Avenir by the ANR un-
der references: National AI Chair AI4ORSafety [ANR-20-
CHIA-0029-01], Labex CAMI [ANR-11-LABX-0004], Deep-
Surg [ANR-16-CE33-0009], IHU Strasbourg [ANR-10-IAHU-
02] and by BPI France under references: project CONDOR,
project 5G-OR.

Software validation and evaluation were performed with
servers managed by CAMMA at University of Stras-
bourg and IHU Strasbourg, as well as HPC resources
from Unistra Mésocentre, and GENCI-IDRIS [Grant 2021-
AD011011638R1, 2021-AD011011638R2].

Awards for the challenge winners were sponsored by IHU
Strasbourg, NVIDIA, and Medtronic Ltd.

Participating teams would like to acknowledge the fol-
lowing funding: CITI: Shanghai Municipal Science and
Technology Commission [20511105205]. SDS-HD: Twin-
ning Grant [DKFZ+RBCT]; the Surgical Oncology Program
of the National Center for Tumor Diseases (NCT) Hei-
delberg, by the German Federal Ministry of Health under
the reference number 2520DAT0P1 as part of the pAItient
project, and by HELMHOLTZ IMAGING, a platform of the
Helmholtz Information & Data Science Incubator. Euro-
pean Research Council (ERC) under the European Union’s
Horizon 2020 research and innovation programme (NEU-
RAL SPICING; grant agreement No. [101002198]) and
Surgical Oncology Program of the National Center for Tu-
mor Diseases (NCT) Heidelberg. 2AI-ICVS: Fundação para
a Ciência e a Tecnologia (FCT), Portugal and the Euro-
pean Social Fund, European Union, for funding support
through the “Programa Operacional Capital Humano” (POCH)
in the scope of the Ph.D. grants [SFRH/BD/136721/2018,
SFRH/BD/136670/2018]. Grants [NORTE-01-0145-FEDER-
000045, NORTE-01-0145-FEDER-000059], supported by
Northern Portugal Regional Operational Programme (NORTE
2020), under the Portugal 2020 Partnership Agreement,
through the European Regional Development Fund (FEDER).
Also funded by national funds, through the FCT and
FCT/MCTES in the scope of the project [UIDB/05549/2020,
UIDP/05549/2020]. SHUANGCHUN: Guangdong Climbing
Plan under Grant [pdjh2023c21602]. CAMP: partially sup-
ported by Carl Zeiss AG.

CRediT authorship contribution statement

C.I. Nwoye: Conceptualization, Data Curation, Methodology, Soft-
ware, Investigation, Validation, Formal Analysis, Visualization, Data

Analysis & Interpretation, Writing - Original Draft, Writing - Review
& Editing, Resources, Challenge Organization. T. Yu: Conceptu-
alization, Data Curation, Formal Analysis, Writing - Original Draft,
Writing - Review & Editing, Resources, Challenge Organization. S.
Sharma: Conceptualization, Data Curation, Software, Formal Anal-
ysis, Validation, Visualization, Writing - Original Draft, Resources,
Challenge Organization. A. Murali: Conceptualization, Data Cura-
tion, Formal Analysis, Software, Writing - Original Draft, Resources,
Challenge Organization. D. Alapatt: Conceptualization, Data Cura-
tion, Formal Analysis, Writing - Original Draft, Challenge Organiza-
tion. A. Vardazaryan: Conceptualization, Data Curation, Investiga-
tion, Writing - Review & Editing, Resources, Challenge Organization.
K. Yuan: Formal Analysis, Visualization, Writing - Original Draft,
Challenge Organization. J. Hajek, W. Reiter, A. Yamlahi, F. Smidt,
X. Zou, G. Zheng, B. Oliveira, H, Torres, S. Kondo, S. Kasai, F.
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Schindler, K., Leal-Taixé, L., 2020. Mot20: A benchmark for multi object
tracking in crowded scenes. arXiv preprint arXiv:2003.09003 .

Donahue, J., Hendricks, L.A., Guadarrama, S., Rohrbach, M., Venugopalan, S.,
Darrell, T., Saenko, K., 2015. Long-term recurrent convolutional networks
for visual recognition and description, in: Conference on Computer Vision
and Pattern Recognition CVPR, CVF / IEEE Computer Society. pp. 2625–
2634.

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Un-
terthiner, T., Dehghani, M., Minderer, M., Heigold, G., Gelly, S., et al.,
2020. An image is worth 16x16 words: Transformers for image recognition
at scale. arXiv preprint arXiv:2010.11929 .

Everingham, M., Van Gool, L., Williams, C.K., Winn, J., Zisserman, A., 2010.
The pascal visual object classes (voc) challenge. International Journal of
Computer Vision 88, 303–338.

Everingham, M., Zisserman, A., Williams, C.K., Gool, L.V., Allan, M., Bishop,
C.M., Chapelle, O., Dalal, N., Deselaers, T., Dorkó, G., et al., 2005. The
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Bian, G.B., Bodenstedt, S., Bolmgren, J.L., Bravo-Sánchez, L., Chen, H.B.,
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