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A VARIATIONAL METHOD FOR FUNCTIONALS DEPENDING ON

EIGENVALUES

ROMAIN PETRIDES

Abstract. We perform a systematic variational method for functionals depending on
eigenvalues of Riemannian manifolds. It is based on a new concept of Palais Smale se-
quences that can be constructed thanks to a generalization of classical min-max methods
on C

1 functionals to locally-Lipschitz functionals. We prove convergence results on these
Palais-Smale sequences emerging from combinations of Laplace eigenvalues or combina-
tions of Steklov eigenvalues in dimension 2.

Optimization of eigenvalues of operators (Laplacian with Dirichlet or Neumann bound-
ary conditions, Dirichlet-to-Neumann operator, bi-laplacian, magnetic Laplacian etc) is a
common field of spectral geometry. We consider the eigenvalues as functionals depend-
ing on the shape and topology of the domain, on the operator, and/or on the geometric
structure (Riemannian metrics, CR structure, sub-Riemannian metrics, etc). One old and
celebrated problem was independently solved by Faber [Fab23] and Krahn [Kra25] in 1923:
the domains minimizing the first Laplace eigenvalue with Dirichlet boundary conditions
among domains of same volume in R

n are Euclidean balls. This problem is very similar
to the classical problem of isoperimetry, and the proof of this result uses the isoperimetric
inequality, so that even when the perimeter is not involved in the renormalization (by a
prescribed area/perimeter/diameter or Cheeger constant etc) of an eigenvalue functional,
shape optimization on it is often called an isoperimetric problem on the eigenvalue.

We can distinguish two main families of optimization of eigenvalues. In the first one, the
ambiant geometry is prescribed (for instance, the Euclidean space R

n, sphere, hyperbolic
space, etc) and there is an optimization with respect to the shape and topology of a domain
in this ambiant space. Emblematic results are the Faber-Krahn inequality [Fab23][Kra25]
and the Szegö-Weinberger [Sze54][Wei56] inequality. In the second one, the ambiant topol-
ogy is prescribed (on a fixed manifold) but the optimization holds with respect to the
metric on the manifold, or potentials involved in the eigenvalue operator. An emblematic
result is Hersch inequality [Her70]: the round sphere is the maximizer of the first Laplace
eigenvalue among metrics of same area on the 2-sphere. In both problems, we look for
bounds on eigenvalues, optimal inequalities and critical domains/metrics/potentials real-
izing these bounds.

The current paper is devoted to the second family of problems. In principle, the bigger
the space of variations is, the richer the critical points of the functional are. For instance,
critical metrics for combinations of Laplace eigenvalues over Riemannian metrics with
prescribed volume are associated to minimal surfaces into ellipsoids (see [Pet21]), while
critical metrics for Steklov eigenvalues with prescribed perimeter are associated to free
boundary minimal surfaces into ellipsoids (see [Pet22]). If only one eigenvalue appears in
the functional, the target ellipsoids are spheres/balls as was primarily noticed by Nadi-
rashvili [Nad96] for Laplace eigenvalues and Fraser and Schoen for Steklov eigenvalues
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[FS13][FS16]. This gives an elegant connexion with the theory of minimal surfaces. If we
look for critical metrics with respect to variations in a conformal class, we only obtain
harmonic maps instead of minimal immersions [ESI03][ESI08][FS13][Pet21][Pet22]. Other
examples of critical metrics will be given in [PT22] thanks to a unified approach based on
computations of subdifferentials (see e.g. [Cla13] and discussions below). Noticing that
the harmonic maps enjoy a regularity theory (see e.g [Hel96][Riv08]), we can start a long
story of investigations for variational aspects of eigenvalue functionals.

In the past decades, many variational methods have been proposed since the seminal
works by Nadirashvili [Nad96] for the maximization of the first Laplace eigenvalues on
tori and Fraser and Schoen [FS16] for the maximization of the first Steklov eigenvalues
on surfaces with boundary of genus 0. We briefly explain the idea with the example of
maximization of one eigenvalue in a conformal class [g] = {e2ug;u ∈ C∞ (M)}

Λk(M, [g]) = sup
g̃∈[g]

λ̄k(g̃)

where λ̄k is a renormalized eigenvalue. Notice that conformal classes are convenient not
only because the space of variation is a space of functions, but also because there are upper
bounds on eigenvalues in this space [Kor93][Has11]. The main idea was to build a spe-
cific maximizing sequence of conformal factors that emerge from a regularized variational
problem.

• In [Nad96], (Laplacian, dimension 2) the author maximizes the first eigenvalue λ̄1
on the smaller admissible space EN of conformal factors f ∈ C∞(M) such that
0 ≤ f ≤ N for N ∈ N, giving a maximizing sequence as N → +∞ of L∞ factors
fN ∈ EN for Λ1(Σ, [g]) = supg̃∈[g] λ1(g̃).

• In [FS16], [Pet14a], (Laplacian, dimension 2) the authors maximize a relaxed func-
tional f 7→ λ̄1 (Kε(f)g), where Kε(f) is the solution at time ε > 0 of the heat
equation with respect to g at time ε > 0 with initial data f , obtaining a maxi-
mizing sequence Kε(νε) of smooth positive conformal factors as ε → 0, for some
maximal probability measure νε of the relaxed functional ν 7→ λ̄1 (Kε(ν)g).

• In [GP22], (Conformal Laplacian, dimension n ≥ 3) the authors proposed to mod-
ify both the functional and the space of admissible variations.

Whatever the choice, the main difficulty is to obtain convergence of this maximizing
sequence of conformal factors to a regular conformal factor. Since these maximizing
sequences come from the maximization of a regularized variational problem, we obtain
Euler-Lagrange equations expected to bring regularity estimates on the sequence, in order
to pass to the limit. Of course, these expectations are only possible if sequences of critical
metrics already a priori satisfy regularity estimates and compactness properties. This is
the case for conformal factors associated to harmonic maps [Hel96][Riv08].

The second method (see [Pet14a]), improved in [Pet18] and [Pet19] (Laplace and Steklov
eigenvalues with higher index) is now performed for combinations of eigenvalues [Pet21]
[Pet22]. The first method (see [Nad96] [NS15]) was improved in [KNPP20] for Laplace
eigenvalues of higher index. It is also worth mentioning that there is an indirect method
to maximize first and second conformal Laplace eigenvalues [KS20] [KS22] based on min-
max methods to build harmonic maps. While it is difficult to generalize it to higher
eigenvalues or combinations, this gives a nice characterization of the maximizers, also
leading to quantified inequalities on first and second eigenvalues [KNPS21].
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In the current paper, we simplify, unify and generalize the previous variational methods
by defining a notion of Palais-Smale sequences of conformal factors. It is a significative
improvement, e.g for the following reasons:

• We can observe that maximizing sequences extracted by the maximization of re-
laxed functionals by the Heat kernel e2uε = Kε[νε] (in [Pet14a][Pet18][Pet21][Pet22])
satisfy the properties of Palais-Smale sequences as ε → 0. Notice that these se-
quences (e2uε)ε>0 are canonical in the sense that they satisfy even more regularity
properties (for instance, there are C0 a priori estimates on eigenfunctions) than a
random Palais Smale sequence. However, working on these sequences requires an
overly high technicality.

• All the previous methods are ad hoc methods while the concept of Palais-Smale
sequences gives a systematic approach.

• Palais-Smale sequences can be extracted from min-max problems on combinations
of eigenvalues, while the previous methods seem specific to maximizations, and for
some of them specific to the maximization of only one eigenvalue.

• This new method is also used in [Pet22a] for variational problems on the Laplacian
in higher dimensions and is promising to solve many other variational problems
on eigenvalues.

Classically, Palais-Smale sequences on a C1 functional E : X → R are sequences (xn)
such that E(xn) → c and |DE(xn)| → 0. The main problem is that a functional involving
eigenvalues (depending on a space X of metrics, conformal factors, potentials, etc) is
not a C1 functional. Of course, it is a C1 functional at any point in which the involved
eigenvalues are simple, but we often have multiplicity of eigenvalues at the critical points,
corresponding to intersection of smooth branches of eigenvalues. However, thanks to F.
Clarke (see e.g [Cla13]), the subdifferential ∂E(x) plays the role of the differential for
locally Lipschitz functionals. Roughly speaking, it is a space of subgradients containing
all the informations on the first variation of the functional, and in particular on the
derivatives corresponding to the smooth branches of eigenvalues at points of multiplicity
(see [PT22] for more details). Then, criticality of E at x can be defined by 0 ∈ ∂E(x).
The current paper is devoted to quantify this property by the definition of a pseudo-norm
|∂E(x)| on subdifferentials such that x 7→ |∂E(x)| is lower semi-continuous and criticality
is characterized by |∂E(x)| = 0. A Palais-Smale sequence (xn) is then nothing but defined
by E(xn) → c and |∂E(xn)| → 0.

With this point of view, extraction of Palais-Smale sequences from variational problems
on eigenvalue functionals follows the classical constructions for C1 functionals (see for
instance the nice book [Str08]). This method is explained in Section 1. In particular,
we explain how this new point of view is available for min-max variational problems on
combinations of eigenvalues. As in the previous methods, the main difficulty is to prove
convergence of Palais-Smale sequences. A wide part of the current paper is devoted to
prove this convergence for functionals depending on combinations of Laplace eigenvalues
(proof or Proposition 2.1 in Section 2) or combinations of Steklov eigenvalues (proof of
Proposition 3.1 in Section 3) in dimension 2. We rewrite here a proof of the main theorems
in [Pet21] and [Pet22] to simplify and enlighten the techniques used there and we give new
convergence results on Palais-Smale sequences (H−1 convergence of maximizing sequences,
convergence of spectral indices to the spectral index of the limit). A short summary of
the systematic technique we use for convergence of Palais-Smale sequences is given after
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Proposition 2.1. This technique is also developped in [Pet22a] for eigenvalues of the
Laplacian in higher dimensions, with all the specificities due to higher dimensions. We
emphasize that this systematic approach is promising to solve many other variational
problems on eigenvalues.

1. The variational approach and consequences

1.1. Examples of functionals and spaces of variation. We denote byE : X ⊂ V → R

a functional depending on combination of eigenvalues, where X is a subset of a Banach
space V . E is a locally Lipschitz functional. We can define its subdifferential as

∂E(f) = {ζ ∈ V ⋆;∀v ∈ V,E◦(f ; v) ≥ 〈ζ, v〉}
where

E◦(f ; v) := lim sup
f̃→f ;t→0

E(f̃ + tv)− E(f̃)

t
.

is a generalized directional derivative of E.

Concerning Laplace eigenvalues on a compact surface without boundary Σ,

λ0 ≤ λ1(g) ≤ · · · ≤ λk(g) ≤ · · · ,
we denote by λ̄k(g) = λk(g)Ag(Σ) the renormalized eigenvalue where Ag(Σ) is the area of
Σ with respect to g, and Ek(g) the set of (maybe multiple) eigenfunctions associated to
λk(g). We set

V = C0 (Σ) and X = {f ∈ C0(Σ), f > 0}
and for f ∈ X we set

E(f) := F
(
λ̄1(fg), · · · , λ̄m(fg)

)

where F : Rm → R+ is a C1 function such that for all i ∈ {1, · · · ,m}, ∂iF ≤ 0 everywhere.
We denote ∂E(f) the subdifferential of E at f . We proved in [PT22]

∂E(f) ⊂ co(φ1,··· ,φm)∈OE(f)

{
m∑

i=1

diλ̄i(fg)
(
1− (φi)

2
)}

(1.1)

where (φ1, · · · , φm) lies in the set OE(f) of L2(Σ, fg)-orthonormal families where φi ∈
Ei(fg) and di = ∂iF

(
λ̄1(fg), · · · , λ̄m(fg)

)
≤ 0. Notice that in this case, the subdiffer-

ential is a space of functions, while it is defined as a subspace of V ⋆ the set of Radon
measures: here, we identify a function ψ to the measure ψdAg.

Concerning Steklov eigenvalues on a compact surface with boundary Σ,

σ0 ≤ σ1(g) ≤ · · · ≤ σk(g) ≤ · · · ,
we denote by σ̄k(g) = σk(g)Lg(∂Σ) the renormalized eigenvalue where Lg(∂Σ) is the length
of the boundary ∂Σ of Σ with respect to g, and again Ek(g) the set of (maybe multiple)
eigenfunctions associated to σk(g).

V = C0 (∂Σ) and X = {f ∈ C0(∂Σ), f > 0}
and for f ∈ X we set

E(f) := F
(
σ̄1(f̃

2g), · · · , σ̄m(f̃2g)
)

where F : Rm → R+ is a C1 function such that for all i ∈ {1, · · · ,m}, ∂iF ≤ 0 everywhere,

and f̃ : Σ → R denotes one smooth extension of f to Σ, noticing that σk(f̃
2g) does not
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depend on the extension of f by conformal invariance of the metric. We denote ∂E(f) the
subdifferential of E at f . We proved in [PT22]

∂E(f) ⊂ co(φ1,··· ,φm)∈OE(f)

{
m∑

i=1

diσ̄i(f̃
2g)
(
1− (φi)

2
)}

(1.2)

where (φ1, · · · , φm) lies in the set OE(f) of L2(∂Σ, fdLg)-orthonormal families where

φi ∈ Ei(f̃
2g) and di = ∂iF

(
σ̄1(f̃

2g), · · · , σ̄m(f̃2g)
)

≤ 0. Notice that in this case the

subdifferential is a space of functions on ∂Σ, while it is defined as a subspace of V ⋆, the
set of Radon measures on ∂Σ: here, we identify a function ψ to the measure ψdLg on ∂Σ.

1.2. A pseudo-norm on subdifferentials. We set

|∂E(f)| = −min
τ∈Y

max
ψ∈∂E(f)

〈τ, ψ〉

the pseudo-norm of the subdifferential ∂E(f), where Y ⊂ V ⋆ is the unit sphere of V ⋆. It
is the set of probability measures on Σ for Laplace eigenvalues, or the set of probability
measures on ∂Σ for Steklov eigenvalues and 〈., .〉 is the natural pairing between V ⋆ and
V . Notice that

• |∂E(f)| ≥ 0 because ∂E(f) is a subset of a finite dimensional vector space and we
can always find τ ∈ Y such that

∀ψ ∈ ∂E(f), 〈τ, ψ〉 = 0

• If E is differentiable at f , |∂E(f)| is nothing but the norm of the linear form
f → DE(f) in V ⋆.

• The infimum in the definition of |∂E(f)| is a minimum because of the compactness
of the sphere with respect to the weak ⋆ topology on V ⋆ (the set of Radon measures)
and because ∂E(f) can be seen as a set of continuous functions.

• By a standard density theorem,

|∂E(f)| = − inf
τ∈Ỹ

max
ψ∈∂E(f)

〈τ, ψ〉

where Ỹ = {hdAg ∈ Y ;h ∈ C0(Σ), h ≥ 0,
´

Σ hdAg = 1}, seeing naturally a function

h as the measure hdAg for Laplace eigenvalues. Ỹ = {hdLg ∈ Y ;h ∈ C0(Σ), h ≥
0,
´

Σ hdLg = 1} for Steklov eigenvalues. |∂E(f)| has to be seen as the absolute
value of the least right derivative of E among all the variations vt = th for hdAg ∈
Ỹ .

Claim 1.1. The map f 7→ |∂E(f)| is lower semi-continous.

Proof. Let fn → f in X. By definition of the subdifferential, we have the following semi-
continuity result on subdifferentials

∂E(f) ⊃
{

lim
n→+∞

ϕn; (ϕn)n∈N is a convergent sequence with ϕn ∈ ∂E(fn)

}

Let τ ∈ Y . ∂E(fn) is compact as a bounded subset of a finite dimensional set. Then, let
ψn ∈ ∂E(fn) be such that

〈τ, ψn〉 = max
ψ∈∂E(fn)

〈τ, ψ〉
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By convergence of eigenvalues and eigenfunctions, up to a subsequence, ψn converges
to some function ψ∞ in C0 as n → +∞. More precisely, we have by ellipticity of the
eigenfunction equations

|〈τ, ψ∞ − ψn〉| ≤ ‖ψ − ψn‖C0 ≤ C


‖fn − f‖C0 +

N∑

j=1

‖φj − φjn‖L2 +

m∑

i=1

∣∣λin − λi
∣∣

 ,

where λin = λi(fng), λ
i = λi(fg), N is the dimension of E1(fng) + · · · + Em(fng) and

(φ1n, · · · , φMn ) is an L2(fng)-orthonormal basis of eigenfunctions for fng in this space con-
verging in L2 to (φ1, · · · , φM ), an L2(fg)-orthonormal family of eigenfunctions with respect
for fg, and C is a function depending on ‖f‖C0 , λi and sup ∂iF at the neighborhood of
(λ1, · · · , λn). Knowing in addition that ψ∞ ∈ ∂E(f), we obtain that

− |∂E(fn)| = min
µ∈Y

max
ψ∈∂E(fn)

〈µ,ψ〉 ≤ 〈τ, ψn〉 ≤ 〈τ, ψ∞〉+ |〈τ, ψ∞ − ψn〉|

≤ max
ψ∈∂E(f)

〈τ, ψ〉 + C


‖fn − f‖C0 +

N∑

j=1

‖φj − φjn‖L2 +
m∑

i=1

∣∣λin − λi
∣∣



Passing to the infimum on τ ∈ X, we get

− |∂E(fn)| ≤ − |∂E(f)|+ o(1)

as n→ +∞, and finally we have

|∂E(f)| ≤ lim inf
n→+∞

|∂E(fn)|

♦
Claim 1.2. Let f ∈ X. The following propositions are equivalent

(i) 0 ∈ ∂E(f)
(ii) ∂E(f) ∩ {a ∈ C0(Σ); a ≥ 0} 6= ∅
(iii) |∂E(f)| = 0

Proof. Of course, (i) ⇒ (ii). We also have that (ii) ⇒ (i), indeed, if there is ψ ∈
∂E(f)∩{a ∈ C0(Σ); a ≥ 0}, then knowing that any function in ∂E(f) satisfies

´

Σ ψdAg = 0,
we deduce that ψ = 0.

We prove now that (iii) ⇒ (ii). If ∂E(f) ∩ {a ∈ C0(Σ); a ≥ 0} = ∅, then by Hahn-
Banach’s theorem there is a Radon measure τ such that

∀ψ ∈ ∂E(f), 〈τ, ψ〉 < 0

and
∀a ∈ C0(Σ), a ≥ 0 ⇒ 〈τ, a〉 ≥ 0

which implies that τ is a non-negative Radon measure. Up to renormalization, we can
assume that τ is a probablility measure. We obtain that |∂E(f)| > 0.

Finally, we prove that (ii) ⇒ (iii). If |∂E(f)| > 0, then, there is τ ∈ Y such that

∀ψ ∈ ∂E(f), 〈τ, ψ〉 < 0

This positive measure τ also satisfies

∀a ∈ C0(Σ), a ≥ 0 ⇒ 〈τ, a〉 ≥ 0

so that ∂E(f) ∩ {a ∈ C0(Σ); a ≥ 0} = ∅ ♦
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The set of regular points of f is denoted

Xr = {f ∈ X; |∂E(f)| > 0} = {f ∈ X; 0 /∈ ∂E(f)}
and the set of critical points we are looking for all along the current paper:

Xc = {f ∈ X; |∂E(f)| = 0} = {f ∈ X; 0 ∈ ∂E(f)}.

1.3. A deformation Lemma. Thanks to the definition of |∂E(f)| we have an adaptation
of the classical deformation lemma (thanks to downhill directions) for C1 functionals to
the functionals depending on eigenvalues:

Proposition 1.1. If there is ε0 > 0 and δ > 0 such that

∀f ∈ X;∀ε ∈ (0, ε0), |E(f)− c| ≤ ε⇒ |∂E(f)| ≥ δ ,

Then ∀ε ∈ (0, ε0), there is η : X → X such that

• η(f) = f for any f ∈ {E ≥ c+ ε0} ∪ {E ≤ c− ε0}
• ∀f ∈ X,E(η(f)) ≤ E(f)
• η({E ≤ c+ ε}) ⊂ {E ≤ c− ε}

We first build an adapted pseudo-vector field for our problem

Claim 1.3. Let ε > 0. There is a locally Lipschitz vector field v : Xr → X such that for
all f ∈ X

• ‖v(f)‖1 < 2

• ∀ψ ∈ ∂E(f), 〈v(f), ψ〉 < − |∂E(f)|
2

• v(f) ≥ 0

Proof. We first fix f0 ∈ X and we build an adapted image v0(f0) satisfying the conclusion
of the Claim.

Let τ0 ∈ Ỹ such that

− |∂E(f0)| ≥ max
ψ∈∂E(f0)

〈τ0, ψ〉 −
|∂E(f0)|

4
.

We choose v0(f0) = τ0 so that

• ‖v0(f0)‖1 ≤ 1 < 2

• ∀ψ ∈ ∂E(f0), 〈v0(f0), ψ〉 ≤ −3
4 |∂E(f0)| < − |∂E(f0)|

2
• v0(f0) ≥ 0

Now, we aim at defining v by some transformation of v0 in order to obtain a locally
Lipschitz vector field v : Xr → X.

Let f0 ∈ Xr. Let Ωf0 be an open neighborhood of f0 in Xr such that for all f ∈ Ωf0

∀ψ ∈ ∂E(f), 〈ψ, v0(f0)〉 < −|∂E(f)|
2

We notice that

Xr =
⋃

f0∈Xr

Ωf0 .

Since Xr is paracompact, one has a family of open sets (ωi)i∈I such that

• Xr =
⋃
i∈I ωi

• ∀i ∈ I,∃fi ∈ Xr, ωi ⊂ Ωfi
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• for all u ∈ Xr there is an open set Ω such that u ∈ Ω and Ω ∩ ωi = ∅ except for a
finite number of indices i.

We set ψi(u) = d (u,Xr \ ωi) and ηi(u) = ψi∑
j∈I ψj

and the vectorfield

v(f) =
∑

i∈I
ηi(f)v0(fi)

satisfies the conclusion of the claim. ♦
Proof. (of proposition 1.1) We define a vector-field Φ : X → X as for f ∈ X,

Φ(f) =
d(f,A)

d(f,A) + d(f,B)
v(f)

where v : Xr → X is given by Claim 1.3 and we define the sets

A = {E ≤ c− ε0} ∪ {E ≥ c+ ε0}
and

B = {c− ε ≤ E ≤ c+ ε} .
Let η be a solution of

(1.3)

{
d
dt
ηt(f) = Φ (ηt(f))

η0(f) = f .

Such a solution η exists since Φ is locally Lipschitz. Moreover, η is well defined on R+

since Φ is bounded. Let t ≥ 0, and f ∈ X. We have by elementary properties on the
subdifferential that

d

dt
E(ηt(f)) ≤ max{〈Φ(ηt(f)), ψ〉 ;ψ ∈ ∂E (ηt(f)g)}

≤ − d(ηt(f), A)

d(ηt(f), A) + d(ηt(f), B)

|∂E(ηt(f))|
2

≤ 0
(1.4)

for any t ≥ 0. It is clear that for any t ≥ 0, ηt(f) = f for f ∈ A and that

ηt ({E ≤ c− ε}) ⊂ {E ≤ c− ε} .
It remains to prove that for t0 > 0 small enough we also have that

ηt0 (B) ⊂ {E ≤ c− ε} .
Let t⋆ be the smallest time such that ηt⋆(f) = c− ε. Then, for 0 ≤ t ≤ t⋆, we have

ηt(f) ∈ B ⇒ d

dt
E(ηt(f)) ≤ −δ

2
.

since by assumption, c − ε ≤ E(ηt(f)) ≤ c implies that |∂E(ηt(f))| ≥ δ and that
d(ηt(f), B) = 0. We deduce by integration that

E(ηt⋆(f))− E(f) ≤ −δ
2
t⋆

so that t⋆ ≤ 4ε
δ

Then, letting t0 =
2ε
δ

we obtain ηt0(B) ⊂ {E ≤ c− ε}. Therefore,
ηt0({E ≤ c+ ε}) ⊂ ηt0({E ≤ c− ε})

and we obtain the proposition. ♦
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1.4. Construction of Palais-Smale sequences. Let A ⊂ P(X). We assume that

c = inf
A∈A

sup
f∈A

E(f).

is finite. We give a sufficient condition on A to define an associated Palais-Smale sequence:

Claim 1.4. We assume that there is α > 0 such that for any homeomorphism η : X → X
such that E (η(f)) ≤ E(f), and such that E(f) = f for any f ∈ {|E − c| > α},

A ∈ A ⇒ η(A) ∈ A.
Then, there is a sequence fε ∈ X such that |E(fε)− c| ≤ ε and δε = |∂E(fε)| → 0 as
ε→ 0.

Proof. If it is not the case, then there is δ0 > 0 and ε0 > 0 satisfying the assumptions
of the deformation lemma. We can assume that ε0 ≤ α. Then, for 0 < ε ≤ ε0, we let
η : X → X be the homeomorphism given by the deformation lemma. By definition of c,
let A ∈ A be such that

sup
f∈A

E(f) ≤ c+ ε

Then, we have that
sup

f∈η(A)
E(f) ≤ c− ε

where η(A) ∈ A by assumption. This is a contradiction with the definition of c ♦
For instance:

• If A = {{f}; f ∈ X}, we obtain a minimizing sequence satisfying the Palais-Smale
condition.

• If we have two strict local minimizers f1 and f2 of E, then if

A = {γ([0, 1]); γ : [0, 1] → X continuous and γ(0) = f1, γ(1) = f2}
we obtain a new Palais-Smale sequence.

Up to standard regularizations, we can assume that a Palais Smale sequence is a sequence
of smooth positive functions e2uε satisfying

∣∣E(e2uε)− c
∣∣ ≤ ε and δε = |∂E(fε)| → 0 as ε→ 0.

The equality δε = |∂E(fε)| can be rewritten as

∀τ ∈ Y,∃ψ ∈ ∂E(e2uε);−〈τ, ψ〉 ≤ δε

which can be rewritten as

∀τ ∈ Y,∃ψ ∈ ∂E(e2uε);−〈τ, ψ + δε〉 ≤ 0

where δε is a constant function in V , meaning that

(1.5) −
(
∂E(e2uε) + {δε}

)
∩ {a ∈ V ; a ≤ 0} 6= ∅.

Indeed, if not, we use the classical Hahn-Banach theorem to separate these two spaces
(the first one is compact, the second one is closed in V ) by τ ∈ V ⋆ satisfying

∀ψ ∈ ∂E(e2uε), 〈τ,−(ψ + δε)〉 > 0

and
∀a ∈ V ; a ≤ 0, 〈τ, a〉 ≤ 0.
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The second condition implies that τ is a non-negative Radon measure. Up to a renormal-
ization, we assume that τ ∈ Y is a probability measure and we obtain a contradiction.
Therefore we obtain the Palais-Smale condition on the sequence e2uε , given in the assump-
tion of Proposition 2.1 (with (1.1) and (1.5)) and Proposition 3.1 (with (1.2) and (1.5)),
up to a renormalization on δε and to denote δε another sequence converging to 0 as ε→ 0.

2. Convergence of Palais-Smale sequences for finite combination of

Laplace eigenvalues in dimension 2

Proposition 2.1. Let e2uε , Λε, Φε : Σ → R
m be a smooth sequence of maps satisfying

the Palais-Smale assumption (PS) as ε→ 0, that is

• Λε = diag(λεkε1
, · · · , λεkεm) where the diagonal terms are eigenvalues associated to

e2uε with uniformly bounded spectral indices kεi , λ
ε
kε1

≤ · · · ≤ λεkεm and Λε → Λ =

(λk1 , · · · , λkm) as ε→ 0.
• ∆gΦε = e2uεΛεΦε
•
´

Σ e
2uεdAg =

´

Σ |Φε|2Λε
e2uεdAg =

´

Σ |∇Φε|2g dAg = 1

• For i ∈ {1, · · · ,m}, tεi =
´

Σ (φεi )
2 e2uεdAg and

∑
λεkit

ε
i = 1.

• |Φε|2Λε
≥ 1− δε uniformly, where δε → 0 as ε→ 0.

Then, up to a subsequence Φε bubble tree converges in W 1,2 to Φ0 : Σ → EΛ, Φj : S2 → EΛ
for j = 1, · · · , l (l ≥ 0) with an energy identity:

1 =

ˆ

Σ
|∇Φ0|2g dAg +

l∑

j=1

ˆ

S2

|∇Φj|2h dAh

Moreover, Φj are smooth harmonic maps for j = 0, · · · , l and their i-th coordinates are
eigenfunctions associated to λki on the surface Σ ∪ ⋃1≤i≤l S

2 with respect to the metrics
|∇Φ0|2Λ,g

|ΛΦ0|2
g on Σ and

|∇Φj |2Λ,h

|ΛΦj |2
h on S

2.

We can summarize the proof in the following way: we have

∆gΦε = e2uεΛεΦε and |Φ|2Λε
≥ 1− δε and

ˆ

Σ
e2uεdAg =

ˆ

Σ
|Φε|2Λε

e2uεdAg

where Φε is harmonic if and only if |Φε|2Λε
= 1. We aim at proving that Φε converges to

Φ as ε→ 0 in a suitable space so that if e2uεdAg →⋆ ν with respect to weak⋆ convergence
of measures and Λε → Λ, the equation on Φε passes to the limit and we get

∆gΦ = νΛΦ and |Φ|2Λ = 1,

which is exactly the equation for weak harmonic maps. By regularity of Φ, we obtain by

computation of 0 = ∆g

(
|Φ|2Λ

)
that ν =

|∇Φ|2Λ
|Φ|2Λ

dAg is a regular measure. This idea has to

be written up to a bubble tree (see Claim 2.1).

All the proof is based on local energy-convexity results for the harmonic replacement
Ψε of

Φε

ωε
where ωε := |Φε|2Λε

on disks Dr(p) of small energy of Φε:

(2.1)
1

2

ˆ

Dr(p)

∣∣∣∣∇
(
Φε
ωε

−Ψε

)∣∣∣∣
2

≤
ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

−
ˆ

Dr(p)
|∇Ψε|2
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where the harmonic replacement Ψε is defined as the unique harmonic map into the el-
lipsoid EΛε such that Ψε = Φε

ωε
on ∂Dr(p) (see [CM08] [LP19]). Taking the harmonic

replacement of Φε

ωε
is justified because of the crucial assumption ωε ≥ 1− δε, and its conse-

quences: ωε converges to 1 in some sense and ∇
(
Φε − Φε

ωε

)
converges to 0 in L2 (see (2.3)

and (2.4)).

Therefore, we just have to prove that the right-hand term in (2.1) converges to 0 as
ε → 0. This comes from the equation on Φε and an extra assumption on the disk Dr(p)
of replacement: we assume that the first Laplace eigenvalue with Dirichlet boundary
condition satisfies λ⋆ (Dr(p)) ≥ λεkεm . Then

(2.2)

ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

−
ˆ

Dr(p)
|∇Ψε|2 → 0 as ε→ 0.

Using (2.1), (2.2) and standard convergence theorems for harmonic maps, we obtain
the strong H1 convergence of Φε

ωε
and Φε to a function Φ satisfying the desired weak-

harmonic map equation and the regularity of the mimiting measure ν. We globalize these
local convergences noticing that they happen at a fixed neighborhood of any point except
at most km + 1 points that we call bad points (see Claim 2.3 and (2.5)). They do not
interfere in the final regularity result and energy identities. The proof of local strong H1

convergence is given in Claim 2.5. However, in this Claim, we need the assumption that
all the eigenvalues involved in the Palais-Smale sequence are uniformly lower bounded
because in this case, the local smallness of the energy of Φε is implied by (2.5). Therefore,
we prove an adaptation of this simple technique in the general case (see subsection 2.3.4).

All along the proof, every local computation is made in the exponential chart centered
at points p ∈M , defined on balls whose radius is controlled by the injectivity radius with
respect to g: injg(M). Without loss of generality, we can assume that injg(M) ≥ 2 and
make arguments on the unit disk D endowed with the metric exp⋆p g still denoted g. We do
not change the notations of the metrics and functions in the charts. Moreover sometimes,
when there is not any embiguity, we do not precise the measures of integration associated
to g, dAg inside the integrals nor the index g in |∇ϕ|2g in order to lighten the computations.

2.1. A bubble tree structure. For a Radon measure, µ on Σ (or R2), we denote µ̃ the
continuous part of µ, defined as the measure without atom such that

µ = µ̃+
∑

x∈A(µ)

αxδx

where A(µ) is the set of atoms of µ and αx ∈ R

Claim 2.1. Let e2uε be a sequence of smooth positive functins such that
´

Σ e
2uεdAg = 1

and

lim inf
ε→0

λk(e
2uε) > 0

Then up to a subsequence on ε → 0, there are an integer l ≥ 0 and if l > 0 sequences
of points qiε for i = 1, · · · , l and scales αlε ≤ · · · ≤ α1

ε → 0 as ε → 0 such that e2uεdAg

weak-⋆ converges in M to a non negative Radon measure µ0 in Σ and e2uε(α
i
εz+q

i
ε) we have

the weak-⋆ convergence in (any compact set of) R
2 to a non negative and non zero Radon
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measure µi on R
2 for any i. Moreover, their associated continuous parts preserve the mass

before the limit:

lim
ε→0

ˆ

Σ
e2uεdAg =

ˆ

Σ
dµ̃0 +

l∑

i=1

ˆ

R2

dµ̃i = 1 and ∀i ≥ 1,

ˆ

R2

dµ̃i > 0

and we have that 1 ≤ 1µ̃0 6=0+t ≤ k. In addition, setting Fi = {j > i;
(
dg(qεi ,q

ε
j )

αε
i

)
is bounded},

we have for j > i,

j ∈ Fi ⇒
αεj
αεi

→ 0 and j /∈ Fi ⇒
dg(q

ε
i , q

ε
j )

αεi
→ +∞

The last condition also reads as

αεi
αεj

+
αεj
αεi

+
dg(q

ε
i , q

ε
j )

αεi + αεj
→ +∞

which is the standard condition for a bubble tree. A wide part of the section is devoted
to prove that the continuous measures µ̃i for i ∈ {0, · · · , t} are absolutely continuous
with respect to dAg if i = 0 and to the Euclidean metric if i ≥ 1, with densities equal to
densities of energy of harmonic maps. The proof of Claim 2.1 is already written in [Kok14]
[Pet18] or [KNPP20]. The selection of scales of concentration is based on Hersch’s trick
because it uses the conformal group of the sphere to balance continuous measures on a
sphere. Then the selection stops because of the min-max characterization of λk: If there
are more than k+1 scales of concentration, we can build k+1 independant test functions
with arbitrarily small rayleigh quotient, contradicting the first assumption of Claim 2.1.

2.2. Some convergence of ωε to 1 and first replacement of Φε. We set ωε = |Φε|Λε
.

We first prove that in some sense, ωε converges to 1 and that Φε has a similar H1 behaviour
as Φε

ωε

Claim 2.2. We have that

(2.3)

ˆ

Σ

|∇ωε|2
ωε

dAg = O(δε)

(2.4)

ˆ

Σ

∣∣∣∣∇
(
Φε −

Φε
ωε

)∣∣∣∣
2

Λε

= O

(
δ

1
2
ε

)

as ε→ 0.

Proof. We integrate ∆gΦε = Λεe
2uεΦε against ΛεΦε and

ΛεΦε

ωε
. We obtain

ˆ

Σ
|ΛεΦε|2 e2uε =

ˆ

Σ
|∇Φε|2Λε

and
ˆ

Σ

|ΛεΦε|2
ωε

e2uε =

ˆ

Σ

ΛΦε
ωε

∆gΦε =

ˆ

Σ

(
|∇Φε|2Λε

ωε
− |∇ωε|2

ωε

)
=

ˆ

Σ
ωε

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε
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Therefore

ˆ

Σ

|∇ωε|2
ωε

dAg =

ˆ

Σ

(
|∇Φε|2Λε

ωε
− ωε

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε

)
dAg

=

ˆ

Σ

(
|∇Φε|2Λε

ωε
− e2uε

|ΛεΦε|2
ωε

)
dAg

=

ˆ

Σ

(
|∇Φε|2Λε

ωε
− |∇Φε|2Λε

)
dAg −

ˆ

Σ
e2uε

(
|ΛεΦε|2
ωε

− |ΛεΦε|2
)

=

ˆ

Σ

|∇Φε|2Λε

ωε
(1− ωε) dAg +

ˆ

Σ

|ΛεΦε|2
ω2
ε

e2uε(ω2
ε − ωε)

We know that ω2
ε − ωε = ωε(ωε − 1) ≥ 1− δε −

√
1− δε so that

ˆ

Σ

|ΛεΦε|2
ω2
ε

e2uε(ω2
ε − ωε) ≤ sup

∣∣∣∣∣
|ΛεΦε|2
ω2
ε

∣∣∣∣∣

(
ˆ

Σ
e2uε(ω2

ε − ωε) +
(√

1− δε + δε − 1
))

Noticing the crucial equality
´

Σ e
2uεω2

ε =
´

Σ e
2uε = 1, we obtain that

ˆ

Σ
e2uε(ω2

ε − ωε) =

ˆ

Σ
e2uε(1− ωε) ≤ 1−

√
1− δε

so that

ˆ

Σ

|∇ωε|2
ωε

dAg ≤
ˆ

Σ

|∇Φε|2Λε

ωε
(1− ωε) dAg + δε sup

∣∣∣∣∣
|ΛεΦε|2
ω2
ε

∣∣∣∣∣

≤
ˆ

Σ
|∇Φε|2Λε

1−
√
1− δε√

1− δε
+ δε sup

∣∣∣∣∣
|ΛεΦε|2
ω2
ε

∣∣∣∣∣

≤max
j
λεkεj

(
1−

√
1− δε√

1− δε
+ δε

)
= O (δε)

We obtain (2.3).
Let’s prove (2.4). We have that

∇
(
Φε −

Φε
ωε

)
=

(
1− 1

ωε

)
∇Φε +

∇ωε
ω2
ε

Φε

and then
∣∣∣∣∇
(
Φε −

Φε
ωε

)∣∣∣∣
2

Λε

= |∇Φε|2Λε

(
1− 1

ωε

)2

+
|∇ωε|2
ω2
ε

+ 2
|∇ωε|2
ωε

(
1− 1

ωε

)

so that
ˆ

Σ

∣∣∣∣∇
(
Φε −

Φε
ωε

)∣∣∣∣
2

Λε

≤
ˆ

Σ
|∇Φε|2Λε

(
1− 1

ωε

)2

+O (δε)
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as ε→ 0 and
ˆ

Σ
|∇Φε|2Λε

(
1− 1

ωε

)2

= −
ˆ

Σ
div

(
∇Φε

(
1− 1

ωε

)2
)
ΛεΦε

=

ˆ

Σ

(
1− 1

ωε

)2

|ΛεΦε|2 e2u + 2

ˆ

Σ
∇
(

1

ωε

)
ωε∇ωε

(
1− 1

ωε

)

≤
(
ˆ

Σ

|ΛεΦε|4
ω2
ε

e2uε

) 1
2
(
ˆ

Σ
e2uε

(
ωε −

1

ωε

)2
) 1

2

− 2

ˆ

Σ

|∇ωε|2
ω2
ε

(ωε − 1)

≤max
j
λεkj

(
ˆ

Σ
e2uε

(
ω2
ε − 1

ω2
ε

)
dAg

) 1
2

+O
(
δ2ε
)

≤O
(
δ

1
2
ε

)

as ε → 0, where we crucially used again
´

Σ e
2uεω2

ε =
´

Σ e
2uε = 1. We then obtain (2.4).

This completes the proof of the claim.
♦

2.3. Regularity of the limiting measures. We apply Claim 2.1 to the Palais-Smale
sequence given by Proposition 2.1. We choose to prove only the regularity of µ̃0. The
regularity of µ̃i will follow the same arguments because of the scale invariance of all the
equations satisfied by the Palais-Smale sequence.

In order to apply locally the a priori estimates on the map Φε, we have to detect points
where the smallness asumptions on ε-regularity type results fail, that is

• Disks Drεi (p
ε
i ) satisfying λ⋆

(
Drεi

(pεi ), e
2uεdAg

)
≤ λkεm

• Points and scales of concentration of
(
|∇Φε|2Λε

+ e2uε
)
dAg

We prove that in the first point, the equality occurs for finitely many disks thanks to the
assumption that the indices kεi of λ

ε
i = λkεi

(
e2uεg

)
is uniformly bounded. We prove in the

second point that thanks to global properties on the system of equation, the concentration
function of this energy is controlled by e2uεdAg

2.3.1. Disjoint small disks with small critical fundamental state and bad points.

Claim 2.3. Up to the extraction of a subsequence of {e2uεg}ε>0 we can find a maximal
collection of points pε1, · · · , pεs ∈ Σ with 0 ≤ s ≤ km such that pεi → pi as ε→ 0 and positive
scales rε1 ≤ · · · ≤ rεs such that for any 1 ≤ i ≤ s, setting Aεi as

Aεi =



r > 0;Dr (p) ⊂ Σ \




i⋃

j=1

Drεj

(
pεj

)

 and λ⋆

(
Dr (p) , e

2ũεdx
)
≤ λkm(e

2uεg)





lim
ε→0

(inf Aεs) > 0 ,

rεi := minAεi → 0 as ε→ 0 ,

Drεi
(pεi ) ⊂ Σ \



i−1⋃

j=1

Drεj

(
pεj

)

 ,

λ⋆
(
Drεi

(pεi ) , e
2ũεdx

)
= λkm(e

2uεg) .
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Proof. We first define

Aε0 =
{
r > 0;Dr (p) ⊂ Σ and λ⋆

(
Dr (p) , e

2ũεdx
)
≤ λkm(e

2uεg)
}

Notice first that if limε→0 inf A
ε
0 > 0 then s = 0 and there is not such a sequence and

the claim is proved. Otherwise limε→0 inf A
ε
0 = 0. We set rε1 = minAε0 (notice that the

infimum is a minimum) and we chose pε1 such that Drε1 (p
ε
1) ⊂ Σ and λ⋆

(
Drε1

(pε1) , e
2ũεdx

)
≤

λkm(e
2uεg). Since rε1 is a minimum, the previous inequality has to be an equality.

If for a given i ≥ 1 the sequences rε1, · · · , rεi , pε1, · · · , pεi are built, then if limε→0 inf A
ε
i > 0,

the construction terminates and s = i. Otherwise limε→0 inf A
ε
i = 0 and we set rεi+1 =

minAεi , and we chose pε1 such that Drεi+1

(
pεi+1

)
⊂ Σ and λ⋆

(
Drεi+1

(
pεi+1

)
, e2ũεdx

)
≤

λkm(e
2uεg). Since rεi+1 is a minimum, the previous inequality has to be an equality.

Finally we prove that this sequence terminates after km steps. Indeed, if not, we set
Dε
i = Drεi

(pεi ) for i ∈ {1, · · · , km + 1}. The domains Dε
i are disjoint in Σ and we have

λ⋆
(
Dε
i , e

2uε
)
= λkm(e

2uεg). Let ϕεi be first Dirichlet eigenfunctions on Dε
i extended by

0 on Σ. We use these functions as test functions for the variational characterization of
λkm(e

2uε , g):

λkm(e
2uε , g) = inf

Ekm+1

max
ϕ∈Ekm+1

´

Σ |∇ϕ|2g dAg
´

Σ (ϕ)2 e2uεdAg

≤ max
0≤i≤km

{
´

Σ |∇ϕεi |2g dAg
´

Σ (ϕεi )
2 e2uεdAg

}
= λkm(e

2uε , g)

where the inequality holds because the test functions have support in disjoint sets.
Therefore, we obtain the case of equality in the variational characterization of λkm(e

2uε , g)
and deduce that there is a linear combination of the ϕi which is an eigenfunction associated
to λm(e

2uε , g). Such a function vanishes on an open set : this is absurd. ♦

From now to the end of the proof, we set r⋆(p) = mini=1,··· ,s{inf Aεs; |p−pi|2 } > 0, and we
say that p1, · · · , ps are bad points.

2.3.2. Non concentration of the energy far from bad points.

Claim 2.4. Let p ∈ Σ \ {p1, · · · , ps}, then
(2.5)

lim
r→0

lim sup
ε→0

ˆ

Dr(p)
e2uε = lim

r→0
lim sup
ε→0

ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε

= lim
r→0

lim sup
ε→0

ˆ

Dr(p)
|∇Φε|2Λε

= 0

Proof. Let η ∈ C∞
c (D√

r(p)) with 0 ≤ η ≤ 1, η = 1 in Dr(p) and
´

Σ |∇η|2g ≤ C

ln( 1
r )
, and we

first have

ˆ

Σ
ηe2uε ≤

(
ˆ

Σ
η2e2uε

) 1
2

≤


 1

λ⋆

(
D√

r(p), e
2uε
)
ˆ

D√
r(p)

|∇η|2



1
2

≤
(

C

λkεm ln 1
r

) 1
2



16 ROMAIN PETRIDES

Now, we integrate the equation ∆Φε = Λεe
2uεΦε against ηΛε

Φε

ω2
ε
and we obtain

ˆ

Σ
η

〈
∇Φε
ω2
ε

,∇Φε

〉

Λε

+

ˆ

Σ
∇η∇ΛεΦε

Φε
ω2
ε

=

ˆ

Σ
ηe2uε

so that
ˆ

Σ
η

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε

=

ˆ

Σ
ηe2uε −

ˆ

Σ
η∇Φε

ω2
ε

∇ωεΛε
Φε
ωε

−
ˆ

Σ
∇η∇ΦεΛε

Φε
ω2
ε

≤
(

C

λkεm ln 1
r

)1
2

+

ˆ

Σ
η
|∇ωε|2
ωε

+

(
ˆ

D√
r(p)

|∇ωε|2
ω2
ε

) 1
2 (ˆ

Σ
|∇η|2

) 1
2

where we used that |Φε|Λε
= ωε, so that

ˆ

D√
r(p)

η

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε

≤
(

C

ln 1
r

) 1
2 (

λ
− 1

2
kεm

+O

(
δ

1
2
ε

))
+O (δε)

Now, to conclude, we have by (2.4) that for any p ∈ Σ,

ˆ

D√
r(p)

|∇Φε|2Λε
−
ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

Λε

≤ O

(
δ

1
4
ε

)

and since we know that
´

Σ |∇φεi |2 = tεiλkεi we obtain that

ˆ

D√
r(p)

|∇Φε|2Λε
≤ max

j
λεkj

ˆ

D√
r(p)

∣∣∣∣∇
Φ

ω

∣∣∣∣
2

Λε

+
∑

i;λkε
i
→0

tεiλkεi +O

(
δ

1
4
ε

)

which completes the proof of the Claim. ♦

2.3.3. Local H1-convergence of eigenfunctions by harmonic replacement, in the case λk1 6=
0. Since the case λki 6= 0 is simple, we assume it in the following claim in order to obtain
the strong H1 convergence of Φε far from p1, · · · , ps
Claim 2.5. We assume that the eigenvalues λkεi are lower bounded by a positive constant.

Then Φε converges to a harmonic map Φ0 : Σ → EΛ in H1
loc(Σ \ {p1, · · · , ps}).

Proof. Let p ∈ Σ \ {p1, · · · , ps}. Since we have (2.5), and that λkεi are lower bounded by
a positive constant, let r > 0 be such that for any ε > 0,

ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

g

< ε0.

Let Ψε : Dr(p) → EΛε be the harmonic replacement of Φε

ωε
and we obtain by [CM08]

Theorem 3.1 (see also [LP19] Theorem 1.2)

(2.6)

ˆ

Dr(p)

∣∣∣∣∇
(
Φε
ωε

−Ψε

)∣∣∣∣
2

g

≤ 2

(
ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

g

−
ˆ

Dr(p)
|∇Ψε|2g

)
.
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Let’s prove that the right-hand term converges to 0 as ε→ 0. We test the function Φi
ε

ωε
−Ψi

ε

in the variational characterization of λ⋆ := λ⋆
(
Dr(p), e

2uε
)
:

λkεi

ˆ

Dr(p)

(
Φiε
ωε

−Ψi
ε

)2

e2uε ≤ λ⋆

ˆ

Dr(p)

(
Φiε
ωε

−Ψi
ε

)2

e2uε ≤
ˆ

Dr(p)

∣∣∣∣∇
(
Φiε
ωε

−Ψi
ε

)∣∣∣∣
2

and we sum on i to get

(2.7)

ˆ

Dr(p)

∣∣∣∣
Φε
ωε

−Ψε

∣∣∣∣
2

Λε

e2uε ≤
ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

+

ˆ

Dr(p)
|∇Ψε|2 − 2

ˆ

Dr(p)
∇Φε
ωε

∇Ψε

Now we test the equation ∆Φε = Λεe
2uεΦε against

Φε

ω2
ε
− Ψε

ωε
and we get after an integration

by part knowing that Φε

ω2
ε
− Ψε

ωε
= 0 on ∂Dr(p)

ˆ

Dr(p)

(
1

ωε
∇Φε∇

(
Φε
ωε

−Ψε

)
+∇ 1

ωε
∇Φε

(
Φε
ωε

−Ψε

))
=

ˆ

Dr(p)

〈
Φε
ωε
,
Φε
ωε

−Ψε

〉

Λε

e2uε

so that,

ˆ

Dr(p)
∇Φε
ωε

∇
(
Φε
ωε

−Ψε

)
=

ˆ

Dr(p)

〈
Φε
ωε
,
Φε
ωε

−Ψε

〉

Λε

e2uε −
ˆ

Dr(p)
∇ 1

ωε
∇Φε

(
Φε
ωε

−Ψε

)

+

ˆ

Dr(p)
Φε∇

1

ωε
∇
(
Φε
ωε

−Ψε

)

(2.8)

Knowing that
∣∣∣Φε

ωε

∣∣∣
Λε

= |Ψε|Λε
, it is clear that 2

〈
Φε

ωε
, Φε

ωε
−Ψε

〉
Λε

=
∣∣∣Φε

ωε
−Ψε

∣∣∣
2

Λε

and

multiplying (2.8) by 2, we obtain

2

ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

− 2

ˆ

Dr(p)
∇Φε
ωε

∇Ψε

=

ˆ

Dr(p)

∣∣∣∣
Φε
ωε

−Ψε

∣∣∣∣
2

Λε

e2uε + 2

ˆ

Dr(p)

∇ωε
ωε

(∇Φε
ωε

(
Φε
ωε

−Ψε

)
− Φε
ωε

∇
(
Φε
ωε

−Ψε

))

≤
ˆ

Dr(p)

∣∣∣∣
Φε
ωε

−Ψε

∣∣∣∣
2

Λε

e2uε +O


 δ

1
2
ε

λ
1
2
kε1




(2.9)

Summing (2.7) and (2.9), we get

ˆ

Dr(p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

g

−
ˆ

Dr(p)
|∇Ψε|2g ≤ O


 δ

1
2
ε

λ
1
2
kε1




By (2.6), we obtain that
Φε
ωε

−Ψε → 0 in H1 (Dr(p))

Now since Ψε converges in Ck
(
D r

2
(p)
)

for any k ∈ N to some harmonic map Φ, and

because the property is true for all p ∈ Σ \ {p1, · · · , ps}, we have that Φε

ωε
converges to

some harmonic map Φ0 in H1
loc(Σ \ {p1, · · · , ps}). Then by (2.4) Φε converges to Φ0 in

H1
loc(Σ \ {p1, · · · , ps}).
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♦

2.3.4. Local H1-convergence of eigenfunctions by harmonic replacement, general case. In
the general case, the obstruction to perform the proof of Claim 2.5 is the lack of L∞

control of φiε
ωε

in the case λkεi → 0. However, thanks to the Courant-Lebesgue lemma and

the equation satisfied by φiε we can even assume the boundedness of φiε, but only on some
circle. This proves the needed boundedness results on the harmonic replacement (see claim
(2.7)). Before that, we need a bound on the eigenfunctions φiε in L

2
loc (Σ \ {p1, · · · , ps} , g),

remembering that the L2
(
Σ, e2uεg

)
-norm of φiε is

√
tεi . The Poincaré inequality used there

is also a first step used in [Pet14a], [Pet18].

Claim 2.6. We assume that

lim
r→0

lim inf
ε→0

ˆ

Σ\
⋃s

j=1 Dr(pj)
e2uεdAg > 0

Then, for any i ∈ {1, · · · ,m}, for any ρ > 0 small enough, there is a constant C(ρ) > 0
such that for any ε,

ˆ

Σ\
⋃s

j=1 Dρ(pj)

(
φiε −mε,i,ρ

)2
dAg ≤ C(ρ)

ˆ

Σ

∣∣∇φiε
∣∣2
g
dAg

where

mε,i,ρ =

ˆ

Σ\
⋃s

j=1 Dρ(pj)
φiε

e2uεdAg
´

Σ\
⋃s

j=1 Dρ(pj)
e2uεdAg

and lim
ρ→0

lim
ε→0

|mε,i,ρ|√
tiε

≤ 1

Proof. We have the following Poincaré inequality for any domain Ω of Σ
ˆ

Ω

(
ζ −
ˆ

Ω
ζ

e2uε
´

Ω e
2uεdAg

dAg

)2

dAg ≤ C

∥∥∥∥
e2uε

´

Ω e
2uεdAg

∥∥∥∥
2

H−1(Ω)

ˆ

Ω
|∇ζ|2g dAg.

We choose Ω = Σ \⋃sj=1Dρ(pj) for ρ > 0, and we aim at proving that there is a constant

C(ρ) > 0 such that ∥∥∥∥
e2uε

´

Ω e
2uεdAg

∥∥∥∥
2

H−1(Ω)

≤ C(ρ).

With the first assumption of Claim 2.6, it suffices to prove that
∥∥e2uε

∥∥2
H−1(Ω)

≤ C(ρ).

This property is true because of the globalization, up to partition of unity of the following
estimate coming form Claim 2.3: for any p ∈ Σ \ {p1, · · · , ps} and ζ ∈ H1

0

(
Dr⋆(p)(p)

)
,

ˆ

Dr⋆(p)(p)
ζe2uε ≤

(
ˆ

Dr⋆(p)(p)
ζ2e2uε

) 1
2

≤
(

1

λ⋆
(
Dr⋆(p)(p), e

2uε
)
ˆ

Dr⋆(p)(p)
|∇ζ|2

) 1
2

≤
(

1

λkm (e2uεg)

) 1
2

(
ˆ

Dr⋆(p)(p)
|∇ζ|2

) 1
2

where λkm
(
e2uεg

)
is uniformly lower bounded. The number of disks in the partition of

unity give the dependence with respect to ρ of the upper bound of
∥∥e2uε

∥∥2
H−1(Ω)

. Then, we

apply the Poincaré inequality to all the eigenfunctions in order to obtain the Claim. ♦
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Up to a subsequence, let I ∈ {1, · · · ,m} be such that for i ≤ I, λiε → 0 and for i ≥ I+1,
λiε is uniformly lower bounded. Thanks to Claim 2.6, we know that for 1 ≤ i ≤ I, there is
a sequence of constant functions mi

ε (which does not depend on ρ) such that

(2.10) φiε −mi
ε → 0 in H1

loc(Σ \ {p1, · · · , ps})
and

(2.11) ∀ρ0 > 0,∃ε0 > 0,∀0 < ε ≤ ε0,
∣∣mi

ε

∣∣ ≤
√
tiε (1 + ρ0)

We denote Φε = (φ1ε, · · · , φIε, Φ̃ε). It remains to prove the H1 convergence of Φ̃ε. We
assume that there is a constant c0 such that for any ε > 0,

(2.12) 1−
I∑

i=1

tεiλ
ε
i ≥ c0

because if it is not the case, we would directly have the H1 convergence of Φ̃ε to 0. Let’s

fist prove that in this case, the harmonic replacement of Φ̃ε is well defined.

Claim 2.7. For any p ∈ Σ \ {p1, · · · , ps}, there is r0 > 0 such that for any ε there is

r0 ≤ rε ≤ r⋆(p), such that the harmonic replacement Ψ̃ε : Σ → E
Λ̃ε

of Φ̃ε

ω̃ε
on Drε(p)

satisfies

(2.13)

ˆ

Drε(p)

∣∣∣∇Ψ̃ε

∣∣∣
2

g
dAg ≤ ε0

where ω̃ε is defined on ∂Drε(p) by

ω̃ε =

√√√√
m∑

i=I+1

λkεi (φ
ε
i )

2 =

√√√√ω2
ε −

I∑

i=1

λkεi (φ
ε
i )

2 and Λ̃ε = diag
(
λI+1
ε , · · · ,Λmε

)

and

(2.14)
ωε
ω̃ε

≤
√

2

c0

Proof. Let η > 0 a small constant we explicit later. Up to a subsequence, let I ∈
{1, · · · ,m} be such that for i ≤ I, λiε → 0 and for i ≥ I + 1, λiε is uniformly lower
bounded. Thanks to (2.5), let r > 0 a positive radius such that r ≤ r⋆(p) and for any
ε > 0,

ˆ

Dr(p)
|∇Φε|2g ≤ ηε0.

By the Courant-Lebesgue lemma, let r
2 ≤ rε ≤ r be a radius such that

(2.15)

ˆ

∂Drε(p)
|∂θΦε|2 dθ ≤

1

ln 2

ˆ

Dr(p)
|∇Φε|2g ≤

1

ln 2
ηε0.

and as a consequence

(2.16) ∀q, q′ ∈ ∂Drε(p);
∣∣Φε(q)− Φε(q

′)
∣∣2 ≤ π

ln 2
ηε0.

By the classical trace L2 embedding into H1 and (2.10), we have that for 1 ≤ i ≤ I,
ˆ

∂Rrε(p)

(
φiε −mi

ε

)2 → 0



20 ROMAIN PETRIDES

as ε→ 0. Using this and (2.16), we obtain for 1 ≤ i ≤ I and ε small enough:

∀q, q′ ∈ ∂Drε(p);
∣∣φiε(q)−mi

ε

∣∣2 ≤ π

ln 2
ηε0.

On ∂Drε(p), we have from (2.13) with ρ0 =
c0
4 , ε0 > 0 that for ε small enough,

ω̃ε
2

ω2
ε

= 1− 1

ω2
ε

I∑

i=1

λkεi (φ
ε
i )

2 ≥ 1− 1

1 + δε

I∑

i=1

λkεi

(
mε
i +

√
π

ln 2
ηε0

)2

≥ 1−
I∑

i=1

λkεi t
ε
i (1 + ρ0)−O(λkεI + δε) ≥

3c0
4

−O(λkεI + δε)

and we obtain (2.14). Then Ψ̃ε is well defined. Let’s prove the energy bound (2.13). Let

Hε : Drε(p) → R
m−I be the (Euclidean) harmonic extension of Φ̃ε : ∂Drε(p) → R

m−I on
Drε(p). We have that

ˆ

Drε(p)

∣∣∣∇Ψ̃ε

∣∣∣
2

g
dAg ≤

ˆ

Drε (p)

∣∣∣∣∣∇
Hε

|Hε|Λ̃ε

∣∣∣∣∣

2

g

dAg

where we choose η such that |Hε|Λ̃ε
is uniformly lower bounded by a positive constant:

min
q∈Drε(p)

|Hε(q)|2Λ̃ε
≥

m∑

i=I+1

λkεi min
q∈Drε(p)

(Hε
i (q))

2 ≥
m∑

i=I+1

λkεi min
q∈∂Drε(p)

(φεi (q))
2

where the second inequality comes from the maximum principle for harmonic functions.
Let qiε ∈ ∂Drε(p) be such that φiε(q

i
ε)

2 = minq∈∂Drε(p)
(φεi (q))

2. We choose q ∈ ∂Drε(p)

|Hε|Λ̃ε
(q) ≥ ω̃ε(q)−

√√√√
m∑

i=I+1

λkεi (φ
i
ε(q)− φiε(q

i
ε))

2 ≥
√
c0
2

−

√√√√
m∑

i=I+1

λkiε
π

ln 2
ηε0

so that choosing η ≤
(∑m

i=I+1 λkiε
π
ln 2ε0

)−1 c0
8 , we obtain that |Hε|Λ̃ε

is uniformly lower

bounded by
√

c0
8 . By a straightforward computation, we obtain that

ˆ

Drε (p)

∣∣∣∣∣∇
Hε

|Hε|Λ̃ε

∣∣∣∣∣

2

g

dAg ≤ K

ˆ

Drε (p)
|∇Hε|2g dAg ≤ K

ˆ

Drε (p)

∣∣∣∇Φ̃ε

∣∣∣
2

g
dAg ≤ Kηε0

where K is independant of ε and η. Choosing η ≤ K−1 completes the proof of the
Claim. ♦

In order to define a convenient replacement, we define for i ∈ {1, · · · , I} the harmonic
function ψiε such that ψiε = φiε on ∂Drε(p). We complete the definition of a replacement
of Φε in the whole target ellipsoid

(2.17) Ψε =
(
ψ1
ε , · · · , ψIε , ω̃εΨ̃ε

)
: Drε(p) → EΛε where ω̃ε =

√√√√ω2
ε −

I∑

i=1

λkεi (ψ
i
ε)

2

We are now in position to prove the expected general result

Claim 2.8. Φε converges to a harmonic map Φ0 : Σ → EΛ in H1
loc(Σ \ {p1, · · · , ps}).
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Proof. Let p ∈ Σ\{p1, · · · , ps} and let rε and Ψε the replacement of Φε on Drε(p) be given

by (2.17). We first test Φ̃ε−ω̃εΨ̃ε

ω̃ε
2 against the equation satisfied by Φ̃ε. We obtain

ˆ

Drε(p)

〈
∇Φ̃ε,∇

Φ̃ε − ω̃εΨ̃ε

ω̃ε
2

〉
=

ˆ

Drε(p)
e2uε

〈
Λ̃ε

Φ̃ε
ω̃ε
,
Φ̃ε
ω̃ε

− Ψ̃ε

〉

=
1

2

ˆ

Drε(p)
e2uε

∣∣∣∣∣
Φ̃ε
ω̃ε

− Ψ̃ε

∣∣∣∣∣

2

Λ̃ε

− 1

2

I∑

i=1

λkεi

ˆ

Drε(p)

e2uε

ω̃ε
2

((
φiε
)2 −

(
ψiε
)2)

≤1

2

m∑

i=I+1

λkεi
λkεm

ˆ

Drε(p)

∣∣∣∣∣∇
(
φ̃iε
ω̃ε

− ψ̃iε

)∣∣∣∣∣

2

+

I∑

i=1

8

c0
λkεi

(
ˆ

Drε(p)

(
φiε + ψiε

)2
e2uε

) 1
2
(

1

λkεm

ˆ

Drε(p)

∣∣∇
(
φiε − ψiε

)∣∣2
) 1

2

≤1

2

ˆ

Drε(p)

∣∣∣∣∣∇
(
Φ̃ε
ω̃ε

− Ψ̃ε

)∣∣∣∣∣

2

+ C

I∑

i=1

8

c0

λkεi
λkεm

(
tiε
) 1

2
(
λiεt

i
ε

) 1
2

≤1

2

ˆ

Drε(p)

∣∣∣∣∣∇
(
Φ̃ε
ω̃ε

− Ψ̃ε

)∣∣∣∣∣

2

+O

((
λkIε

) 1
2

)

which gives

ˆ

Drε(p)

∣∣∣∣∣∇
Φ̃ε
ω̃ε

∣∣∣∣∣

2

−
ˆ

Drε(p)

∣∣∣∇Ψ̃ε

∣∣∣
2
≤ O

((
λkIε

) 1
2

)

+

ˆ

Drε(p)

∇ω̃ε
ω̃ε

(
Φ̃ε
ω̃ε

∇
(
Φ̃ε
ω̃ε

− Ψ̃ε

)
−
(
Φ̃ε
ω̃ε

− Ψ̃ε

)
∇̃Φε
ω̃ε

)

≤O
((

λkIε

) 1
2
+ δ

1
2
ε

)

(2.18)

Now, we test Ψ̃ε − Φ̃ε

ω̃ε
against the harmonic map equation satisfied by Ψ̃ε. We obtain in

a similar way

I := 2

ˆ

Drε(p)

〈
∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)
,∇Ψ̃ε

〉
=

ˆ

Drε (p)

∣∣∣∇Ψ̃ε

∣∣∣
2

Λ̃ε∣∣∣Λ̃εΨ̃ε

∣∣∣
2

〈
Λ̃εΨ̃ε, Ψ̃ε −

Φ̃ε
ω̃ε

〉

=

ˆ

Drε (p)

∣∣∣∇Ψ̃ε

∣∣∣
2

Λ̃ε∣∣∣Λ̃εΨ̃ε

∣∣∣
2



∣∣∣∣∣
Φ̃ε
ω̃ε

− Ψ̃ε

∣∣∣∣∣

2

Λ̃ε

−
I∑

i=1

λkεi
ω̃ε

2

((
ψiε
)2 −

(
φiε
)2)



and using the consequence of the ε-regularity result on harmonic maps |∇Ψε|2 ≤ C

(1−|x|)2
and a Hardy inequality (this is the way we prove energy convexity results in [LP19]), we
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obtain:

I ≤Cǫ0
ˆ

Drε(p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

+ Cǫ0

I∑

i=1

8

c0
λkεi

(
tiε
) 1

2

(
ˆ

Drε(p)

∣∣∇
(
ψiε − φiε

)∣∣2
) 1

2

≤Cǫ0
ˆ

Drε(p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

+O

((
λkεI

) 1
2

)
.

Letting ε0 be small enough such that 1−Cε0 ≥ 1
2 we obtain that

1

2

ˆ

Drε(p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

≤ (1− Cε0)

ˆ

Drε(p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

≤
ˆ

Drε(p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

− 2

ˆ

Drε (p)

〈
∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)
,∇Ψ̃ε

〉
−O

((
λkεI

) 1
2

)

≤
ˆ

Drε(p)

∣∣∣∣∣∇
Φ̃ε
ω̃ε

∣∣∣∣∣

2

−
ˆ

Drε(p)

∣∣∣∇Ψ̃ε

∣∣∣
2
−O

((
λkεI

) 1
2

)
.

It implies

ˆ

Drε (p)

∣∣∣∣∣∇
(
Ψ̃ε −

Φ̃ε
ω̃ε

)∣∣∣∣∣

2

= O

((
λkεI

) 1
2
+ δ

1
2
ε

)

and we also obtain

ˆ

Drε(p)

∣∣∣∣∣∇
(
ω̃ε
ωε

Ψ̃ε −
Φ̃ε
ωε

)∣∣∣∣∣

2

= O

((
λkεI

) 1
2
+ δ

1
2
ε

)

as ε→ 0. We obtain the expected local H1 comparison of Φ̃ε

ωε
to a harmonic map into EΛε

times a function ω̃ε

ωε
uniformly bounded by 1 and uniformly lower bounded by

√
c0
2 which

converges to a constant function in H1 and we conclude like in the end of the proof of
Claim 2.5. ♦

2.3.5. The limiting measure has a smooth density. Let ζ ∈ C∞
c (Dr(p)), we have that

ˆ

Σ
ζ
(
ΛεΦεe

2uεdAg − ΛΦ0dµ̃0
)

=

ˆ

Σ
ζ (ΛεΦε − ΛΦ0) e

2uεdAg

+

ˆ

Σ
ζΛΦ0

(
e2uεdAg − dµ̃0

)
.
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Then on the first right-hand term, we have that

ˆ

Σ
ζ (ΛεΦε − ΛΦ0) e

2uεdAg ≤
(
ˆ

Dr(p)
ζ2 |ΛεΦε − ΛΦ0|2 e2uεdAg

) 1
2

≤
(

1

λ⋆(Dr(p), e2uε)

ˆ

Dr(p)
|∇ (ζ |ΛεΦε − ΛΦ0|)|2g dAg

) 1
2

≤ C

(
ˆ

Dr(p)
|∇ (Φε − Φ0)|2g dAg

) 1
2

for some constant C independent of ε. Letting ε → 0 in a weak sense to the eigenvalue
equation ∆gΦε = ΛεΦεe

2uε , we get

∆Φ0 = ΛΦ0µ̃0

and since Φ0 is harmonic, we obtain that µ̃0 =
|∇Φ0|2Λ
|ΛΦ0|2Λ

dAg.

With a same analysis in the scales αjε centered at qjε, we obtain limits Φj which are

harmonic maps on R
2 into EΛ such that µ̃j =

|∇Φj |2Λ
|ΛΦj |2Λ

dx. Up to a stereographic projection

and a standard point removability theorem on finite energy harmonic maps at the point
∞, these quantities for 1 ≤ j ≤ l can be seen on S

2.

2.4. Extra convergence results.

2.4.1. Global H1 convergence of eigenfunctions. Notice that at that stage Φj for 0 ≤ j ≤ l
are weak limits of (the rescalings of) Φε in H1 (Σ) (or H1

loc

(
R
2
)
). We prove here that

this weak limit of this bubble tree is strong, meaning that we have the energy identity
given by Proposition 2.1. The main point is to prove that H1 convergence also holds at
the neighborhood of bad points. We set for ρ > 0, and 1 ≤ j ≤ l (l is given by Propositon
2.1)

U0(ρ) = Σ \
s0⋃

i=1

Dρ(p
0
i ) and Uj(ρ) = D 1

ρ
\
sj⋃

i=1

Dρ(p
j
i )

where {p01, · · · , p0s0} = {p1, · · · , ps} are the bad points given by Claim 2.3 and for 1 ≤
j ≤ l, {pj1, · · · , pjsj} are the rescaled bad points: it is the set of the finite limits (up to a

subsequence as ε → 0) of
pεi−qεi
αε
i

where the indices i satisfy
rεi
αε
i
→ 0 as ε → 0. We set for

1 ≤ j ≤ l, e2u
ε
j (z) =

(
αjε
)2
e2uε(qε+α

j
εz) and Φεj(z) = Φε(qε + αjεz), the rescaled quantities

at j (for j = 0, there is no rescaling). We denote Q(ε, ρ) any quantity which satisfies
limρ→0 limε→0Q(ε, ρ) = 0. By Proposition 2.1, we have:

ˆ

Σ
|∇Φε|2 =

ˆ

Σ
e2uε =

l∑

j=0

ˆ

Uj(
√
ρ)
e2u

ε
j +Q(ε, ρ) =

ˆ

Σ
dµ̃0 +

l∑

j=1

ˆ

R2

dµ̃j +Q(ε, ρ)

and integrating the limiting equations on Φj (limit of Φεj as ε→ 0) against Φj, we obtain

ˆ

Σ
|∇Φε|2 =

ˆ

Σ
|∇Φ0|2 dAg +

l∑

j=1

ˆ

R2

|∇Φj|2 +Q(ε, ρ)
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and letting ε→ 0 and then ρ→ 0, and using the weak convergence, we obtain the expected
identity of energy.

2.4.2. H−1 convergence of conformal factors.

Claim 2.9. We assume that λ1(e
2uεg) is uniformly lower bounded by a positive constant.

Then, Φε converges strongly in H1 (Σ) and e2uε converges strongly to e2u in H−1 (Σ).

Proof. Notice that thanks to the assumption that λε1 := λ1(e
2uεg) is uniformly lower

bounded, there is not any bubble tree, and Φε converges in H1. Let Ψ ∈ H1(Σ), we have
ˆ

Σ
∇Φ∇Ψ =

ˆ

Σ
e2u 〈ΛΦ,Ψ〉 and

ˆ

Σ
∇Φε∇Ψ =

ˆ

Σ
e2uε 〈ΛεΦε,Ψ〉

so that ∣∣∣∣
ˆ

Σ
e2u 〈ΛΦ,Ψ〉 −

ˆ

Σ
e2uε 〈ΛεΦε,Ψ〉

∣∣∣∣ ≤ ‖∇ (Φ− Φε)‖2 ‖∇Ψ‖2 .

Knowing that
∣∣∣∣
ˆ

Σ

〈
Λε

(
Φ−
ˆ

Σ
Φe2uε − Φε

)
,Ψ

〉
e2uε

∣∣∣∣

=

∣∣∣∣
ˆ

Σ

〈
Λε

(
Φ−
ˆ

Σ
Φe2uε − Φε

)
,

(
Ψ−

ˆ

Σ
Ψe2uε

)〉
e2uε

∣∣∣∣ ≤
1

λε1
‖∇ (Φ− Φε)‖2 ‖∇Ψ‖2

we obtain that
∣∣∣∣
ˆ

Σ
e2u 〈ΛΦ,Ψ〉 −

ˆ

Σ
e2uε

〈
Λε

(
Φ−
ˆ

Σ
Φe2uε

)
,Ψ

〉∣∣∣∣ ≤C ‖∇ (Φ− Φε)‖2 ‖∇Ψ‖2

It is clear that
ˆ

Σ
Φe2uε =

ˆ

Σ
Φ
(
e2uε − e2u

)
→ 0

as ε → 0 by weak convergence of e2uεdAg to e2udAg. We choose ε small enough so that
∣∣´

ΣΦe2uε
∣∣
Λ
≤ 1

4 and |Λε − Λ| ≤ 1
4 . Now, setting Ψ =

Λε(Φ−
´

Σ
Φe2uε)

|Λε(Φ−
´

Σ Φe2uε)|2 f , for some function

f ∈ H1, we obtain
∣∣∣∣∣

ˆ

Σ
e2u

〈
ΛΦ,

Λε
(
Φ−
´

ΣΦe2uε
)

∣∣Λε
(
Φ−
´

ΣΦe2uε
)∣∣2

〉
f −
ˆ

Σ
fe2uε

∣∣∣∣∣ ≤C ‖∇ (Φ−Φε)‖2 ‖∇Ψ‖2

so that
∣∣∣∣
ˆ

Σ
f
(
e2u − e2uε

)∣∣∣∣ ≤C ‖∇ (Φ− Φε)‖2 ‖∇Ψ‖2

+

∣∣∣∣∣

ˆ

Σ

|∇Φ|2Λ
|ΛΦ|2

1∣∣Λε
(
Φ−
´

Σ Φe2uε
)∣∣

(∣∣∣∣Λε
ˆ

Σ
Φe2uε

∣∣∣∣+ |(Λε − Λ)Φ|
)
f

∣∣∣∣∣

≤C ‖∇ (Φ− Φε)‖2 ‖f‖H1 + C ′
(∣∣∣∣
ˆ

Σ
Φe2uε

∣∣∣∣+ |Λ− Λε|
)
‖f‖1

♦
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2.4.3. Convergence of spectral indices.

Claim 2.10. Up to a subsequence, we can assume that kεi = ki is constant and we have
the following upper semi-continuity of eigenvalues

lim
ε→0

λεki ≤ λki


(Σ, e2u0g) ⊔

l⊔

j=1

(S2, e2ujh)


 .

Proof. We use θ0, θ1, · · · , θkm an orthonormal family of first (km + 1) eigenfunctions for

(Σ, µ̃0) ⊔
⊔l
j=1(R

2, µ̃j) as km + 1 test functions for the variational characterization of

λ1(Σ, e
2uεg), · · · , λkm

(
Σ, e2uεg

)
. For that, we fix ρ > 0 and we let

η0 ∈ C∞
c (Σ(ρ)) with η0 = 1 on Σ (

√
ρ) and

ˆ

Σ
|∇η0|2g dAg ≤

C

ln 1
ρ

,

and for 1 ≤ j ≤ l

ηj ∈ C∞ (Ωi(ρ)) with ηj = 1 on Ωi(
√
ρ) and

ˆ

R2

|∇ηj |2g dAg ≤
C

ln 1
ρ

,

where

Σ(ρ) = Σ \
L0⋃

i=1

Dρ(q
0
i ) and Ωj(ρ) = D 1

ρ
\
Lj⋃

i=1

Dρ(q
j
i )

where {qj1, · · · , qjLj
} is the set of atoms of µj , and we set

ϕεa(z) = η0(z)θa(z) + η1

(
z − qε1
αε1

)
θa

(
z − qεi
αεi

)
+ · · ·+ ηj

(
z − qεl
αεl

)
θa

(
z − qεl
αεl

)

for 0 ≤ a ≤ km + 1 where all the involved functions in the sum have disjoint support for
ε small enough. We obtain

λa(Σ, e
2uεg) ≤ max

ϕ∈〈ϕε
0,··· ,ϕε

a〉

´

Σ |∇ϕ|2g dAg
´

Σ ϕ
2e2uεdAg

≤ max
θ∈〈θ0,··· ,θa〉

´

Σ |∇θ|2g dAg +
∑L

i=1

´

(R2)i
|∇θ|2

´

Σ(
√
ρ) θ

2dµ̃0 +
∑L

i=1

´

Ωi(
√
ρ) θ

2dµ̃i

1

1− o(1)
+

C̃√
ln
(
1
ρ

)

≤λa


(Σ, e2ug) ⊔

l⊔

j=1

(S2, e2ujh)


 1

1− cρ

1

1− o(1)
+

C̃√
ln
(
1
ρ

)

as ε→ 0. Letting ε→ 0 and then ρ→ 0 gives the expected inequality. ♦
Claim 2.11. We assume that the Palais-Smale sequence is a minimizing sequence for
e2u 7→ E(e2u) := F (λ̄l1(Σ, e

2ug), · · · , λ̄lp(Σ, e2ug)), where lj = kIj = · · · = kIj+1−1 and
1 = I1 < · · · < Ip < Ip+1 = m+ 1. Then, we have that

lim
ε→0

λεki = λki


(Σ, e2ug) ⊔

l⊔

j=1

(S2, e2ujh)


 .
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Proof. From Claim 2.10, we have

lim
ε→0

λεki = lim
ε→0

λki(Σ, e
2uεg) ≤ λki


(Σ, e2ug) ⊔

l⊔

j=1

(S2, e2ujh)


 .

Now, if the inequality is strict for one of the p inequalities corresponding to i = l1, · · · , lp,
this would mean that the sequence is not a minimizing sequence. Indeed, the infimum of
the functional E over the conformal metrics to (Σ, [g]) is smaller than the infimum of E

over (Σ̃, [g̃]) = (Σ, [g]) ⊔ ⊔l
j=1(S

2, [h]). Let’s see how to prove that. It suffices to take a

metric g̃δ on (Σ̃, [g̃]) = (Σ, [g])⊔⊔l
j=1(S

2, [h]) such that E(g̃δ) ≤ inf E(Σ̃,[g̃])+δ. We denote

g̃δ = e2uδg in Σ and e2ui,δdx = π⋆g̃δ in
(
R
2 ∪ {∞}

)
i
where π is a stereographic projection

for i = 1, · · · l. Taking disjoint points p1, · · · , pl ∈ Σ and a sequence of scale α→ 0 we set

gδ,α(z) =

(
e2uδ(z) +

l∑

i=1

1

α2
η

(
z − pi
α

)
e
2ui,δ

(
z−pi
α

))
g(z).

where η ∈ C∞
c

(
D 1

δ
\ Dδ

)
is a cut-off function with η = 1 on D 1√

δ

\D√
δ
and
´

Σ |∇η|2 ≤ C

ln( 1
δ )
.

We obtain by asymptotic computations left to the reader (see [CES03] for an analogous
asymptotic computation)

inf EΣ,[g] ≤ E(gδ,α) → EΣ̃,[g̃] (g̃δ) +A(δ) as α→ 0.

where A(δ) → 0 as δ → 0. Letting then δ → 0 gives the expected result. ♦
Claim 2.12. We assume that the Palais-Smale sequence satisfies that λ1(Σ, e

2uε) is uni-
formly lower bounded by a positive constant, that it is associated to a functional e2u 7→
E(e2u) := F (λ̄1(Σ, e

2ug), · · · , λ̄m(Σ, e2ug)) and that the sequences of non negative numbers
|∂iF (λεi , · · · , λεm)| are uniformly lower bounded by a positive constant. Then, there is no
bubbling and we have that for any 1 ≤ i ≤ m,

lim
ε→0

λεi = λi
(
Σ, e2u0g

)
.

Proof. From Claim 2.9 we know that there is no bubbling and that e2uε converges to e2u0 in
H−1. We extract from the map Φε : Σ → EΛε in the Palais-Smale sequence, an idependant
family (φε0, · · · , φεm) of eigenfunctions associated to the eigenvalues (0, λε1, · · · , λεm) with
respect to the metric e2uε . We use them as test functions for λk(Σ, e

2u0g) (with 0 ≤ k ≤ m)

because they converge in H1. Since we know that
φεk
ωε

are sequences of bounded functions

in L∞, and that Φε − Φε

ωε
converges to 0 in H1 , we have for any k, l ≥ 1,

(
φεk
ωε

φεl
ωε

− φεkφ
ε
l

)
e2uε → 0 and

(
φεk
ωε

φεl
ωε

− φεkφ
ε
l

)
e2u0 → 0 in L1(g) as ε→ 0.

φεk
ωε

φεl
ωε

(
e2uε − e2u0

)
→ 0 and ∇φεk

ωε
∇φεk
ωε

−∇φεk∇φεl → 0 in L1(g) as ε→ 0.

Then,

λk
(
Σ, e2u0g

)
≤ max

ϕ∈〈1,φε1,··· ,φεk〉

´

Σ |∇ϕ|2g dAg
´

Σ ϕ
2e2u0dAg

= max
ϕ∈〈1,φε1,··· ,φεk〉

´

Σ |∇ϕ|2g dAg
´

Σ ϕ
2e2uεdAg

+ o(1) = λεk

and with Claim 2.10 we have the expected result. ♦
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Remark 2.1. It would be interesting to get more general conditions such that the spectral
indices of eigenvalues associated to a Palais-Smale sequence converge to the spectral indices
of the limit, in particular when there is bubbling. It is also linked to the question of strong
H1 convergence of all the eigenfunctions associated to the Palais-Smale sequence.

3. Convergence of Palais-Smale sequences for finite combination of

Steklov eigenvalues in dimension 2

In the current section, we prove the new ideas we need to prove the convergence of
Palais-Smale sequences associated to Steklov eigenvalues. Therefore, in order to simplify
the presentation of the proof, we focus on the case without bubbling since the bubbling
phenomenon is the same as for Laplace eigenvalues. More generally, we refer to the
analogous case of Laplace eigenvalues in the previous section in order to complete all the
arguments of the following proposition that are skiped.

Proposition 3.1. Let euε, σε, Φε : Σ → R
m be a smooth sequence of maps satisfying the

Palais-Smale assumption (PS) as ε→ 0, that is

• σε = diag(σεkε1
, · · · , σεkεm) where the diagonal terms are eigenvalues associated to

euε with uniformly bounded spectral indices kεi , and σε → σ as ε→ 0.
• ∆gΦε = 0 in Σ and ∂νΦε = euεσεΦε on ∂Σ

•
´

∂Σ e
uεdLg =

´

∂Σ |Φε|2σε euεdLg =
´

Σ |∇Φε|2g dAg = 1

• |Φ|2σε ≥ 1− δε uniformly on ∂Σ, where δε → 0 as ε→ 0.

Then, up to a subsequence Φε bubble tree converges in W 1,2 to Φ0 : Σ → co (Eσ), and
Φj : D → co (Eσ) for j = 1, · · · , l (l ≥ 0) with an energy identity:

1 =

ˆ

Σ
|∇Φ0|2g dAg +

l∑

j=1

ˆ

D

|∇Φj|2h dAh

Moreover, Φj are smooth harmonic maps with free boundary for j = 0, · · · , l and their
i-th coordinates are eigenfunctions associated to λki on the surface Σ ∪ ⋃1≤i≤l D with

respect to the metrics e2ug on Σ such that eu = ∂νΦ0.Φ0 on ∂Σ and e2vj ξ on D such that

evj = ∂νΦj .Φj on S
1. Moreover euεdLg bubble tree converges in W− 1

2
,2 to ∂νΦ0.Φ0dLg in

Σ and ∂νΦj .ΦjdAh in S
2.

3.1. Some convergence of ωε to 1 and first replacement of Φε. We let ωε be the

harmonic extension on Σ of |Φε|σε . We set Φ̃ε =
Φε

ωε

We integrate ∆gΦε = 0 in Σ and ∂νΦε = σεe
uεΦε on ∂Σ against σΦ and σεΦε

ωε
. We

obtain

(3.1)

ˆ

∂Σ
|σεΦε|2 euεdLg =

ˆ

Σ
|∇Φε|2σε dAg

and

(3.2)

ˆ

∂Σ

|σεΦε|2
ωε

euε =

ˆ

Σ

σεΦε
ωε

∆gΦε =

ˆ

Σ

〈
∇Φ̃ε,∇Φε

〉
σε

We have that

(3.3)
〈
∇Φ̃ε,∇Φε

〉
σε

=

〈(
∇Φε − Φ̃ε∇ωε

)
,∇Φε

〉
σε

ωε
=

|∇Φε|2σε
ωε

+

〈
∇ 1

ωε
, σεΦε.∇Φε

〉
,
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noticing that σεΦε.∇Φε = 〈Φε,∇Φε〉Eε = ∇
(

|Φε|2Eε
2

)
, we compute the first left-hand side

term of (3.2), by considering first the last-hand term in (3.3):

ˆ

Σ

〈
1

ωε
, σεΦε.∇Φε

〉
dAg =

ˆ

Σ

〈
1

ωε
,∇

|Φε|2σε
2

〉
dAg

=

ˆ

Σ

|Φ|2σε
2

∆g

(
1

ωε

)
dAg +

ˆ

∂Σ

|Φε|2σε
2

∂ν

(
1

ωε

)
dLg

=

ˆ

Σ

|Φε|2σε
ω3
ε

(ωε
2
∆gωε − |∇ωε|2g

)
dAg −

ˆ

∂Σ

|Φε|2σε
2ω2

ε

∂νωεdLg

=−
ˆ

Σ

|Φε|2σε
ω3
ε

|∇ωε|2g dAg ,

where we noticed in the last step that that ∆gωε = 0 and ωε = |Φε|σε on ∂Σ. Therefore,
using (3.2) and (3.3),

ˆ

Σ
|∇ωε|2

|Φε|2σε
ω3
ε

dAg =

ˆ

Σ

|∇Φε|2σε
ωε

dAg −
ˆ

∂Σ

|σεΦε|2
ωε

euεdLg ,

We also have since ω2
ε ≥ 1− δε by the maximum principle and (3.1) that

ˆ

Σ

|∇Φε|2σε
ωε

dAg ≤
1√

1− δε

ˆ

Σ
|∇Φε|2σε dAg =

1√
1− δε

ˆ

∂Σ
|σεΦε|2 euεdLg ,

so that since ω2
ε − ωε = ωε(ωε − 1) ≥ 1− δε −

√
1− δε

ˆ

Σ
|∇ωε|2

|Φε|2Eε
ω3
ε

dAg ≤
ˆ

∂Σ
(ωε − 1)

|σεΦε|2
ωε

euεdLg +

(
1√

1− δε
− 1

)
ˆ

∂Σ
|σεΦε|2 euεdLg

≤max
Σ

|σεΦε|2
ω2
ε

(
ˆ

∂Σ

(
ω2
ε − ωε

)
euεdLg +

√
1− δε + δε − 1

)

+max
j
σεkj

(
1√

1− δε
− 1

)

≤max
j
σkεj

(
δε +

1√
1− δε

− 1

)
= O (δε)

as ε→ 0 where we crucially used the global equality
´

∂Σ e
uεω2

ε =
´

∂Σ e
uε = 1

We also have that

∇
(
Φε − Φ̃ε

)
=

(
1− 1

ωε

)
∇Φε +

∇ωε
ω2
ε

Φε

and then

∣∣∣∇
(
Φε − Φ̃ε

)∣∣∣
2

σε
= |∇Φε|2σε

(
1− 1

ωε

)2

+
|∇ωε|2
ω2
ε

|Φε|2σε +

〈
∇ωε,∇ |Φε|2σε

〉

ω2
ε

(
1− 1

ωε

)
.
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We have that
ˆ

Σ
|∇Φε|2σε

(
1− 1

ωε

)2

= −
ˆ

Σ
div

(
∇Φε

(
1− 1

ωε

)2
)
σεΦε +

ˆ

∂Σ
|σεΦε|2

(
1− 1

ωε

)2

euε

=

ˆ

Σ

〈
∇ |Φε|2σε ,∇

1

ωε

〉(
1− 1

ωε

)
+

ˆ

∂Σ
|σεΦε|2

(
1− 1

ωε

)2

euε

so that
ˆ

Σ

∣∣∣∣∇
(
Φε −

Φε
ωε

)∣∣∣∣
2

σε

=

ˆ

∂Σ
|σεΦε|2

(
1− 1

ωε

)2

euε +

ˆ

Σ

|∇ωε|2
ω2
ε

|Φε|2σε

≤
(
ˆ

∂Σ

|σεΦε|4
ω2
ε

euε

) 1
2
(
ˆ

∂Σ
euε
(
ωε −

1

ωε

)2
) 1

2

+O (δε)

≤max
j
σkj

(
ˆ

∂Σ
euε
(

1

ω2
ε

− 1

)) 1
2

+O (δε)

as ε→ 0, where we crucially used again
´

∂Σ e
uεω2

ε =
´

∂Σ e
uε = 1. We then obtain that

(3.4)

ˆ

Σ

∣∣∣∇
(
Φε − Φ̃ε

)∣∣∣
2

σε
= O

(
δ

1
2
ε

)
as ε→ 0.

3.2. H1-convergence of eigenfunctions by harmonic replacement (simple case).
Let p ∈ ∂Σ \{p1, · · · , ps}, where {p1, · · · , ps} are bad points (see Claim 2.3 in the Laplace
case). Refering to the Laplacian case, we also have an analogous property to (2.5) far
from bad points. Let r > 0 be such that for any ε > 0,

ˆ

D
+
r (p)

∣∣∣∇Φ̃ε

∣∣∣
2

g
< ε0

Then, let Ψε : D
+
r (p) → EΛε be the harmonic replacement of Φ̃ε and we obtain by [LP19],

Theorem 1.2

(3.5)

ˆ

D
+
r (p)

∣∣∣∇
(
Φ̃ε −Ψε

)∣∣∣
2

g
≤ 1

2

(
ˆ

D
+
r (p)

∣∣∣∇Φ̃ε

∣∣∣
2

g
−
ˆ

D
+
r (p)

|∇Ψε|2g

)
.

Let’s prove that the right-hand term converges to 0 as ε→ 0. We test the function Φ̃ε
i−Ψi

ε

in the variational characterization of σ⋆ := σ⋆ (D
+
r (p), e

uε):

σkεi

ˆ

Ir(p)

(
Φ̃ε

i −Ψi
ε

)2
euε ≤ σ⋆

ˆ

D
+
r (p)

(
Φ̃ε

i −Ψi
ε

)2
e2uε ≤

ˆ

D
+
r (p)

∣∣∣∇
(
Φ̃ε

i −Ψi
ε

)∣∣∣
2

and we sum on i to get

(3.6)

ˆ

Ir(p)

∣∣∣Φ̃ε −Ψε

∣∣∣
2

σε
euε ≤

ˆ

D
+
r (p)

∣∣∣∇Φ̃ε

∣∣∣
2
+

ˆ

Dr(p)
|∇Ψε|2 − 2

ˆ

Dr(p)
∇Φ̃ε∇Ψε

Now we test the equation ∆Φε = 0 and ∂νΦε = σεe
uεΦε against

Φε

ω2
ε
− Ψε

ωε
and we get after

an integration by part knowing that Φε

ω2
ε
− Ψε

ωε
= 0 on ∂D+

r (p) \ Ir(p)
ˆ

D
+
r (p)

(
1

ωε
∇Φε∇

(
Φ̃ε −Ψε

)
+∇ 1

ωε
∇Φε

(
Φ̃ε −Ψε

))
=

ˆ

Ir(p)

〈
Φ̃ε, Φ̃ε −Ψε

〉
σε
euε
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so that,

ˆ

D
+
r (p)

∇Φ̃ε∇
(
Φ̃ε −Ψε

)
=

ˆ

Ir(p)

〈
Φ̃ε, Φ̃ε −Ψε

〉
σε
euε −

ˆ

D
+
r (p)

∇ 1

ωε
∇Φε

(
Φ̃ε −Ψε

)

+

ˆ

Dr(p)
Φε∇

1

ωε
∇
(
Φ̃ε −Ψε

)

(3.7)

Knowing that
∣∣∣Φ̃ε
∣∣∣
σε

= |Ψε|σε on ∂Σ, it is clear that 2
〈
Φ̃ε, Φ̃ε −Ψε

〉
σε

=
∣∣∣Φ̃ε −Ψε

∣∣∣
2

σε
and

multiplying (3.7) by 2, we obtain

2

ˆ

D
+
r (p)

∣∣∣∇Φ̃ε

∣∣∣
2
− 2

ˆ

D
+
r (p)

∇Φ̃ε∇Ψε

=

ˆ

Ir(p)

∣∣∣Φ̃ε −Ψε

∣∣∣
2

σε
euε + 2

ˆ

D
+
r (p)

∇ωε
ωε

(∇Φε
ωε

(
Φ̃ε −Ψε

)
− Φ̃ε∇

(
Φ̃ε −Ψε

))(3.8)

Summing (3.6) and (3.8), we get

ˆ

D
+
r (p)

∣∣∣∣∇
Φε
ωε

∣∣∣∣
2

g

−
ˆ

Dr(p)
|∇Ψε|2g ≤ 2

ˆ

D
+
r (p)

∇ωε
ωε

(∇Φε
ωε

(
Φ̃ε −Ψε

)
− Φ̃ε∇

(
Φ̃ε −Ψε

))

Up to reduce ε0, we assume that
∣∣∣Φ̃ε
∣∣∣
2

σε
≥ 1

2 in D
+
r (p) and we obtain that

2

∣∣∣∣∣

ˆ

D
+
r (p)

∇ωε
ωε

(∇Φε
ωε

(
Φ̃ε −Ψε

)
− Φ̃ε∇

(
Φ̃ε −Ψε

))∣∣∣∣∣ ≤ O




(
´

Σ
|∇ωε|2
ω4
ε

|Φε|2σε
) 1

2

σkε1




= O


 δ

1
2
ε

σkε1




By (3.5), we obtain that

Φ̃ε −Ψε → 0 in H1
(
D
+
r (p)

)

Now since Ψε converges in Ck
(
D
+
r
2
(p)
)
for any k ∈ N to some free boundary harmonic map

Ψ, and because the property is true for all p ∈ ∂Σ\{p1, · · · , ps}, we have that Φ̃ε converges
to some free boundary harmonic map Φ in H1

loc({x ∈ Σ; d(x, ∂Σ) ≤ r0} \ {p1, · · · , ps}) for
some r0 > 0. Then by (3.4) and since Φε is a harmonic map in an Euclidean space, Φε
converges to some free boundary harmonic map Φ in H1

loc(Σ \ {p1, · · · , ps}).

3.3. The limiting measure has a smooth density. Let ζ ∈ C∞
c (D+

r (p)) where p ∈
∂Σ \ {p1, · · · , ps} and {p1, · · · , ps} are bad points. We have that

ˆ

∂Σ
ζ (σεΦεe

uεdLg − σΦdν) =

ˆ

∂Σ
ζ (σεΦε − σΦ) euεdLg

+

ˆ

∂Σ
ζσΦ (euεdLg − dν) .
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Then on the first right-hand term, we have that

ˆ

∂Σ
ζ (ΛεΦε − ΛΦ) euεdLg ≤

(
ˆ

Ir(p)
ζ2 |σεΦε − σΦ|2 euεdLg

) 1
2

≤
(

1

σ⋆(D
+
r (p), euε)

ˆ

D
+
r (p)

|∇ (ζ |σεΦε − σΦ|)|2g dAg
) 1

2

≤ C

(
ˆ

D
+
r (p)

|∇ (Φε − Φ)|2g dAg
) 1

2

for some constant C independent of ε. Letting ε → 0 in a weak sense to the eigenvalue
equation ∆gΦε = 0 in Σ and ∂νΦε = σεΦεe

uε on ∂Σ, we get

∆Φ = 0 in Σ and ∂νΦ = σΦν on ∂Σ

and since Φ is harmonic, we obtain that ν = Φ.∂νΦdLg. Knowing that Φ is smooth (see
[JLZ19]), we obtain a smooth density for ν.
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