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SYMMETRIES OF $\mathfrak{gl}_N$-FOAMS

YOU QI, LOUIS-HADRIEN ROBERT, JOSHUA SUSSAN, AND EMMANUEL WAGNER

Abstract. We give an action of a Lie subalgebra of the Witt algebra on foams. This action is compatible with the $\mathfrak{gl}_N$-foam evaluation formula. In particular, this endows states spaces associated with $\mathfrak{gl}_N$-webs with an $\mathfrak{sl}_2$-action. When working in positive characteristic, this can be used to define a $p$-DG structure on these state spaces.
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1. Introduction

The quest to categorify Witten–Reshetikhin–Turaev (WRT) invariants [Wit89, RT91] of 3-manifolds has been active for many years [CF94]. The first major and promising step was accomplished by Khovanov [Kho00] where he defined a categorification of the Jones polynomial, now known as Khovanov homology. This link homology theory led to many applications in low-dimensional topology. Since
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the discovery of Khovanov homology, many other link homologies have been constructed: Heegaard–Floer homology [OS04, Ras03], \( gl_N \)-homology, triply-graded \( \text{HOMFLY-PT} \) homology [KR08a, KR08b, Kho07, Rou17], etc.

The WRT invariants of a 3-manifold \( M \) are typically defined as certain linear combinations of quantum link invariants (Reshetikhin–Turaev invariants) of a link presenting the manifold \( M \) as a surgery on \( S^3 \) evaluated at a root of 1. This raises the challenge of making sense of “categorification at root of 1”. A strategy has been suggested by Khovanov [Kho16] where he introduced \( p \)-complexes for \( p \) a prime number. This was developed later in various works [KQ15, Qi14, QS17, EQ16] leading eventually to a categorification of the Jones polynomial [QS20] and of the colored Jones polynomial [QRSW21] at prime roots of unity. Both these constructions are based on a new categorification of the Jones polynomial introduced by [Cau17] whose definition is closely related to that of triply-graded link homology and therefore to Soergel bimodules.

A key feature in categorification at prime roots of 1 is to show that these link homologies carry additional algebraic structures (\( p \)-DG structures or \( H \)-module structures where \( H = k[\partial]/(\partial^p) \)). This allows one to work in the stable category of graded \( H \)-modules whose Grothendieck group is \( \mathbb{Z}[q, q^{-1}]/(1 + q^2 + \cdots + q^{2p-2}) \).

In other words, this category is a categorical incarnation of the arithmetic of \( \mathbb{Z}[e^{2\pi i/p}] \). We refer to the introductions of [QS20, QRSW21] for a more detailed account.

Even more structure has been found on triply-graded homology [KR16] in the form of an action of the positive half of the Witt algebra. In a similar vein, an action of \( \mathfrak{sl}_2 \) was constructed on Soergel bimodules [EQ20]. Building upon [KQ15], Khovanov extended the \( p \)-differential on nilHecke algebras (in characteristic \( p \)) to a half-Witt action on nilHecke algebras, and more general KLR algebras in characteristic 0 [Kho12]. He suggested that these actions may extend to actions on link homologies which could explain various observed symmetries. In a related but different direction, Beliakova and Cooper noticed that in characteristic \( p \) there is an action of the Steenrod algebra on nilHecke algebras and that one could recover the \( p \)-DG structure on these algebras from this point of view [BC18]. Finally, the operator \( \nabla \) constructed by Wang in [Wan21] can be seen as a (part of) the \( \mathfrak{sl}_2 \) action described in the present paper.

The aim of this paper is to show that these algebraic structures also show up in the TQFT functors used to define the original categorification of the Jones polynomial (actually its equivariant version, as defined by two of the authors of this paper [RW20a]) and in the \( gl_N \) generalizations. In other words, we put the previous studies of \( p \)-DG structures on link homology [QS20, QRSW21] into the framework of investigating (infinitesimal) symmetries of foam evaluations. We tried to maintain as much flexibility as possible to allow usage of the construction in this paper in a large variety of contexts. This explains the presence of parameters in the actions we define. The statement about the action of a half of the Witt algebra is phrased in Theorem 4.4 and Proposition 4.11. An \( \mathfrak{sl}_2 \)-action is given in Propositions 4.7 and 4.12. The \( p \)-DG structure is presented in Propositions 4.9 and 4.13. The construction is based on foams, which also makes sense in the context of Soergel bimodules. Thus the structure we exhibit here specializes to that in [EQ20] and [KR16].

A forthcoming paper [QRSW22] will implement part of these structures at the level of link homologies.

1.1. Outline. The remainder of the paper is organized as follows.
Section 2 gives a self-contained account of $\mathfrak{gl}_N$-webs and foams, a recollection of the foam evaluation formula, a discussion of how to compute Euler characteristics of surfaces, and a definition of $\mathfrak{gl}_N$-state spaces.

Section 3 presents the Witt Lie algebra $\mathfrak{w}$ as well as $\mathfrak{w}^-_{-1}$, a half of $\mathfrak{w}$ and describes its action on polynomial rings. It also explains how $\mathfrak{sl}_2$ embeds in this algebra, and how this can be used to define $p$-DG-structures.

Section 4 defines the action of $\mathfrak{w}^-_{-1}$ on foams, giving rise to $\mathfrak{sl}_2$ and $p$-DG-structures. The section concludes with relations to related actions already occurring in the literature.

1.2. Acknowledgments. We would like to thank Lev Rozansky, Ben Elias and Joshua Wang for interesting and enlightening conversations and to point to [Wan21] and [Eli21] as sources of inspiration.
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Conventions

Pardon our French, $\mathbb{N}$ stands for the set of non-negative integers. Foams are read from bottom to top. We set $\mathbb{N}_{-1} = \{ k \in \mathbb{Z}, k \geq -1 \}$. For a ring with unity $k$, and for $x \in k$, we set $\bar{x} = 1 - x$.

The algebras $R_N = \mathbb{Z}[X_1, \ldots, X_N]^{S_N}$ and $k_N = k[X_1, \ldots, X_N]^{S_N}$ will play central roles in this paper. They are non-negatively graded by imposing that $\deg(X_i) = 2$. The $i$th elementary, complete homogeneous, and power sum symmetric polynomials in $X_1, \ldots, X_N$ are denoted by $E_i$, $H_i$ and $P_i$ respectively, so that

$$R_N = \mathbb{Z}[E_1, \ldots, E_N] \quad \text{and} \quad k_N = k[E_1, \ldots, E_N].$$

For $a \in \mathbb{N}$, $\text{Sym}_a$ denotes the ring of symmetric polynomials in $a$ variables with $\mathbb{Z}$ coefficients, in particular $R_N = \text{Sym}_N$. When working in such a ring, we will let $e_i$, $h_i$ and $p_i$ be the $i$th elementary, complete homogeneous, and power sum symmetric polynomials respectively without reference to the variables. The ring $\text{Sym}_a$ is graded by imposing the $e_i$ is homogeneous of degree $2i$. With this setting, we have:

$$\deg(e_i) = \deg(h_i) = \deg(p_i) = 2i.$$

For $n \in \mathbb{Z}$, we let $[n] = \frac{q^n - q^{-n}}{q - q^{-1}}$, for $k \in \mathbb{N}$, we let $[k]! = \prod_{j=1}^{k} [j]$. Finally, for $m \in \mathbb{Z}$ and $a \in \mathbb{N}$, define:

$$\begin{bmatrix} m \\ a \end{bmatrix} = \prod_{i=1}^{a} \frac{[m + 1 - i]}{[i]}.$$

Note that if $m$ is non-negative, one has $\begin{bmatrix} m \\ a \end{bmatrix} = \frac{[m]!}{[a]! [m-a]!}$. 

For a $\mathbb{Z}$-graded vector space $V$, let $V_i$ denote the subspace in degree $i$. Let $q^nV$ denote the $\mathbb{Z}$-graded vector space where $(q^nV)_i = V_{i-n}$.

2. Topological preliminaries

2.1. Webs and foams.

Definition 2.1. Let $\Sigma$ be a surface. A closed web or simply a web\footnote{Such a graph is sometimes referred to as a MOY graph, but we will use the more commonly used term of web.} is a finite, oriented, trivalent graph $\Gamma = (V(\Gamma), E(\Gamma))$ embedded in the interior of $\Sigma$ and endowed with a thickness function $\ell: E(\Gamma) \to \mathbb{N}$ satisfying a flow condition: vertices and thicknesses of their adjacent edges must be one of these two types:

\[
\begin{align*}
\text{a} & \quad \text{b} \\
\text{a + b} & \quad \text{or} \\
\text{a} & \quad \text{b}
\end{align*}
\]

The first type is called a split vertex, the second a merge vertex. In each of these types, there is one thick edge and two thin edges. Oriented circles with non-negative thickness are regarded as edges without vertices and can be part of a web. The embedding of $\Gamma$ in $\Sigma$ is smooth outside its vertices, and at the vertices should fit with the local models above.

The surfaces we will be interested in are $\mathbb{R}^2$ and $\mathcal{A} = \{(x, y) \in \mathbb{R}^2, 1 \leq |x|^2 + |y|^2 \leq 2\} \simeq S^1 \times [0, 1]$. In the latter case, we require that the web is directed, meaning that the projection map $\pi: \Gamma \to S^1$ preserves orientation locally. Such webs are called vinyl graphs.

Remark 2.2. There are neither sources nor sinks in a web. A web is not necessarily connected.

Definition 2.3. Let $M$ be an oriented smooth 3-manifold with a collared boundary. A foam $F \subset M$ is a collection of facets, that are compact oriented surfaces labeled with non-negative integers and glued together along their boundary points, such that every point $p$ of $F$ has a closed neighborhood homeomorphic to one of the following:

1. a disk, when $p$ belongs to a unique facet,
2. $Y \times [0, 1]$, where $Y$ is the neighborhood of a merge or split vertex of a web, when $p$ belongs to three facets,
3. the cone over the 1-skeleton of a tetrahedron with $p$ as the vertex of the cone (so that it belongs to six facets).
See Figure 2 for a pictorial representation of these three cases. The set of points of the second type is a collection of curves called bindings and the points of the third type are called singular vertices. The boundary $\partial F$ of $F$ is the closure of the set of boundary points of facets that do not belong to a binding. It is understood that $F$ coincides with $\partial F \times [0, 1]$ on the collar of $\partial M$. For each facet $f$ of $F$, we denote by $\ell(f)$ its label, called the thickness of $f$. A foam $F$ is decorated if each facet $f$ of $F$ is assigned a symmetric polynomial $P_f \in \text{Sym}_{\ell(f)}$. In the second local model 2, it is implicitly understood that thicknesses of the three facets are given by that of the edges in $Y$. In particular it satisfies a flow condition and locally one has a thick facet and two thin ones. We also require that orientations of bindings are induced by that of the thin facets and by the opposite of the thick facet. Foams are regarded up to ambient isotopy relative to boundary. Foams without boundary are said to be closed.

Remark 2.4. • Diagrammatically, decorations on facets are depicted by dots placed on facets adorned with symmetric polynomials in the correct number of variables (the thickness of the facet they sit on). The decoration of a given facet is the product of all adornments of dots sitting on that facet.
• Decorations will be slightly generalized a bit later. See Section 2.3 and Convention 2.15.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The three local models of a foam. Taking into account the thicknesses, the model in the middle is denoted $Y^{(a,b)}$, and the model on the right is denoted $T^{(a,b,c)}$.}
\end{figure}

The 3-manifolds in which we will consider foams are $\mathbb{R}^3$, $\mathbb{R}^2 \times [0, 1]$ and $A \times [0, 1]$.

Notation 2.5. For a foam $F$, we write:
• $F^2$ for the collection of facets of $F$,
• $F^1$ for the collection of bindings,
• $F^0$ for the set of singular vertices of $F$.

We partition $F^1$ as follows: $F^1 = F^1_\circ \cup F^1_\gamma$, where $F^1_\circ$ is the collection of circular bindings and $F^1_\gamma$ is the collection of bindings diffeomorphic to intervals. If $s \in F^1_\circ$, any of its points has a neighborhood diffeomorphic to $Y^{(a,b)}$ for a given $a$ and $b$, and we set:
\begin{equation}
\deg_{\mathbb{N}}(s) = ab + (a + b)(N - a - b).
\end{equation}

If $v \in F^0$, it has a neighborhood diffeomorphic to $T^{(a,b,c)}$ and we set:
\begin{equation}
\deg_{\mathbb{N}}(v) = ab + bc + ac + (a + b + c)(N - a - b - c).
\end{equation}

Definition 2.6. Let $F$ be a decorated foam and suppose that all decorations are homogeneous. For all $N$ in $\mathbb{N}$, the $N$-degree of $F$ is the integer $\deg_{\mathbb{N}}(F) \in \mathbb{Z}$ given
by the following formula:

\[
\deg_N(F) := \sum_{f \in F^2} \left( \deg(P_f) - \ell(f)(N - \ell(f))\chi(f) \right) + \sum_{s \in F^1} \deg_N(s) - \sum_{v \in F^0} \deg_N(v). 
\]

The reader may want to wait until Remark 2.12 to see a better approach to calculating the \(N\)-degree in the case of foams with trivial decorations.

The boundary of a foam \(F \subset M\) is a web in \(\partial M\). In the case \(M = \Sigma \times [0,1]\) is a thickened surface, a generic section \(F_t := F \cap (\Sigma \times \{t\})\) is a web. The bottom and top webs \(F_0\) and \(F_1\) are called the input and output of \(F\) respectively.

**Definition 2.7.** A foam in a surface \(\Sigma \times [0,1]\) is basic if it is a trace of isotopy or if it is equal to \(\Gamma \times [0,1]\) outside a cylinder \(B \times [0,1]\), and where it is given inside by one of the local models given in Figure 3.

![Figure 3](image_url)

**Figure 3.** The degree of a basic foam is given below the name of each of the local models.

\[\text{polynomial} \quad \deg(R) \]
\[\text{associativity} \quad 0 \]
\[\text{digon-cup} \quad -ab \]
\[\text{zip} \quad ab \]
\[\text{cup} \quad -a(N - a) \]
\[\text{cap} \quad -a(N - a) \]
\[\text{saddle} \quad a(N - a) \]

\(^2\)For the sake of satisfying the collared condition, one should assume that \(h_t = \text{Id}_\Sigma\) for \(t \in [0, \epsilon[1] - \epsilon, 1]\) for an \(\epsilon \in [0, 1]\).
A foam in $\Sigma \times [0,1]$ is in good position if it is a composition of basic foams. A foam in $\Sigma \times [0,1]$ is spherical if it is isotopic to a foam in good position for which the saddle model is not used.

If $\Gamma$ is a web in $\mathbb{R}^2$, we denote by $V(\Gamma)$ the free $k$-module generated by foams in good position in $\mathbb{R}^2 \times [0,1]$ with $\emptyset$ as input and $\Gamma$ as output.

**Remark 2.8.** Every foam in $\Sigma \times [0,1]$ is isotopic to a foam in good position, however, not every foam is spherical.

**Convention 2.9.** If a foam is both spherical and in good position, we assume that no saddle appears in its decomposition as a composition of basic foams.

### 2.2. $\mathfrak{gl}_N$-foams evaluation

In this subsection we briefly summarize the $\mathfrak{gl}_N$-foam evaluation introduced in [RW20a].

For the rest of this section, we fix $N$ indeterminates $X_1, \ldots, X_N$. The elements of $P := \{1, \ldots, N\}$ are called pigments. A $\mathfrak{gl}_N$-coloring $c$ of a foam $F$ is a map $c : F^2 \to P(P)$, where $P$ stands for powerset. It should satisfy the following two conditions:

(a) for each facet $f \in F^2$, $\#c(f) = \ell(f)$,
(b) around each binding, $c(f_{\text{thick}}) = c(f_1) \cup c(f_2)$, where $f_{\text{thick}}$ denotes the thick facet and $f_1$ and $f_2$ the thin facets at this binding.

Given $F$, a decorated closed foam, and $c$ a $\mathfrak{gl}_N$-coloring of $F$, the colored $\mathfrak{gl}_N$-evaluation of $(F, c)$ is the rational function in variables $X_1, \ldots, X_N$ defined by:

$$\langle F, c \rangle_N := (-1)^{s(F, c)} \frac{P(F, c)}{Q(F, c)}$$

with

$$P(F, c) := \prod_{f \in F^2} P_f(\mathcal{X}_f)$$

and

$$Q(F, c) := \prod_{1 \leq i < j \leq N} (X_i - X_j)^{\chi(F_{ij}(c))}/2,$$

and where we have the following.

- $P_f(\mathcal{X}_f)$ is the evaluation of the polynomial $P_f$ in the indeterminates $\mathcal{X}_f := \{X_i | i \in c(f)\}$.
- $F_{ij}(c)$ is the surface formed by facets $f$ in $F^2$ whose colors $c(f)$ contain either $i$ or $j$ but not both. This surface is called the bichrome surface of $(F, c)$ associated with $(i, j)$.
- $s(F, c)$ is the integer given by the following formula:

$$s(F, c) = \sum_{i=1}^{N} \frac{i \chi(F_i(c))}{2} + \sum_{1 \leq i < j \leq N} \theta_{ij}^+(F, c),$$

where we have the following.

- $\theta_{ij}^+(F, c)$ counts the number of circles separating $i$-pigmented and $j$-pigmented regions in $F_{ij}(c)$ which are positive. This means that the orientation of the circle and the relative position of the $i$-pigmented and $j$-pigmented regions are locally given by the local model:
\( F_{i}(c) \) is the surface formed by facets \( f \) in \( F^2 \) whose colors \( c(f) \) contain \( i \). These surfaces are called monochrome surfaces of \((F,c)\) associated with \( i \).

Note that the symmetric group \( S_N \) on \( N \) letters acts both on the set of colorings of \( F \) (by permuting the pigments) and on the ring of rational fractions in variables \( X_1, \ldots, X_N \). The colored evaluation intertwines these two actions as stated by next lemma.

**Lemma 2.10** ([RW20a, Lemma 2.17]). If \( \sigma \in S_N \), then

\[
(F, \sigma \cdot c)_N = \sigma \cdot (F, c)_N.
\]

Finally define the \( gl_N \)-evaluation of a foam \( F \) by:

\[
\langle F \rangle_N := \sum_c \langle F, c \rangle_N,
\]

where the sum runs over all \( gl_N \)-colorings of \( F \).

**Proposition 2.11** ([RW20a, Proposition 2.19]). For any decorated closed foam, \( \langle F \rangle_N \) is a symmetric polynomial in \( X_1, \ldots, X_N \). If decorations are homogeneous,

\[
\deg(\langle F \rangle_N) = \deg_N(F).
\]

**Remark 2.12** ([RW20a, Lemma 2.15]).

1. Let \( F \) be a (not-necessarily closed) foam with trivial decoration and \( c \) a coloring of \( F \). The following identity holds

\[
\deg_N(F) = -\sum_{1 \leq i < j \leq N} \chi(F_{ij}(c)).
\]

2. Note that contrary to [BN05, Definition 6.2] or [QR16, Definition 3.1], the formula (10) only involves Euler characteristic of surfaces and has no contribution from webs on the boundary. This is because we chose only to work with closed webs, for which these contributions vanish.

### 2.3. New decorations.

For our purposes it will be convenient to have decorations of a new type. In formula (4), the decoration of a facet is evaluated on variables corresponding to pigments in the color of the facet. This is equivalent to saying that one has the following local relation on the evaluation:

\[
\text{Pushforward of \( \hat{c} \) evaluated on \( \hat{c} \)}
\]

where \( f \) denotes the facet decorated by \( R \).

Following [ETW18], one can also introduce decorations which are polynomials to be evaluated on variables corresponding to pigments that are not in the color of that facet. Although we gain flexibility with this new decoration, it does not affect the result from the previous subsection, as we shall explain below. If \( f \) is a facet in a foam \( F \) and \( c \) is a coloring of \( F \), let \( \hat{c}(f) \) be the complement of \( c(f) \) in \( \mathbb{P} \).

**Lemma 2.13.** The colored evaluation satisfies the following local relation:

\[
(-1)^{(N-a)(N-a+1)/2} \langle \cdot \atop R \hat{c} \rangle_{N} = R(\chi_{\hat{c}}(f)) \langle \cdot \atop \hat{c} \rangle_{N},
\]

where:
we have abused notation and let $c$ be the coloring on both sides, (this is legitimate since there is a canonical 1-to-1 correspondence between the set of $\mathfrak{g}l_N$-colorings of the foams on both sides);

- $f$ is the facet with thickness $a$ in both diagrams;
- the hashed facet on the left-hand side has thickness $N$.

Proof. This follows directly from formula (4). Let us denote by $F$ and $G$ the foam on the left-hand side and the on the right-hand side of (12) respectively. Only the sign discussion is not trivial. By Lemma 2.10, one can suppose that the bubble is colored by $\{1, \ldots, N-a\}$. In that case, $\theta^+_i(F) = \theta^+_i(G)$ for all $i, j$ and

\begin{equation}
\chi(F_i(c)) = \begin{cases} 
\chi(G_i(c)) + 2 & \text{if } 1 \leq i \leq N - a, \\
\chi(G_i(c)) & \text{if } N - a + 1 \leq i \leq N. 
\end{cases}
\end{equation}

\[\square\]

Remark 2.14. In Lemma 2.13, if the “bubble” were glued on the other side, the formula would have an extra $(-1)^a(N-a)$ factor. This is because, keeping the same notations as in the proof, one would have

\begin{equation}
\theta^+_i(F, c) = \begin{cases} 
\theta^+_i(G, c) + 1 & \text{if } 1 \leq i \leq N - a \text{ and } N - a + 1 \leq j \leq N, \\
\theta^+_i(G, c) & \text{otherwise.}
\end{cases}
\end{equation}

This trick of using bubbles was already used in [RW20a] to write down the formula for the neck-cutting relation.

Lemma 2.13 allows us to make sense of new kinds of decorations on facets. A decoration of a facet $f$ of thickness $a$ can now be a product of a symmetric polynomial in $a$ variables (as before) with a symmetric polynomial in $N-a$ variables, or a sum of such expressions. In other words, a decoration of a facet $f$ of thickness $a$ is an element $P_f$ of $k[x_1, \ldots, x_N]^{S_a \times S_{N-a}} \cong k[x_1, \ldots, x_a]^{S_a} \otimes k[x_1, \ldots, x_{N-a}]^{S_{N-a}}$.

The formula for $P(F, c)$ becomes:

\begin{equation}
P(F, c) := \prod_{f \in F^2} P_f(X_{\pi(f)}, X_{\pi(f)})
\end{equation}

where $P_f(X_{\pi(f)}, X_{\pi(f)})$ is the evaluation of $P_f$ on $X_{\pi(f)}$ for the first $a = \ell(f)$ variables and $X_{\pi(f)}$ for the last $N-a$ variables.

Proposition 2.11 remains valid with these more general decorations, since one can see these decorations as shortcuts for foams with extra decorated glued bubbles as explained by Lemma 2.13.

Convention 2.15. From now on, decorations of foams are of this more general form.

2.4. Euler characteristics of surfaces. A key ingredient in formula (4) giving the colored $\mathfrak{g}l_N$-evaluation is the Euler characteristic of bichrome surfaces. In this subsection, we inspect how this quantity can be computed for foams in good position. We will as well consider monochrome surfaces. Let us fix a surface $\Sigma$ and consider a colored foam $(F, c)$ in $\Sigma \times [0, 1]$. Suppose furthermore that $F$ is in good position and as such is a composition of $F^{(1)}, \ldots, F^{(\ell)}$. We say that $F^{(k)}$, a basic foam which is not the trace of an isotopy, involves a pigment $i$ if $i$ belongs to the color of at least one of the facets in the non-trivial part of $F^{(k)}$.

Lemma 2.16. Let $F$ be a spherical closed foam in good position, and $c$ a $\mathfrak{g}l_N$-coloring of $F$. For any pigment $i$, the number of cups involving $i$ equals the number of caps involving $i$.

Proof. Since $F$ is in good position, the projection $\pi$ onto $[0, 1]$ provides a Morse function. Since $F$ is spherical, the surface $F_i(c)$ contains no critical point for $\pi$.
of index 1, hence the number of maxima is equal to the number of minima. This implies the number of cups equals the number of caps. □

Consider a closed foam in good position $F$, and $c$ a $\mathfrak{gl}_n$-coloring of $F$. Fix $i < j$ two pigments. Since $F$ is in good position, we can present the bichrome surface $F_{ij}(c)$ as a movie. Traces of isotopies pieces of $F$ correspond to isotopies in the movie of $F_{ij}(c)$ and so there are many basic foams for which nothing really happens in $F_{ij}(c)$. In Table 1, we gather the interesting pieces of $F$ and translate them into (movie) Morse moves for $F_{ij}(c)$. Additionally, we make explicit the local contributions of these various pieces to $\chi(F_{ij}(c))$. Finally, the last column of the table gives notation to the number of basic foams of each particular type in $(F, c)$:

$Z_{ij}, Z_{ji}, V_{ij}, V_{ji}, U_{ij}, U_{ji}, A_{ij}, A_{ji}.$

Note that depending on the orientations and local configurations of $i$ and $j$, each basic foam of interest comes in two flavors.

With these notations, if $F$ is a spherical foam in good position, one has:

$$\chi(F_{ij}(c)) = A_{ij} + A_{ji} + U_{ij} + U_{ji} + A_{ij} + A_{ji} - Z_{ij} - Z_{ji} + V_{ij} + V_{ji} - Y_{ij} - Y_{ji}.$$  

Lemma 2.17. For any spherical foam $F$ in good position, any coloring $c$ and any two pigments $i$ and $j$, the following identities hold:

$$U_{ij} + A_{ji} = U_{ji} + A_{ij}. \tag{17}$$

Proof. Let us denote momentarily $U$ and $A$ for the number of caps and cups involving both $i$ and $j$. Lemma 2.16, gives:

$$U + U_{ij} = A + A_{ij} \quad \text{and} \quad U + U_{ji} = A + A_{ji}.$$

The identity of the lemma follows from the difference of these two identities. □

Lemma 2.18. For any (not-necessarily spherical) foam $F$ in good position, any coloring $c$ and any two pigments $i$ and $j$, the following identities hold:

$$Z_{ij} + V_{ij} = Y_{ij} + A_{ij}, \tag{18}$$

$$Z_{ji} + V_{ji} = Y_{ji} + A_{ji}. \tag{19}$$

Proof. In the movie describing the surface $F_{ij}(c)$, we can track the split vertices at which pigments $i$ and pigment $j$ meet. Keeping track of orientations, they come in two flavors:

$$\rightarrow \leftrightarrow \quad \text{and} \quad \rightarrow \leftrightarrow.$$

Since $F_{ij}(c)$ is a closed surface, at the beginning and at the end of the movie, there are no such vertices. Hence the number of births of these vertices is equal to the number of deaths of them. The identities (18) and (19) reflect that fact for each of the two flavors. □

Recall that for $s$ in $\mathbb{k}$, $\bar{s} = 1 - s$.

Corollary 2.19. For any spherical foam $F$ in good position, any coloring $c$, any two pigments $i$ and $j$ and any $s$ in $\mathbb{k}$, the following identities hold:

$$\frac{\chi(F_{ij}(c))}{2} = \frac{1}{2} (A_{ij} + U_{ij} + A_{ji} + U_{ji})$$

$$+ s (A_{ij} + A_{ji} - Z_{ij} - Z_{ji}) + \bar{s} (V_{ij} + V_{ji} - Y_{ij} - Y_{ji}). \tag{20}$$
<table>
<thead>
<tr>
<th>Basic foam</th>
<th>Movie</th>
<th>$\chi(F_{ij}(c))$</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Basic foam 1" /></td>
<td><img src="image2" alt="Movie 1" /></td>
<td>+1</td>
<td>$V_{ij}$</td>
</tr>
<tr>
<td><img src="image3" alt="Basic foam 2" /></td>
<td><img src="image4" alt="Movie 2" /></td>
<td>+1</td>
<td>$V_{ji}$</td>
</tr>
<tr>
<td><img src="image5" alt="Basic foam 3" /></td>
<td><img src="image6" alt="Movie 3" /></td>
<td>+1</td>
<td>$\Lambda_{ij}$</td>
</tr>
<tr>
<td><img src="image7" alt="Basic foam 4" /></td>
<td><img src="image8" alt="Movie 4" /></td>
<td>+1</td>
<td>$\Lambda_{ji}$</td>
</tr>
<tr>
<td><img src="image9" alt="Basic foam 5" /></td>
<td><img src="image10" alt="Movie 5" /></td>
<td>-1</td>
<td>$Z_{ij}$</td>
</tr>
<tr>
<td><img src="image11" alt="Basic foam 6" /></td>
<td><img src="image12" alt="Movie 6" /></td>
<td>-1</td>
<td>$Z_{ji}$</td>
</tr>
<tr>
<td><img src="image13" alt="Basic foam 7" /></td>
<td><img src="image14" alt="Movie 7" /></td>
<td>-1</td>
<td>$Y'_{ij}$</td>
</tr>
<tr>
<td><img src="image15" alt="Basic foam 8" /></td>
<td><img src="image16" alt="Movie 8" /></td>
<td>-1</td>
<td>$Y'_{ji}$</td>
</tr>
<tr>
<td><img src="image17" alt="Basic foam 9" /></td>
<td><img src="image18" alt="Movie 9" /></td>
<td>+1</td>
<td>$U_{ij}$</td>
</tr>
<tr>
<td><img src="image19" alt="Basic foam 10" /></td>
<td><img src="image20" alt="Movie 10" /></td>
<td>+1</td>
<td>$U_{ji}$</td>
</tr>
<tr>
<td><img src="image21" alt="Basic foam 11" /></td>
<td><img src="image22" alt="Movie 11" /></td>
<td>+1</td>
<td>$A_{ij}$</td>
</tr>
<tr>
<td><img src="image23" alt="Basic foam 12" /></td>
<td><img src="image24" alt="Movie 12" /></td>
<td>+1</td>
<td>$A_{ji}$</td>
</tr>
</tbody>
</table>

Table 1. In this table, the red dotted regions/lines represent facets with $i$ in their colors in $F_{ij}(c)$; the blue hashed surface/zigzag lines represent facets with $j$ in their colors.
2.5. $\mathfrak{gl}_N$-state spaces. In this section, we briefly recall the universal construction of TQFTs [BHMV95] in our context and construct $\mathfrak{gl}_N$-state spaces associated with webs as well as functors from foamy categories to algebraic categories. We follow [RW20a].

Let $\Gamma$ be a web in $\mathbb{R}^2$ and denote by $V_N(\Gamma)$ the free $\mathbb{R}^N$-module generated by $\text{Hom}_{\text{Foam}}(\emptyset, \Gamma)$. It is graded by the degree of foams (3). Consider the $\mathbb{R}^N$-bilinear form $\langle \cdot ; \cdot \rangle_N$ on $V_N(\Gamma)$ defined on foams by:

\[
\langle F ; G \rangle_N := \langle G \circ F \rangle_N,
\]
where $G$ is the foam $G : \Gamma \rightarrow \emptyset$ obtained by mirroring $G$ along $\mathbb{R}^2 \times \{ \frac{1}{2} \}$, so that $G \circ F$ is a closed foam and $\langle \cdot ; \cdot \rangle_N$ is well-defined.

For any web in $\mathbb{R}^2$, define $F_N(\Gamma)$ to be the quotient:

\[
F_N(\Gamma) := V_N(\Gamma) / \text{Ker} \langle \cdot ; \cdot \rangle_N.
\]

As part of the universal construction, this extends for free to a functor $F_N : \text{Foam} \rightarrow \mathbb{R}_N^-\text{Mod}_{\text{gr}}$.

Example 2.20 (Dot migration). Let $R \in \mathbb{Z}[x_1, \ldots, x_a, y_1, \ldots, y_b]^{S_{a+b}}$ be a polynomial in $a+b$ variables.

\[
\mathbb{Z}[x_1, \ldots, x_a, y_1, \ldots, y_b]^{S_{a+b}} \subseteq \mathbb{Z}[x_1, \ldots, x_a, y_1, \ldots, y_b]^{S_a \times S_b},
\]
the latter space being isomorphic to $\mathbb{Z}[x_1, \ldots, x_a]^{S_a} \otimes_{\mathbb{Z}} \mathbb{Z}[y_1, \ldots, y_b]^{S_b}$, one can write:

\[
R = \sum_{j=1}^k R^{(1)}_j \otimes R^{(2)}_j
\]
with $R^{(1)}_j$ in $\mathbb{Z}[x_1, \ldots, x_a]^{S_a}$ and $R^{(2)}_j$ in $\mathbb{Z}[y_1, \ldots, y_b]^{S_b}$ for all $1 \leq j \leq k$.

The following local relations hold for the colored evaluation:

\[
\langle a + b, b, a \rangle_N = \sum_{j=1}^k \langle a + b, b^{(1)}_j, a^{(2)}_j \rangle_N.
\]

This follows from the very definition of the colored evaluation. Therefore, the same relation holds for the evaluation:

\[
\langle a + b, b, a \rangle_N = \sum_{j=1}^k \langle a + b, b^{(1)}_j, a^{(2)}_j \rangle_N.
\]

By local relation, we mean that given a collection of foams which make sense in the given context (here they should be closed) and are identical except in a ball where they are given by the model in the relation, then the relation holds for these foams.
This implies that for any web $\Gamma$, the following local relation holds in $\mathcal{F}_N(\Gamma)$:

\begin{equation}
\sum_{j=1}^{k} \mathcal{R}_j = a + b \Rightarrow \sum_{j=1}^{k} \mathcal{R}_j = a + b.
\end{equation}

Above, foams represent their equivalence classes in $\mathcal{F}_N(\Gamma)$. Many other local relations can be found in [RW20a, Section 3].

We can do the same construction restricting to spherical foams. In that case, the functor obtained is denoted $\mathcal{F}_s_N$. It is not obvious a priori how to compare these two functors. Indeed $\mathcal{V}_s_N(\Gamma)$ is contained in $\mathcal{V}_N(\Gamma)$, but it is then modded out by a smaller space than that for constructing $\mathcal{F}_N(\Gamma)$. It is not clear whether or not the functor $\mathcal{F}_s_N$ is monoidal.

Proposition 2.21 ([RW20a, Proof of Theorem 3.30]). The functor $\mathcal{F}_N$ is monoidal and satisfies the following local relations (and their mirror images):

\begin{equation}
\mathcal{F}_N(\emptyset) \cong R_N;
\end{equation}

\begin{equation}
\mathcal{F}_N\left( a \bigcirc a \right) \cong \left[ a \right] \mathcal{F}_N(\emptyset);
\end{equation}

\begin{equation}
\mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a + b
\end{array}
\end{array}
\end{array}
\end{array}\right) \cong \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a
\end{array}
\end{array}
\end{array}\right) \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 b + c
\end{array}
\end{array}
\end{array}\right);
\end{array}
\end{array}\right);
\end{equation}

\begin{equation}
\mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a + b
\end{array}
\end{array}
\end{array}\right) \cong \left[ a + b \right] \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a
\end{array}
\end{array}
\end{array}\right);
\end{array}
\end{array}\right);
\end{equation}

\begin{equation}
\mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 1
\end{array}
\end{array}
\end{array}\right) \cong \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 1
\end{array}
\end{array}
\end{array}\right);
\end{array}
\end{array}\right);
\end{equation}

\begin{equation}
\oplus [N - m - 1] \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 1
\end{array}
\end{array}
\end{array}\right) \cong \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 1
\end{array}
\end{array}
\end{array}\right);
\end{array}
\end{array}\right);
\end{equation}

\begin{equation}
\mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a
\end{array}
\end{array}
\end{array}\right) \cong \bigoplus_{j=\max(0,b-a)}^{b} \left[ d - j \right] \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a + j - b
\end{array}
\end{array}
\end{array}\right) \mathcal{F}_N\left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a + c + j
\end{array}
\end{array}
\end{array}\right).
\end{array}
\end{array}\right).
\end{equation}

These isomorphisms (except the first one) are realized as images of (linear combinations of) foams under $\mathcal{F}_N$.

Wu [Wu14] proves that the relations given in Proposition 2.21 are enough to reduce any web to the empty web $\emptyset$. One clearly has $\mathcal{F}_N(\emptyset) \cong R_N$ which is a finitely generated projective $R_N$-module. Since being projective and finitely-generated is

\footnote{Following footnote 3, here to make sense means that foams have boundary equal to $\Gamma$.}
preserved under finite direct sums and finite direct summands, the $\mathfrak{gl}_N$-state space of any web is a finitely generated projective $R_N$-module.

**Corollary 2.22 (\cite[Corollary 3.31]{RW20a}).** The functor $F_N$ takes value in $R_N$-\text{proj}_{gr}$, the category of finitely generated, graded, projective (and therefore free) $R_N$-modules.

**Proposition 2.23.** Relations (26), (27), (28), (29), (30) and (32) are satisfied by $F_N$.

**Sketch of proof.** The foams used in \cite{RW20a} to define these isomorphisms are spherical. Therefore the proof applies mutatis mutandis to $F_N$. □

There is a special class of webs and foams for which $F_N$ and $F_N$ agree. Recall that vinyl graphs are directed webs in $\mathcal{A}$. Note that any vinyl graph $\Gamma$ has a well-defined index $k$: that is the sum of thicknesses of edges intersected by a generic ray, see Figure 4. Collections of concentric positively oriented circles of various thicknesses provide examples of vinyl graphs. They are denoted $S_k$ where $k$ is the list of thicknesses, read from the center of the annulus going outwards, (see Figure 4).

**Definition 2.24.** Let $\Gamma_0$ and $\Gamma_1$ be two vinyl graph $\mathcal{A}$ vinyl foam $F: \Gamma_0 \to \Gamma_1$ is a foam in $\mathcal{A} \times [0, 1]$ such that the projection onto $S^1 \times [0, 1]$ has no critical points. As usual, these foams are regarded up to ambient isotopy. Note that in such a situation, $\Gamma_0$ and $\Gamma_1$ have necessarily the same index $k$. We then say that $F$ has index $k$.

A vinyl foam can be decomposed into basic foams without any cups, caps or saddles. Note that for a foam, being vinyl is even more restrictive than being spherical.

Vinyl graphs and vinyl foams of a given index $k$ fit into a category that we denote by $\text{vFoam}_k$. Taking the disjoint unions of these categories for $k \in \mathbb{N}$, we can form a category $\text{vFoam}$ which is endowed with a monoidal structure given by taking concentric disjoint union. Note however that this category is not symmetric.

**Proposition 2.25.** When restricted to the category $\text{vFoam}$, the functors $F_N$ and $F_N$ are isomorphic.

**Sketch of proof.** This is a direct consequence of the Queffelec–Rose–Sartori algorithm \cite{QRS18} which rephrases Wu’s results in the vinyl setting. It says that one can reduce any vinyl graph to a collection of circles using relations (28), (29) and (32). Once dealing with circles one can use relation (27). All these relations are valid for $F_N$ and $F_N$ which concludes the argument. For a more detailed proof of a similar argument, we refer to \cite[Propositions 2.25 and 4.11]{BPRW21}. □
The restriction to vinyl graphs and vinyl foams is common and relates to the present-
sations of links as braid closures. For instance, triply-graded homology [Rou17,
Kho07], symmetric $gl_N$-homologies [Cau17, QRS18, RW20b] and $gl_0$-homology [RW19]
are defined using this framework. On the one hand, this is topologically quite re-
strictive since in this context, link cobordisms are not very interesting. On the other
hand the relation with Soergel bimodules and the power of representation theory are
very insightful there. Soergel bimodules can be understood via foams (see [Wed19,
Proposition 3.4], [RW20b, Proposition 4.15], [BPRW21, Proposition 2.29]), so that
part of what we say here can be applied to that context. See Section 4.5 for an
actual comparison.

2.6. Base change. The discussion in this subsection is classical and holds for both
$F_N$ and $F_s$. For brevity, we only discuss $F_N$. The construction of Section 2.5 can be deformed using a unitary ring morphism
$\phi: R_N \to S$. One can construct a functor $F_N^\phi$ from the category $\text{Foam}$
by considering $V_N^\phi(\Gamma)$ to be the free $S$-module generated by foams from the empty
foam to $\Gamma$ and modding out this space by the $S$ bilinear induced by $\phi\circ (\cdot;\cdot)_N$. If $S$
is non-negatively graded and $\phi$ respects gradings, then $F_N^\phi$ takes values in $S$-$\text{mod}_{gr}$.
We say that the functor $F_N^\phi$ is obtained from $F_N$ by base change.

The isomorphisms stated in Proposition 2.21 still hold since their proofs are
based on identities of evaluations of closed foams and these identities are preserved
under ring morphisms $\phi$.

Two special base changes will be of interest to us. Suppose $k$ is a unital ring
and consider it as graded and concentrated in degree 0. Consider $\varphi: \mathbb{Z} \to k$ the
unique unitary ring morphism. This induces a ring morphism $\varphi_e$ from $R_N$ to $k_N$ by mapping $E_i$ to $E_i$ for all $1 \leq i \leq N$. The functor induced by this base change is denoted $^E F_N^k$ where the letter ‘$E$’ stands for equivariant.

The same morphism $\varphi$ induces a morphism $\varphi_0$ from $R_N$ to $k$ by mapping $E_i$ to $0$ for all $1 \leq i \leq N$. As before, this morphism preserves respects the grading. This
base change is denoted by $^0 F_N^k$.

Remark 2.26. We would like to make a couple of comments about notation.
(1) The superscripts of the functors and modules discussed in this notation con-
tains information about ring morphisms $\phi$ and also whether or not spherical
versions of foams are being used. Sometimes only one these superscripts
appears and we hope that the reader will understand what it is referring to
from context.
(2) On several occasions, the superscript referring to the ring morphism is
replaced by the target of the morphism.

3. Algebraic preliminaries

3.1. Symmetries of foam evaluations. We start by investigating automorphisms of foam evaluations. For now, let us temporarily forget the gradings involved. By an automorphism of $gl_N$-foams, we mean an invertible operation that respects the monoidal categorical structure of $\text{Foam}$, that is, such an operation respects forming disjoint unions (monoidal structure) and gluing of foams along boundaries. Since foams are only considered up to ambient isotopies, such automorphisms will also be considered in their isotopy classes.

As an example, the involution of turning an arbitrary foam upside down is an
automorphism of $gl_N$-foams. Similarly, fix $a \in k$, and changing any polynomial
$R(X_1, \ldots, X_k)$ occurring as foam decoration into $R(X_1 - a, \ldots, X_k - a)$ is an (un-
graded) automorphism.
Let $G$ be a subgroup of automorphisms of $\text{Foam}$. Suppose that $G$ also acts as $\mathbb{Z}$-linear automorphisms on the ground ring $R_N$. We say that $G$ is compatible with foam evaluations if, for any $g \in G$, we have

$$\langle g \cdot F \rangle_N = g \cdot \langle F \rangle_N.$$  

(33a)

Clearly, such compatible automorphisms preserve the kernel of (22), and descend to automorphisms of state spaces of webs.

In particular, if $F_1$, $F_2$ are disjoint foams, preserving the monoidal structure leads to

$$\langle g \cdot (F_1 \sqcup F_2) \rangle_N = \langle g \cdot (F_1) \rangle_N \langle g \cdot (F_2) \rangle_N.$$  

(33b)

Furthermore, if $F$ and $G$ are foams that share a common boundary web $\Gamma$, we have

$$\langle (g \cdot F) ; (g \cdot G) \rangle_N = g \cdot \langle F ; G \rangle_N.$$  

(33c)

Infinitesimally, if $g = e^{t\phi}$ is a one-parameter family of compatible automorphisms, where $t$ is a formal parameter, then taking derivatives of equations (33a), (33b), (33c) and evaluating at $t = 0$ results in the condition of a Lie algebra element acting on foam evaluations. For instance, fix $a \in k$, and consider the action by changing any polynomial decoration $R(X_1, \ldots, X_k)$ occurring on foams into $R(X_1 - a, \ldots, X_k - a)$. Linearizing this action gives us the differential action by the vector field $\sum \partial/\partial X_i$.

If $\ell$ is an infinitesimal symmetry of foam evaluations, then it must satisfy

$$\langle \ell \cdot F \rangle_N = \ell \cdot \langle F \rangle_N.$$  

(34a)

Furthermore, with respect to the monoidal structures, there are Leibniz rules that are linearized from (33b) and (33c):

$$\langle \ell \cdot (F_1 \sqcup F_2) \rangle_N = \langle \ell \cdot (F_1) \rangle_N \langle F_2 \rangle_N + \langle F_1 \rangle_N \langle \ell \cdot (F_2) \rangle_N.$$  

(34b)

$$\ell \cdot \langle F ; G \rangle_N = \langle \ell \cdot F ; G \rangle_N + \langle F ; \ell \cdot G \rangle_N.$$  

(34c)

We will axiomatize the Lie algebra action in what follows.

3.2. Smash products. In what follows, $L$ is a Lie algebra and $A$ is an associative algebra both over a common commutative ring $k$. Unadorned scalar products are over $k$. The category of $L$-modules is naturally endowed with a monoidal structure: for any $L$-modules $M$ and $N$, any $m \in M$, $n \in N$ and $\ell \in L$, define:

$$\ell \cdot (m \otimes n) := (\ell \cdot m) \otimes n + m \otimes (\ell \cdot n),$$

and declare that $L$ acts by 0 on $k$ (which is the monoidal unit). This is equivalent to the statement that the universal enveloping algebra $U(L)$ is endowed with a Hopf algebra structure by defining for all $\ell$ in $L$:

$$\Delta(\ell) = 1 \otimes \ell + \ell \otimes 1 \quad \epsilon(\ell) = 0.$$  

(36)

The algebra $A = (A, \mu, \eta)$ is an $L$-module algebra if $A$ is an $L$-module and the maps $\mu: A \otimes A \to A$ and $\eta: k \to A$ are morphisms of $L$-modules. In other words, $A$ is an algebra object in $L$-mod.

When $A$ is an $L$-module algebra, any element $\ell \in L$ defines an operator $\hat{\ell}$ on $A$, which because of (36) satisfies the Leibniz rule, that is, for any $a_1, a_2 \in A$, one has:

$$\hat{\ell}(a_1 a_2) = \hat{\ell}(a_1) a_2 + a_1 \hat{\ell}(a_2).$$  

(37)

Example 3.1. For any associative algebra $A$, the Lie algebra $\text{Der}(A)$ acts on $A$ naturally and $A$ is a $\text{Der}(A)$-module algebra. Actually any $L$-module algebra structure on $A$ arises from a Lie algebra morphism $\phi: L \to \text{Der}(A)$.
Fix $A$, an $L$-module algebra. Define the associative algebra $A\#U(L)$ as follows. As a $k$-module, $A\#U(L)$ is equal to $A \otimes U(L)$. The multiplication on $A\#U(L)$ is defined by:

$$\ell(a \otimes \ell_1) \cdot (a_2 \otimes \ell_2) := (a_1 \ell_1 \cdot a_2 \otimes \ell_2) + (a_1 a_2 \otimes \ell_1 \ell_2). \quad (38)$$

The algebra $A\#U(L)$ is called the smash product algebra of $A$ and $L$. Note that both $A$ and $U(L)$ lie in $A\#U(L)$ as subalgebras (as $A \otimes 1_{U(L)}$ and $1_A \otimes U(L)$ respectively).

An $A\#U(L)$-module is called an $L$-equivariant $A$-module. An $L$-equivariant $A$-module $M$ is an $A$-module with an $L$-action compatible with the action of $A$ (remember that $L$ acts on $A$ by derivations) in the following sense. For any $a \in A$, $\ell \in L$ and $m \in M$:

$$\ell(a \cdot m) = (\ell \cdot a) \cdot m + a \cdot (\ell \cdot m). \quad (39)$$

If $H$ is a Hopf algebra over $k$ acting on $A$, we adopt the same terminology and let $A\#H$ be the associative algebra which as a $k$-module is equal to $A \otimes H$ and whose multiplication is given by formula (38), (replacing $\ell_1$, $\ell_2$ by $h_1$, $h_2 \in H$). For a more systematic account on smash products, we refer the reader to [SwC99, Chapter IV].

### 3.3. $p$-DG structure

Here we recall some definitions from [QRSW21, Section 2.1]. Let $H' = \mathbb{Z}[\partial]$ be the graded polynomial algebra generated by a degree 2 generator $\partial$. Define on $H'$ a comultiplication $\Delta : H' \to H' \otimes H'$ by setting

$$\Delta(\partial) = \partial \otimes 1 + 1 \otimes \partial. \quad (40a)$$

Also set the counit $\epsilon : H' \to k$ to be

$$\epsilon(\partial) = 0, \quad (40b)$$

and antipode $S : H' \to H'$ to be

$$S(\partial) = -\partial. \quad (40c)$$

Then $H'$ is a graded Hopf algebra.

The ideal $(\partial^p, p) \subset H'$ is a Hopf ideal, in the sense that, on the top of being an ideal, it is closed under $\Delta$, $\epsilon$ and $S$. The graded quotient $H'/(\partial^p, p)$ inherits a graded Hopf algebra structure over $F_p$ and is denoted by $H$. The structure maps of $H$ are still denoted $\Delta$, $\epsilon$ and $S$.

The element $\partial \in H'$ acts on algebras as derivations, in other words, any derivation on an algebra $A$ induces an $H'$-module structure on $A$. More generally, if $M$ is an $A$-module with $A$ endowed with a derivation, any derivation on $M$ gives rise to an $H'$-action on $M$.

**Lemma 3.2.** Mapping $\partial$ to $\sum_{k=1}^{a} x_k^{2j} \frac{\partial}{\partial x_k}$ induces an action of the Hopf algebra $H$ on $F_p[x_1, \ldots, x_a]$.

**Proof.** The only slightly non-trivial thing to show is that $\partial^p = 0$. Using the Leibniz rule, it is enough to show that $\partial^p x_k = 0$ for all $1 \leq k \leq a$. This follows from the formula:

$$\partial^j x_k = j! x_k^{j+1}$$

which is easily proved by induction, and the fact that we are working over a field of characteristic $p$. \(\square\)

For this section, we let $A$ be the $p$-DG algebra $F_p[x_1, \ldots, x_a]$. If $a_1 + a_2 + \cdots + a_s = a$ is a decomposition of $a$ into positive integers, $G := S_{a_1} \times S_{a_2} \times \cdots \times S_{a_s}$ acts naturally on $A$ by permuting variables. Since the definition of $\partial$ is symmetric in the variables, one has the following corollary.

**Corollary 3.3.** The $H$-action on $A$ induces an $H$-action on $A^G$. 

**
Let \( t \) be a homogeneous polynomial in \( x_1, \ldots, x_n \) of degree \(^5 2\). Then define \( A' \) to be equal to \( A \) as an \( A \)-module, but endowed with an \( H' \)-action defined for any \( P \in A' \) by:

\[
\partial_{A'}(P) = \partial_A(P) + t P.
\]

We say that the \( H' \)-module structure is twisted by \( t \). Note that \( t = \partial_{A'}(1) \).

**Lemma 3.4.** For any homogeneous polynomial \( t \) of degree 2, \( \partial^p_{A'} = 0 \).

**Proof.** On has for all \( P \in A \),

\[
\partial^k_{A'}(P) = \sum_{j=0}^k \binom{k}{j} \partial_j^A(P) \partial^{k-j}_{A'}(1).
\]

We already know that \( \partial^2_A(P) = 0 \), so it is enough to show that \( \partial^p_{A'}(1) = 0 \) since \( \binom{p}{j} = 0 \) for \( j = 1, \ldots, p - 1 \). Moreover, if \( t_1 \) and \( t_2 \) are two homogeneous polynomials of degree 2, one has:

\[
\partial^{k_{t_1}+t_2}_{A'}(1) = \sum_{j=0}^k \binom{k}{j} \partial^j_{A'}(1) \partial^{k-j}_{A'}(1),
\]

so that it is enough to prove the statement in the case \( t = \mu_i x_i \) for \( 1 \leq i \leq a \). In this case, an easy induction shows:

\[
\partial^k_{A'}(1) = \left( \prod_{j=0}^{k-1} (\mu_i + j) \right) x_i^k.
\]

The proof is now complete since the quantity \( \prod_{j=0}^{p-1} (\mu + j) \) is 0 in \( \mathbb{F}_p \) for any \( \mu \in \mathbb{F}_p \). \( \square \)

**Remark 3.5.** If \( t \) is invariant under the action of \( G := S_{a_1} \times S_{a_2} \times \cdots \times S_{a_t} \), the above-mentioned action preserves \( A^G \) and one has a well-defined \( H \)-action on \( (A')^G \).

### 3.4. One-half of the Witt algebra.

In what follows we will define actions of the Lie algebras \( \mathfrak{sl}_2 \) and of a part of the Witt algebra \( \mathfrak{W}^\infty_{-1} \). We briefly recall how these Lie algebras are defined.

The Lie algebra \( \mathfrak{sl}_2 \) over \( k \) is generated by symbols \( e, f \) and \( h \) subject to the relations:

\[
[e, f] = h, \quad [h, e] = 2e, \quad [h, f] = -2f.
\]

As a \( k \)-module, it is free of rank 3 and can be graded by declaring that \( \deg(e) = -2, \deg(h) = 0 \) and \( \deg(f) = 2 \) (or by a scaling of that grading).

The Lie algebra \( \mathfrak{W} \) is generated by symbols \((L_n)_{n \in \mathbb{Z}}\) subject to the relations\(^6\)

\[
[L_n, L_m] = (n - m) L_{n+m}
\]

for all \( n, m \in \mathbb{Z} \).

As a \( k \)-module, it is free of countable rank and can be graded by declaring that \( \deg(L_n) = 2n \) for all \( n \in \mathbb{Z} \) (or by scaling of that).

We will be interested in the Lie subalgebra \( \mathfrak{W}^\infty_{-1} \) generated by symbols \((L_n)_{n \in \mathbb{N} - 1}\), where \( \mathbb{N} - 1 = \{ n \in \mathbb{Z} | n \geq 1 \} \).

\(^5\)Remember that variables have degree 2, so that \( t \) is a linear polynomial.

\(^6\)In [KR16], the presentation is different: \( L_n^{[KR16]} \leftrightarrow -L_n \).
Lemma 3.6. The map:
\[ \iota: \begin{cases} 
  e &\mapsto L_{-1} \\
  h &\mapsto 2L_0 \\
  f &\mapsto -L_1 
\end{cases} \]
induces a morphism of Lie algebras from \( \mathfrak{sl}_2 \) to \( \mathcal{W} \) whose image is in \( \mathcal{W}^\infty_1 \). If 2 is not a zero divisor in \( k \), the map is injective.

Proof. It is straightforward to check that the relations given in (45) are satisfied by \( \iota(e), \iota(h) \) and \( \iota(f) \):
\[
[\iota(e), \iota(f)] = [L_{-1}, -L_1] = [L_1, L_{-1}] = 2L_0 = \iota(h) \\
[\iota(h), \iota(e)] = [2L_0, L_{-1}] = 2[L_0, L_{-1}] = 2L_1 = 2\iota(e), \\
[\iota(h), \iota(f)] = [2L_0, -L_1] = -2[L_0, L_1] = 2L_1 = -2\iota(f). \tag{49}\]
\[ \square \]

Remark 3.7. Another possible embedding of \( \mathfrak{sl}_2 \) in \( \mathcal{W}^\infty_1 \) is given by:
\[ \iota': \begin{cases} 
  e &\mapsto -L_1 \\
  h &\mapsto -2L_0 \\
  f &\mapsto L_{-1} 
\end{cases} \]
The morphism \( \iota \) and \( \iota' \) are related by the \( \mathfrak{sl}_2 \)-automorphism
\[ \begin{align*}
  e &\mapsto f \\
  h &\mapsto -h \\
  f &\mapsto e
\end{align*} \]
The Lie algebra \( \mathcal{W}^\infty_1 \) acts on the polynomial ring \( k[z] \) by setting \( L_n \cdot Q(z) = -z^{n+1}Q(z) \). For any positive integer \( k \), this action generalizes to \( k[z_1, \ldots, z_k] \) as follows. For any \( Q \in k[z_1, \ldots, z_k] \), set
\[ L_n \cdot Q = -\sum_{i=1}^{k} z_i^{n+1} \frac{\partial Q}{\partial z_i}. \tag{47} \]
Note that \( A_k = k[z_1, \ldots, z_k]^{S_k} \) is a sub-\( \mathcal{W}^\infty_1 \)-module for this action. One can naturally extend this action on \( k(z_1, \ldots, z_k) \) by imposing the Leibniz rule:
\[ L_n Q_1 Q_2 = (L_n \cdot Q_1)Q_2 - Q_1(L_n \cdot Q_2) \quad \frac{Q_1}{Q_2}. \]

Example 3.8. If \( x \) and \( y \) are two variables, then for all \( n \geq 0 \),
\[ L_n \cdot (x - y) = -(x^{n+1} - y^{n+1}) = -(x - y) \left( \sum_{i+j=0}^{n} x^i y^j \right) \tag{48} \]
\[ = -(x - y) \left( \sum_{i+j=0}^{n} p_i(x)p_j(y) \right) = -(x - y) h_n(x, y) \tag{49} \]
where \( p_i(x) \) and \( p_j(y) \) denote the \( i \)th and the \( j \)th power sum symmetric polynomials in variables \( x \) and \( y \) respectively (that is to say \( x^i \) and \( y^j \)), and \( h_n \) is the \( n \)th complete homogeneous symmetric polynomial.
Let \( \underline{x} := \{x_1, \ldots, x_a\} \) be \( a \) indeterminates and \( \underline{y} := \{y_1, \ldots, y_b\} \) be \( b \) other indeterminates. Set \( \nabla(\underline{x}, \underline{y}) = \prod_{i=1}^{a} \prod_{j=1}^{b} (x_i - y_j) \). One has
\[ L_n \cdot \nabla(\underline{x}, \underline{y}) = -\sum_{i=1}^{a} \sum_{j=1}^{b} \prod_{k \neq i} p_k(x_k)p_{\ell}(y_\ell) \nabla(x_i, \underline{y}) \tag{50} \]
\[ = -\sum_{k+\ell=n} p_k(x)p_\ell(y) \nabla(\underline{x}, \underline{y}); \]
and
\[ L_n \cdot \nabla(x, y)^{\alpha} = -\alpha \sum_{k+\ell=n} p_k(x)p_\ell(y)\nabla(x, y)^{\alpha}. \]

3.5. **Twists.** As we have seen in the previous subsection, \( \mathfrak{M}^\infty_1 \) acts naturally on polynomial rings. We will see that this action can be twisted.

**Definition 3.9 (KR16).** Let \( A \) be a \( \mathfrak{M}^\infty_1 \)-module algebra. A family of elements \( \tau := (\tau_n)_{n \in \mathbb{N}_1} \in A^{\mathbb{N}_1} \) is \( \mathfrak{M}^\infty_1 \)-flat if for all \( m \) and \( n \) in \( \mathbb{N}_1 \),
\[ L_n \cdot \tau_m = L_m \cdot \tau_n = (n - m)\tau_{m+n}. \]

**Remark 3.10.** In general the defect of \( \mathfrak{M}^\infty_1 \)-flatness of a sequence \( \tau \), encoded by
\[ L_n \cdot \tau_m - L_m \cdot \tau_n - (n - m)\tau_{m+n} \]
is called the \( \mathfrak{M}^\infty_1 \)-curvature of \( \tau \) and is denoted \( \kappa(\tau) \).

**Example 3.11.** (1) For any \( i \in \{1, \ldots, k\} \), the family \( ((n+1)x_i^n)_{n \in \mathbb{N}_1} \in \mathbb{K}[x_1, \ldots, x_k]^{\mathbb{N}_1} \) is \( \mathfrak{M}^\infty_1 \)-flat.

(2) For any \( i \neq j \in \{1, \ldots, k\} \), the family \( (h_n(x_i, x_j))_{n \in \mathbb{N}_1} \in \mathbb{K}[x_1, \ldots, x_k]^{\mathbb{N}_1} \) is \( \mathfrak{M}^\infty_1 \)-flat.

The set of \( \mathfrak{M}^\infty_1 \)-flat sequences of an \( \mathfrak{M}^\infty_1 \)-module \( A \) is a \( \mathbb{K} \)-submodule of \( A^{\mathbb{N}_1} \) since for arbitrary sequences \( \tau \) and \( \tau' \) in \( A^{\mathbb{N}_1} \), one has \( \kappa(\tau + \tau') = \kappa(\tau) + \kappa(\tau') \).

Let \( A \) be a commutative \( \mathfrak{M}^\infty_1 \)-module algebra and \( \tau \) be an \( \mathfrak{M}^\infty_1 \)-flat sequence. For any \( n \in \mathbb{N}_1 \), define the operator \( L_n^{(\tau)} \) on \( A \) by:
\[ L_n^{(\tau)}(a) = L_n \cdot a + \tau_n a. \]
for all \( a \in A \).

**Lemma 3.12.** Mapping \( L_n \) to \( L_n^{(\tau)} \) endows \( A \) with a (new) \( \mathfrak{M}^\infty_1 \)-module structure.

We write \( A^\tau \) to encode this new \( \mathfrak{M}^\infty_1 \)-module structure, and we say that \( A \) is twisted by \( \tau \). Note that in general \( A^\tau \) is not anymore a \( \mathfrak{M}^\infty_1 \)-module algebra, but rather an \( \mathfrak{M}^\infty_1 \)-equivariant \( A \)-module (isomorphic to \( A \) as an \( A \)-module).

**Proof.** This is a straightforward computation. For any \( m, n \in \mathbb{N}_1 \), one has:
\[
L_n^{(\tau)}(L_m^{(\tau)}(a)) = L_n^{(\tau)}(L_m \cdot a + \tau_m a) \\
= L_n \cdot (L_m \cdot a) + L_n \cdot (\tau_m a) + \tau_n (L_m \cdot a + \tau_m a) \\
= L_n \cdot (L_m \cdot a) + (L_n \cdot \tau_m) a + \tau_n \tau_m a.
\]

Thus
\[
[L_n^{(\tau)}, L_m^{(\tau)}](a) = [L_n, L_m] \cdot a + (L_n \tau_m - L_m \tau_n) a \\
= (n - m)L_{n+m} - (n - m)\tau_{m+n} a.
\]

Suppose furthermore that \( M \) is an \( \mathfrak{M}^\infty_1 \)-equivariant \( A \)-module, then the \( \mathfrak{M}^\infty_1 \)-module \( A^\tau \otimes_A M \) is denoted \( M^\tau \). If \( \tau \) and \( \tau' \) are two \( \mathfrak{M}^\infty_1 \)-flat sequences, then
\[ (M^\tau) = A^\tau \otimes_A M^\tau = A^\tau \otimes_A A^\tau (A^\tau \otimes_A M) \cong A^{\tau + \tau'} \otimes M = M^{\tau + \tau'}, \]
4. Action on foams

4.1. Action of one-half of the Witt algebra. For simplicity we will suppose that 2 is invertible in \( k \). However, this hypothesis is not always necessary. See Remark 4.8.

Consider a set of indeterminates \( \mathcal{E} = \{x_1, \ldots, x_a\} \).

**Definition 4.1.** A Witt-sequence \((\lambda_n)_{n \in \mathbb{N}_-1} \) is a sequence such that \( \lambda_{-1} = 0 \) and for any \( m, n \in \mathbb{N} \),

\[
(n-m)\lambda_{m+n} = n\lambda_n - m\lambda_m.
\]

For any \( \lambda \in k \), the sequence given by \( \lambda_n = \lambda(n+1) \) is a Witt sequence. Fix an element \( s \in k \), and three Witt-sequences \((\lambda_n)_{n \in \mathbb{N}_-1}, (\mu_n)_{n \in \mathbb{N}_-1} \) and \((\nu_n)_{n \in \mathbb{N}_-1} \). Recall that for any \( i \in \mathbb{N} \), the power sum polynomial \( p_i(\mathcal{E}) \) is defined as:

\[
p_i(\mathcal{E}) = x_1^i + \cdots + x_a^i.
\]

Decorations of foams that we will consider will often be power sums, so we use the following notation:

\[
\star_i = p_i.
\]

Note that in particular, on a facet of thickness \( a \), \( \star_0 = a \). Following Section 2.3, let \( \hat{\star}_i \) denote the \( i \)th power sum in the variables which are not in the facet. In other words,

\[
\hat{\star}_i = P_i. \quad \mathbb{E} - \star_i.
\]

We now define a sequence of operators \((L_n)_{n \in \mathbb{N}_-1} \) acting on basic foams. For \( n \in \mathbb{N}_-1 \) set:

\[
L_n \left( \begin{array}{c}
\begin{array}{c}
\mathbb{E} \quad R
\end{array}
\end{array} \right) = \begin{array}{c}
\begin{array}{c}
L_n(\mathbb{E}) \quad (R)
\end{array}
\end{array}
\]

\[
L_n \left( \begin{array}{c}
\begin{array}{c}
\mathbb{E} \quad a + b + c
\end{array}
\end{array} \right) = L_n \left( \begin{array}{c}
\begin{array}{c}
\mathbb{E} \quad a + b + c
\end{array}
\end{array} \right) = 0
\]

\[
L_n \left( \begin{array}{c}
\begin{array}{c}
\mathbb{E} \quad a + b
\end{array}
\end{array} \right) = \lambda_n . \quad \mathbb{E} \quad a + b + \mu_n . \quad \mathbb{E} \quad a + b
\]

\[
+ s \sum_{k + \ell = n} \mathbb{E} \quad a + b.
\]
(65) \[ \mathcal{L}_n \left( \begin{array}{c} a+b \\ \bullet \end{array} \right) = - \lambda_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} - \mu_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} + \bar{s} \sum_{k+\ell=n} \begin{array}{c} a+b \\ \bullet \end{array} \]

(66) \[ \mathcal{L}_n \left( \begin{array}{c} a+b \\ \bullet \end{array} \right) = \lambda_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} + \mu_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} - \bar{s} \sum_{k+\ell=n} \begin{array}{c} a+b \\ \bullet \end{array} \]

(67) \[ \mathcal{L}_n \left( \begin{array}{c} a+b \\ \bullet \end{array} \right) = - \lambda_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} - \mu_n \cdot \begin{array}{c} a+b \\ \bullet \end{array} - \bar{s} \sum_{k+\ell=n} \begin{array}{c} a+b \\ \bullet \end{array} \]

(68) \[ \mathcal{L}_n \left( \begin{array}{c} a \\ \bullet \end{array} \right) = \nu_n \cdot \begin{array}{c} a \\ \bullet \end{array} - \nu_n \cdot \begin{array}{c} a \\ \bullet \end{array} + \frac{1}{2} \sum_{k+\ell=n} \begin{array}{c} a \\ \bullet \end{array} \]

(69) \[ \mathcal{L}_n \left( \begin{array}{c} a \\ \bullet \end{array} \right) = - \nu_n \cdot \begin{array}{c} a \\ \bullet \end{array} + \nu_n \cdot \begin{array}{c} a \\ \bullet \end{array} + \frac{1}{2} \sum_{k+\ell=n} \begin{array}{c} a \\ \bullet \end{array} \]

Finally extend the action of \( \mathcal{L}_n \) on all foams in good position by imposing the Leibniz rule.

The reader may wonder why in these definitions of the operators \( \mathcal{L}_n \), some of the same parameters are used for different foams. The reason is that we eventually want these definitions to be consistent and in particular that they are not sensitive to ambient isotopies. For instance we would like that

\[ \mathcal{L}_n \left( \begin{array}{c} a+b \\ \bullet \end{array} \right) = 0. \]

The parameters are chosen so that such relations hold. Note however that we do not have a full list of moves to be checked to ensure consistency of these definitions. Instead we will use the power of the universal construction (see Proposition 4.3 and the proof of Theorem 4.4).
Lemma 4.2. Mapping $L_n$ to $L_n$ for all $n \in \mathbb{N}_{-1}$ defines an action of $\mathfrak{W}^\infty_{-1}$ on the $k$-module generated by spherical foams in good position.

Proof. We need to prove that $L_n \circ L_m - L_m \circ L_n = (n - m)L_{n+m}$ for any two $n, m$ in $\mathbb{N}_{-1}$. Without loss of generality, we may fix $m$ and $n$ in $\mathbb{N}_{-1}$ with $m \geq n$. Note that for any two spherical foams $F$ and $G$ in good position,

(70) $[L_n, L_m](F \circ G) = (L_n \circ L_m)(F \circ G) - (L_m \circ L_m)(F \circ G)$

(71) $= L_n(L_m(F) \circ G + F \circ L_m(G)) - L_m(L_n(F) \circ G + F \circ L_n(G))$

(72) $= (L_n(L_m(F)) - L_m(L_n(F))) \circ G + F \circ (L_m(L_m(G)) - L_m(L_m(G)))$

(73) $= ([L_n, L_m](F)) \circ G + F \circ ([L_n, L_m](G))$.

Thus $L_n \circ L_m - L_m \circ L_n$ satisfies the Leibniz rule as well as $(n - m)L_{n+m}$.

Therefore, it is enough to check that the relations hold on basic webs. For traces of isotopies, this is trivial. For polynomials this follows from the fact that $\mathfrak{W}^\infty_{-1}$ acts on the ring of symmetric polynomials defined in (47). The remaining basic foams to inspect are the zip, unzip, digon-cup, digon-cap, cap and cup foams. In all cases, this is a relatively straightforward computation (and all computations are similar). We treat the cup foam and leave the rest to the reader.

(74)

$$L_n \circ L_m\left( \begin{array}{c} a \end{array} \right) = L_n\left( \begin{array}{c} a \end{array} \right) - \nu_m \cdot \frac{1}{2} \sum_{k + \ell = m} k \cdot$$

$+ \text{terms symmetric in } n \text{ and } m.$

The reader may have noticed that if $m = -1$, $\nu_m = 0$ and therefore it is not true in this case that $L_n(\nu_m) = -m\nu_{n+m}$. However since $\nu_{-1} = 0$, the identity is also correct in this case. Similar phenomena happens when $m = 0$.

Hence we obtain:

(75)

$$[L_n, L_m]\left( \begin{array}{c} a \end{array} \right) = (n \nu_n - m \nu_m) \cdot \frac{1}{2} \sum_{k + \ell = m} k \cdot$$

$+ \text{terms symmetric in } n \text{ and } m.$

One has $(n \nu_n - m \nu_m) = (n - m)\nu_{n+m}$ because $(\nu_n)_{n \in \mathbb{N}_{-1}}$ is a Witt-sequence. Let us now deal the terms in the second line of (75). This is a linear combination of

$$x_{ij} := \frac{1}{2}$$

where $i$ and $j$ are non-negative integers with $i + j = m + n$. We treat three cases:

- If $0 \leq i \leq n$, $n < i < m$ and $m \leq i \leq m + n$.

  - If $0 \leq i \leq n$, then $m \leq j \leq m + n$. In this case, the coefficient of $x_{ij}$ is

    $$\frac{1}{2} (- (j - n) + (j - m)) = \frac{n - m}{2}.$$
\[ \frac{1}{2}(-(i-n)-(j-n)) = \frac{2n-(i+j)}{2} = \frac{n-m}{2}. \]

- If \( n < i < m \), then \( n < j < m \). In this case, the coefficient of \( x_{ij} \) is

\[ \frac{1}{2}(-(i-n)+(j-n)) = \frac{n-m}{2}. \]

Hence we have:

\[
\begin{align*}
[L_n, L_m] & = \frac{1}{2} \sum_{i+j=m+n} k \cdot \begin{array}{c}
\includegraphics[width=0.1\textwidth]{example1.png}
\end{array}
= (n-m)\nu_{m+n}.
\end{align*}
\]

Proposition 4.3. Let \( F \) be a closed spherical foam in good position, then for all \( n \in \mathbb{N}_{-1} \)

\[ \langle L_n \cdot F \rangle_N = L_n \cdot \langle F \rangle_N. \]

Proof. Note that for all \( n \in \mathbb{N}_{-1} \), \( L_n \cdot F \) is a (linear combination of) foam(s) which is (are) equal to \( F \) if we ignore the decorations. Hence the colorings of \( F \) are in 1-to-1 correspondence with the decorations of \( L_n \cdot F \). If \( c \) is a coloring of \( F \), then the corresponding coloring of \( L_n \cdot F \) is still denoted \( c \). For every coloring \( c \) of \( F \), one has: \( Q(L_n(F), c) = Q(F, c) \) and \( s(F, c) = s(L_n(F), c) \). We will prove that:

\[ L_n \cdot \langle F, c \rangle_N = (L_n \cdot F, c)_N, \]

which then implies the proposition by summing over all colorings of \( F \).

We compute:

\[
L_n(\langle F, c \rangle_N) = L_n \cdot \left( (-1)^{s(F,c)} \frac{P(F,c)}{Q(F,c)} \right)
= (-1)^{s(F,c)} \left( \frac{L_n \cdot P(F,c)}{Q(F,c)} - \frac{P(F,c)\langle L_n \cdot Q(F,c) \rangle}{Q(F,c)^2} \right).
\]

We focus on \( L_n \cdot Q(F, c) \):

\[
L_n \cdot Q(F, c) = L_n \cdot \left( \prod_{1 \leq i < j \leq N} (X_i - X_j)^{\chi(F_{ij}(c))/2} \right)
= \sum_{1 \leq i < j \leq N} \frac{\chi(F_{ij}(c))}{2} \left( \sum_{k+\ell=n} p_k(X_i)p_\ell(X_j)Q(F, c) \right).
\]

Finally we get:

\[ L_n \cdot (F, c)_N = \frac{L_n \cdot P(F, c) + \sum_{1 \leq i < j \leq N} \frac{\chi(F_{ij}(c))}{2} h_n(X_i, X_j)P(F, c)}{(-1)^{s(F,c)}Q(F,c)}. \]
Contribution to $\sum$ summarizes the contributions to $\sum$ with $\mathbb{L}$,
with some additional decorations. Due to the Leibniz rule used to define the $\mathfrak{c}$
colors associated by $\mathbb{V}$ of the form $\sum$
We now look at $\mathbb{P}$, $\mathfrak{p}$
The polynomials $\mathfrak{n}$ follows, we can think of $\mathfrak{n}$ to the facets of these basic foams.
\begin{table}
<table>
<thead>
<tr>
<th>Basic foam</th>
<th>Contribution to $R(F, c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Diagram" /></td>
<td>$s \sum_{i \in I} \sum_{j \in J} h_n(X_i, X_j) + \lambda_n \nu_n(X_i) + \mu_n \nu_n(X_i)$</td>
</tr>
<tr>
<td><img src="image2" alt="Diagram" /></td>
<td>$-\sum_{i \in I} \sum_{j \in J} h_n(X_i, X_j) - \lambda_n \nu_n(X_i) - \mu_n \nu_n(X_i)$</td>
</tr>
<tr>
<td><img src="image3" alt="Diagram" /></td>
<td>$-s \sum_{i \in I} \sum_{j \in J} h_n(X_i, X_j) - \lambda_n \nu_n(X_i) - \mu_n \nu_n(X_i)$</td>
</tr>
<tr>
<td><img src="image4" alt="Diagram" /></td>
<td>$\frac{1}{2} \sum_{i \in I} \sum_{j \notin I} h_n(X_i, X_j) - (N - a) \nu_n(X_i) + \lambda_n \nu_n(X_i)$</td>
</tr>
<tr>
<td><img src="image5" alt="Diagram" /></td>
<td>$\frac{1}{2} \sum_{i \in I} \sum_{j \notin I} h_n(X_i, X_j) + (N - a) \nu_n(X_i) - \lambda_n \nu_n(X_i)$</td>
</tr>
</tbody>
</table>

Table 2. In this table, the blue hashed surface always has thickness $a$, the red dotted ones always has thickness $b$. We denote by $I \subseteq \mathbb{P}$, the color of facets with thickness $a$ and by $J \subseteq \mathbb{P}$, the color of facets with thickness $b$ for the coloring $c$. In particular, $\# I = a$, $\# J = b$ and $I \cap J = \emptyset$. Finally, $\sum_i$ denotes $\{X_i | i \in I\}$ and $\bar{I} = \mathbb{P} \setminus I$.

We now look at $P(\mathbb{L}_n(F), c)$. Note that for each basic foam, $\mathbb{L}_n(F)$ is equal to $F$ with some additional decorations. Due to the Leibniz rule used to define the operator $\mathbb{L}_n$, one has that:

$$P(\mathbb{L}_n(F), c) = \mathbb{L}_n(P(F, c)) + R(F, c) P(F, c)$$

with $R(F, c)$ a sum of polynomials, one for each basic foam, evaluated using the colors associated by $c$ to the facets of these basic foams.

Table 2 summarizes the contributions to $R(F, c)$ of basic foams (with colorings).

Note that in Table 2, contributions to $R$ always consist of sums of polynomials of the form $\sum_{k+\ell=n} p_k(X_i)p_\ell(X_j) = X_i^kX_j^\ell = h_n(X_i, X_j)$ for some $1 \leq i < j \leq N$ and of the form $p_n(X_i)$ for some $1 \leq i \leq N$. Let us write$^7$:

$$R(F, c) = \sum_{i=1}^{N} r_i p_n(X_i) + \sum_{1 \leq i < j \leq N} r_{ij} h_n(X_i, X_j).$$

The polynomials $p_n(X_i)$ and $h_n(X_i, X_j)$ appear in the contribution to $R(F, c)$ of a basic foam precisely when this basic foam contributes to $U_{ij}$, $U_{ji}$, $A_{ij}$, $A_{ji}$, $V_{ij}$, $V_{ji}$, $A_{ij}$, $A_{ji}$, $Z_{ij}$, $Z_{ji}$, $Y_{ij}$ or $Y_{ji}$. More precisely, one has:

$^7$If $n = 1$, this decomposition is not unique since $h_1(X_i, X_j) = p_1(X_i) + p_1(X_j)$ . However in what follows, we can think of $n$ as a purely formal variable, so that the decomposition is well-defined.
We need to prove that if a spherical foam $G: \Gamma \to \emptyset$, then for all $1 \leq i \leq N$, $r_i = 0$ and that for all $1 \leq i < j \leq N$, $r_{ij} = \frac{\chi(F_{ij}(c))}{2}$. In summary, this means that:

$$P(L_n(F), c) = L_n \cdot P(F, c) + \sum_{1 \leq i < j \leq N} \frac{\chi(F_{ij}(c))}{2} h_n(X_i, X_j) P(F, c).$$

Finally, we conclude

$$\langle L_n(F), c \rangle_N = \frac{L_n \cdot P(F, c) + \sum_{1 \leq i < j \leq N} \frac{\chi(F_{ij}(c))}{2} h_n(X_i, X_j) P(F, c)}{(-1)^3(F, c)Q(F, c)} = L_n \cdot \langle F, c \rangle_N. \quad \Box$$

**Theorem 4.4.** For any web $\Gamma$, the operators $(L_n)_{n \in \mathbb{N}}$ induce an action of $2\mathbb{F}_1^\infty$ on the equivariant state space $\mathbb{E}_{\mathcal{F}}^\infty(\Gamma)$.

**Proof.** We need to prove that if a $k[X_1, \ldots, X_N]$-linear combination $\sum_i \lambda_i F_i$ of spherical $\Gamma$-foams in good position is equal to 0 in $(\Gamma)^*_N$, then for all $n \in \mathbb{N}$,

$$L_n \cdot \left( \sum_i \lambda_i F_i \right) := \sum_i (L_n \cdot \lambda_i) F_i + \sum_i \lambda_i L_n(F_i)$$

is equal to 0 in $(\Gamma)^*_N$. In other words, we need to prove that for any spherical foam $G: \Gamma \to \emptyset$, that $\sum_i \lambda_i \langle G \circ L_n(F_i) \rangle_N + \sum_i (L_n \cdot \lambda_i) \langle G \circ F_i \rangle_N = 0$. This is a direct consequence of Proposition 4.3. Indeed, since $\sum_i \lambda_i F_i = 0$, one has

$$L_n \cdot \left( \sum_i \lambda_i \langle G \circ F_i \rangle_N \right) = \sum_i (L_n \lambda_i) \langle G \circ F_i \rangle_N + \sum_i \lambda_i \langle L_n (G) \circ F_i \rangle_N$$

and $\sum_i \lambda_i \langle L_n(G) \circ F_i \rangle_N = 0$. From this we deduce that

$$\sum_i \lambda_i \langle G \circ L_n(F_i) \rangle_N + \sum_i (L_n \cdot \lambda_i) \langle G \circ F_i \rangle_N = 0$$

as desired. \Box
Example 4.5. Let us explain how to compute the action of $L_n$ on the following piece of foam.

This foam is not in good position, so we first isotope it slightly. As such, it appears as a composition, that we represent as a movie.

Now we can use equations (66), (63) and (65) to compute the action of $L_n$. Isotoping back and using the dot migration (see (61)) we obtain:

\[
L_n \begin{pmatrix}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a + c
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 b + c
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{pmatrix}
= \lambda_n
\]

\[
+ \mu_n
\]

\[
= \bar{s} \sum_{k+\ell=n}^{}.
\]

4.2. Action of $\mathfrak{sl}_2$. Lemma 3.6 gives an embedding of $\mathfrak{sl}_2$ in $\mathcal{W}_{-1}$. Hence the action of $\mathcal{W}_{-1}$ defined above induces an action of $\mathfrak{sl}_2$ on $\mathfrak{gl}_N$-foams. Some of the parameters used before become redundant and the necessity of inverting 2 vanishes. We include formula for the action of $e, f$ and $h$ (via some operators denoted by $e, f$ and $h$). They can of course be deduced from the ones in Section 4.1 via the injection of Lemma 3.6. Fix three parameters $t_1, t_2$ and $t_3$.

As before, $e, f$ and $h$ satisfy the Leibniz rule with respect to composition of foams and map traces of isotopies to 0. The operator $e$ acts via $L_{-1}$ on polynomials and
by 0 on any other basic foam. The operator $h$ is defined as follows.

\begin{align}
(94) \quad h \left( \begin{array}{c} R \\ \bullet \end{array} \right) &= -\text{deg}(R) \\
(95) \quad h \left( \begin{array}{c} a + b + c \\ a + b \\ b \\ \bullet \end{array} \right) &= h \left( \begin{array}{c} a + b + c \\ a + b \\ b \\ \bullet \end{array} \right) = 0 \\
(96) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= ab(t_1 + t_2) \\
(97) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= ab(t_1 + t_2) \\
(98) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= -ab(t_1 + t_2) \\
(99) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= -ab(t_1 + t_2) \\
(100) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= 2a(N - a)t_3 \\
(101) \quad h \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= 2a(N - a)t_3
\end{align}

Finally $f$ is given as follows.

\begin{align}
(102) \quad f \left( \begin{array}{c} R \\ \bullet \end{array} \right) &= - \begin{array}{c} L_1(R) \\ \bullet \end{array} \\
(103) \quad f \left( \begin{array}{c} a + b + c \\ a + b + c \\ a + b + c \\ \bullet \end{array} \right) &= f \left( \begin{array}{c} a + b + c \\ a + b + c \\ a + b + c \\ \bullet \end{array} \right) = 0 \\
(104) \quad f \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= -t_1 \\
(105) \quad f \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= -t_2 \\
(106) \quad f \left( \begin{array}{c} a + b \\ a + b \\ b \\ \bullet \end{array} \right) &= -t_3
\end{align}
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\[
\begin{align*}
\mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} \\
\text{b} \\
\end{array}
\end{array} \right) & = -t_1 \cdot \\
\mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) & = t_1 \cdot \mathbf{h} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) + t_2 \cdot \mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) \\
\mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) & = -t_1 \cdot \mathbf{h} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) - t_2 \cdot \mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) \\
\mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) & = t_3 \cdot \mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) + t_2 \cdot \mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) \\
\mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) & = -t_3 \cdot \mathbf{h} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right) - t_3 \cdot \mathbf{f} \left( \begin{array}{c}
\begin{array}{c}
\text{a} + \text{b} \\
\text{a} \\
\end{array} \\
\end{array} \right)
\end{align*}
\]

Note that using the embedding of $\mathfrak{sl}_2$ in $\mathfrak{W}_N^\infty$ of Lemma 3.6, the relations between $s$, $\lambda$, $\mu$ and $\nu$ are given by:

\[
t_1 = \lambda_1 + s, \quad t_2 = \mu_1 + s, \quad \text{and} \quad t_3 = \nu_1 + \frac{1}{2}.
\]

The same proof as that of Lemma 4.2 gives the following.

**Lemma 4.6.** Mapping $e$ to $e$, $h$ to $h$ and $f$ to $f$ defines an action of $\mathfrak{sl}_2$ on the $k$-module generated by spherical foams in good position.

The same proof as that of Theorem 4.4 gives the following.

**Proposition 4.7.** For any web $\Gamma$, the operators $\{e, h, f\}$ induce an action of $\mathfrak{sl}_2$ on $E_{F_N}^{\mathcal{F}_N}(\Gamma)$.

**Remark 4.8.** In contrast with the operators $L_n$, the definition of the action of $e$, $h$ and $f$, do not require 2 to be invertible in $k$. Lemma 4.6 and Proposition 4.7 remain valid without this assumption.

**4.3. $p$-DG structure.** In this section, we fix $p$ a prime number and we assume that $k = \mathbb{F}_p$. We aim to endow $\mathfrak{gl}_N$-state spaces with a $p$-DG-structure, that is an $H$-module structure (see Section 3.3). Namely, we will establish the following proposition.

**Proposition 4.9.** For any web $\Gamma$, mapping $\partial$ to $f$ endows the state space $E_{F_N}^{\mathcal{F}_N}(\Gamma)$ with an $H$-module structure.

In what follows, we will denote $f$ by $\partial$ in order to facilitate the reading.

**Proof.** We already know that the action of $\partial$ on $\mathcal{F}_N^s(\Gamma)$ is well-defined. We only need to show that $\partial^p$ acts trivially on $E_{F_N}^{\mathcal{F}_N}(\Gamma)$. By the Leibniz rule, in characteristic $p$, it suffices to show that $\partial^p(F) = 0$ for any basic foam.

For traces of isotopies, associativity and coassociativity, this is obvious since $\partial$ acts trivially on these basic foams. For polynomials, this follows from the computation $\partial^p(z) = p! z^{p+1} = 0$. We now consider the remaining basic foams. The
computations for all of these are similar and can be done as in the proof [QRSW21, Lemma 3.10]. We give here an alternative approach and focus first on the the digon-cup. Denote \( \mathbb{F}_p[x_1, \ldots, x_a, y_1, \ldots, y_b]^{S_a \times S_b} \) by \( A_{(a,b)} \), and consider the set \( M \) of linear combinations of foams which are decorated, (we restrict here to “classical” decorations).

\[
\begin{array}{c}
\text{a} \\
\text{b}
\end{array}
\]

up to dot migration (see Example 2.20). Since dot migration is a local relation in state space, it is enough to show that \( \partial^0 \) acts trivially on \( M \). The \( \mathbb{F}_p \)-module \( M \) is naturally endowed with an \( A_{(a,b)} \)-module structure where symmetric polynomials in the first \( a \) variables act on the \( a \)-thick facet and polynomials in the last \( b \) variables act on the \( b \)-thick facet. The module \( M \) is free of rank one and has a generator \( 1_M \) which is the foam

\[
\begin{array}{c}
\text{a} \\
\text{b}
\end{array}
\]

For \( P \in A_{(a,b)} \), the element \( P \cdot 1_M \) of \( M \) is denoted \( P_M \). Recall that \( A_{(a,b)} \) is endowed with an \( H \)-module structure by setting

\[
\partial(P) = F(P) = \sum_{i=1}^{a} x_i \frac{\partial}{\partial x_i} P + \sum_{i=1}^{b} y_i \frac{\partial}{\partial y_i} P.
\]

We endow \( M \) with an \( H' \)-module structure by imposing

\[
\partial(P_M) = \partial(P) - (bt_1 p_1(x_1, \ldots, x_a) + at_2 p_1(y_1, \ldots, y_b)) P.
\]

In other words, the action of \( \partial \) on \( M \) is that on \( A_{(a,b)} \) twisted by

\[
- (bt_1 p_1(x_1, \ldots, x_a) + at_2 p_1(y_1, \ldots, y_b)).
\]

Thus, the twist we imposed on \( M \) precisely matches the definition of \( \partial = f \) on this basic foam. Hence proving that \( \partial^0(1_M) = 0 \) is enough for our purposes. The fact that \( \partial^0(1_M) = 0 \) follows directly from Lemma 3.4 and Remark 3.5.

The analysis for the other basic foams is similar. However note that for cups and caps, one considers the algebra \( A_{(a,N-a)} \).

In contrast with other actions we have discussed so far, this extends to the non-equivariant setting. See [Wan21, Proposition 3.8] for conditions where the action of \( e \) extends in the non-equivariant setting.

**Corollary 4.10.** For any web \( \Gamma \), mapping \( \partial \) to \( f \) endows the state space \( \mathcal{F}^{F,p,s}_N(\Gamma) \) with an \( H \)-module structure.

**Proof.** In order to prove that the action of \( \partial \) is well-defined on \( \mathcal{F}^{F,p,s}_N(\Gamma) \), one should prove that if \( F \) is a (linear combination of) spherical foam(s) \( F \) is equal to 0 in \( \mathcal{F}^{F,p,s}_N(\Gamma) \), then \( \partial(F) = 0 \) in \( \mathcal{F}^{F,p,s}_N(\Gamma) \). We will prove the contrapositive. Suppose that \( \partial F \neq 0 \) in \( \mathcal{F}^{F,p,s}_N(\Gamma) \). This means that there exists a spherical foam \( G : \Gamma \to \emptyset \) such that \( \varphi_0((G \circ \partial(F))) \neq 0 \in \mathbb{F}_p \), where \( \varphi_0 : R_N \to \mathbb{F}_p \) is the unique ring morphism mapping \( E_i \) to 0 for all \( 1 \leq i \leq N \). We can suppose that both \( F \) and \( G \) are homogeneous. Since \( \varphi_0((G \circ \partial(F))) \neq 0 \) and \( \partial \) is of degree 2, one necessarily has \( \text{deg}(F) + \text{deg}(G) = -2 \). In particular \( (G \circ F) = 0 \). The Leibniz rule (in \( (\mathbb{F}_p)_N \)) implies that \( (G \circ \partial(F)) = - (\partial(G) \circ F) \) and therefore that \( \varphi_0((\partial(G) \circ F)) \neq 0 \) and finally that \( F \) is not zero in \( \mathcal{F}^{F,p,s}_N(\Gamma) \). \( \square \)
4.4. Saddles. When dropping the spherical conditions on foams, Lemma 2.16 is not valid anymore and this forces us to set \( \nu_n = 0 \) for all \( n \in \mathbb{N}_{-1} \) (or \( \ell_3 = \frac{1}{2} \) for the \( \mathfrak{sl}_2 \) and \( p \)-DG cases). Therefore there is no option but to invert 2 in order to have an \( \mathfrak{sl}_2 \)-action or a \( p \)-DG structure on state spaces. We give details below.

For \( n \in \mathbb{N}_{-1} \), define

\[
L_n \begin{pmatrix} a \\ \end{pmatrix} = -\frac{1}{2} \sum_{k+\ell=n} a^k \hat{a}^\ell,
\]

\[
L_n \begin{pmatrix} a \\ \end{pmatrix} = \frac{1}{2} \sum_{k+\ell=n} a^k \hat{a}^\ell,
\]

\[
L_n \begin{pmatrix} a \\ \end{pmatrix} = \frac{1}{2} \sum_{k+\ell=n} \hat{a}^k a^\ell,
\]

and recycle the definition of \( L_n \) on other basic foams given by (62)–(67).

The same proofs as those of Lemma 4.2 and Theorem 4.4 give the following proposition.

**Proposition 4.11.** For any web \( \Gamma \), mapping \( L_n \) to \( L_n \) defines an action of \( \mathcal{W}_{\infty} \) on the not necessarily spherical state space \( \mathcal{F}_{\infty}^N (\Gamma) \).

Define

\[
e \begin{pmatrix} a \\ \end{pmatrix} = e \begin{pmatrix} a \\ \end{pmatrix} = e \begin{pmatrix} a \\ \end{pmatrix} = 0,
\]

\[
f \begin{pmatrix} a \\ \end{pmatrix} = \frac{1}{2} \cdot \begin{pmatrix} a \\ \end{pmatrix} + \frac{1}{2} \cdot \begin{pmatrix} \hat{a} \\ \end{pmatrix},
\]

\[
f \begin{pmatrix} a \\ \end{pmatrix} = -\frac{1}{2} \cdot \begin{pmatrix} a \\ \end{pmatrix} - \frac{1}{2} \cdot \begin{pmatrix} \hat{a} \\ \end{pmatrix},
\]

\[
f \begin{pmatrix} a \\ \end{pmatrix} = -\frac{1}{2} \cdot \begin{pmatrix} a \\ \end{pmatrix} - \frac{1}{2} \cdot \begin{pmatrix} \hat{a} \\ \end{pmatrix},
\]

\[
h \begin{pmatrix} a \\ \end{pmatrix} = -a(N - a) \cdot \begin{pmatrix} a \\ \end{pmatrix},
\]

\[
h \begin{pmatrix} a \\ \end{pmatrix} = a(N - a) \cdot \begin{pmatrix} a \\ \end{pmatrix},
\]

\[
h \begin{pmatrix} a \\ \end{pmatrix} = a(N - a) \cdot \begin{pmatrix} a \\ \end{pmatrix},
\]

and recycle the definition of \( e, f \) and \( h \) on other basic foams given by (102)–(107).
Again, the same proofs as those of Lemma 4.2, Theorem 4.4 and Corollary 4.10 give the following.

**Proposition 4.12.** For any web \( \Gamma \), mapping \( e, f \) and \( h \) to \( e, f \) and \( h \) respectively defines an action of \( \mathfrak{sl}_2 \) on the not necessarily spherical state space \( \mathcal{F}^k_N (\Gamma) \).

**Proposition 4.13.** Let \( p > 2 \) be a prime number. For any web \( \Gamma \), mapping \( \partial \) to \( f \) endows the state space \( \mathcal{F}^f_N (\Gamma) \) with an \( H \)-module structure.

**Corollary 4.14.** Let \( p > 2 \) be a prime number. For any web \( \Gamma \), mapping \( \partial \) to \( f \) endows the state space \( \mathcal{F}^f_N (\Gamma) \) with an \( H \)-module structure.

**Remark 4.15.** If \( \Gamma_1 \) and \( \Gamma_2 \) are two webs, then since \( \mathcal{F}^k_N \) is monoidal, \( \mathcal{F}^k_N (\Gamma_1 \sqcup \Gamma_2) \) is naturally isomorphic to \( \mathcal{F}^k_N (\Gamma_1) \otimes \mathcal{F}^k_N (\Gamma_2) \). Then by its very construction, the action of \( \mathfrak{sl}_2 \) on \( \mathcal{F}^k_N (\Gamma_1 \sqcup \Gamma_2) \) satisfies the Leibniz rule in the sense that for any \( n \in \mathbb{N}_- \) and any \( F_1 \otimes F_2 \) in \( \mathcal{F}^k_N (\Gamma_1) \otimes \mathcal{F}^k_N (\Gamma_2) \),
\[
L_n \cdot (F_1 \otimes F_2) = (L_n \cdot F_1) \otimes F_2 + F_1 \otimes (L_n \cdot F_2).
\]
The same is true for the action of \( \mathfrak{sl}_2 \) and for that of \( H \).

### 4.5. Related work.

The aim of this section is to state how to tune parameters to recover structures already present in the literature in the context of Soergel bimodules, and their Hochschild homologies. Since the equivalence of bi-categories formally established yet (details will appear in [KRW22]), we do not aim to be very precise here. In the context of Soergel bimodules, there are no saddles nor caps nor cups. So namely we have to deal with parameters \( s, \lambda, \mu \) for \( \mathfrak{sl}_2 \) and \( t_1 \) and \( t_2 \) for \( \mathfrak{sl}_2 \). In the context of Soergel bimodules, the zip and unzip foams correspond to bimodule homomorphisms, that are typically denoted by \( \text{rb} \) and \( \text{br} \) respectively.

We spotted three places with various conventions [KR16], [EQ20], [EQ21] and [QS20], [QRSW21] which fit into this context.

As already mentioned, Khovanov and Rozansky [KR16] exhibited a (half) Witt action on triply-graded link homology. They used a slightly different presentation of the Witt algebra \( \langle L_n \rangle_{[\text{KR16}]} \leftrightarrow -L_n \). The maps \( \text{rb} \) and \( \text{br} \) are denoted \( \chi^+ \) and \( \chi^- \) respectively (see [KR16, Equation (3.8)]). The fact that the map \( \chi^- \) has no twist in its definition, corresponds to the choice \( \lambda_n = \mu_n = s = 0 \) for all \( n \in \mathbb{N}_- \).

The structures considered in [EQ20, EQ21] deal with more general Soergel bimodules than the type \( A \) Soergel bimodules to which we can relate to with foams. Elias and Qi endow these general Soergel bimodules with an \( \mathfrak{sl}_2 \) action (in their language, \( e = d \) and \( f = z \)). Restricting to the type \( A \) case, the formulas [EQ21, Equations (4.1a–i)] correspond to the setting \( t_1 = 1 \) and \( t_2 = 0 \).

The papers [QS20, QRSW21] are only concerned with \( p \)-DG structure. The absence of twist in formula of [QS20, Lemma 3.3 (ii)] corresponds to setting \( t_1 = t_2 = 0 \).
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