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Hydrodynamic limit of the Schelling model with spontaneous
Glauber and Kawasaki dynamics

Florent BARRET ∗ Niccolò TORRI ∗

Abstract

In the present article we consider the Schelling model, an agent-based model describing a
segregation dynamics when we have a cohabitation of two social groups. As for several social
models, the behaviour of the Schelling model was analyzed along several directions, notably by
exploiting theoretical physics tools and computer simulations. This approach led to conjecture
a phase diagram in which either different social groups were segregated in two large clusters
or they were mixed. In this article, we describe and analyze a perturbation of the Schelling
model as a particle systems model by adding a Glauber and Kawasaki dynamics to the original
Schelling dynamics. As far as the authors know, this is the first rigorous mathematical analysis
of the perturbed Schelling model. We prove the existence of an hydrodynamic limit described by
a reaction-diffusion equation with a discontinuous non-linear reaction term. The existence and
uniqueness of the solution is non trivial and the analysis of the limit PDE is interesting in its own.
Based on our results, we conjecture, as in other variations of this model, the existence of a phase
diagram in which we have a mixed, a segregated and a metastable segregation phase. We also
describe how this phase transition can be viewed as a transition between a relevant and irrelevant
disorder regime in the model.

2010 Mathematics Subject Classification: 60K35, 82C22, 82D99.
Keywords: Schelling model, particle systems, hydrodynamics limit, reaction-diffusion equation,
Ising model.

1 Introduction

Schelling’s model of segregation was introduced by Thomas Schelling in 1971 [30, 31]. The original
model is defined on a square grid of N2 sites (or, more generally, on a regular graph with N sites)
where agents (individuals) belonging to two groups are disposed. Each agent located at a given site
of the grid compares its group with the group of its neighbors. More precisely, we fix a tolerance
threshold T P r0, 1s. We call rx the fraction of neighbors belonging to the agent’s group at site x and
we say that the agent is satisfied if rx ě T . If the agent is unsatisfied, then he moves on a site that
makes him satisfied. What we mean with “moving” depends on the precise dynamics defined on the
grid. If some sites are assumed to be empty, then an unsatisfied agent moves on the nearest empty
site which makes him satisfied. If all the sites are occupied, then either we swap the position between
two unsatisfied agents if the swapping makes both of them satisfied (the so called Kawasaki-Schelling
dynamics), or we change (flip) the group of an unsatisfied agent if this operation makes him satisfied
(Glauber-Schelling dynamics). In the first case we say that the system is closed, while in the second
case the system is open, since this operation can be seen as a swapping with the outside.

Several variations of this model exists, and these variations depend on several parameters [30]:

(1) the neighborhood (its size, its geometry),
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(2) the initial distribution of the agents,

(3) the choice of the satisfaction condition (e.g. the value of the tolerance parameter, or one could
introduce a different tolerance for each group),

(4) the local dynamics between agents.

In the original model, some sites are assumed to be empty. Several variants of Schelling’s model
have been considered in the recent literature in order to study the behaviour of the model when
the fundamental parameters are modified. We refer to [24] for a complete overview on the subject.
Among the different variations, let us mention that there can be more than two groups of agents [17],
or/and that the Schelling dynamics can be perturbed: each site has a positive probability to switch
regardless of its satisfaction (spontaneous Glauber and/or Kawasaki dynamics) [4, 25, 32].

The unperturbed model has attracted the interest of the mathematical community over the last
15 years [1, 2, 3, 6, 10, 18, 17].

The main concern is the behaviour of the model for large times: does the model reach a stationary
state ? a stationary distribution ? If so what are the features of this equilibrium ?

A common result of the considered variants is the existence of three stationary states separated by
two critical thresholds Tf and Tc towards which the system evolves, suggesting an universal behaviour
of the model. If Tf ă T ă Tc the different groups merge into clusters and we observe the appearance
of at least two macroscopic clusters (segregation), while if T ă Tf or T ą Tc we do not observe the
appearance of two macroscopic clusters, see [24].

In the present paper, we approach the model from a physical point of view, by interpreting the
agent dynamics as a particle systems in interaction. This approach was adopted by the physical
community to study this model, see for instance [8, 14, 26, 27]. In particular we consider the setting
where the points of the grid (a discrete torus Td

N :“ pZ{NZq
d, d ě 1) are fully occupied and un-

satisfied agents flip their state if it makes them satisfied (Glauber-Schelling dynamics). The size of
the neighborhood taken into account to compute the fraction rx, grows at most logarithmically with
N . Let us stress that the Glauber-Schelling dynamics was consider in the physics literature from a
computer simulation viewpoint with a fixed size of the neighborhood, see e.g. [27].

Moreover we introduce random perturbations, either by flipping a state of an agent at rate β
(spontaneous Glauber dynamics) or exchanging the position of two agents at rate αN2 (accelerated
spontaneous Kawasaki dynamics).

To summarize, we assume the following features:

(1) the neighborhood size used to compute the fraction rx, is going to infinity with Nd, the number
of sites,

(2) the initial distribution of the agents is fixed (deterministic) and converges as N goes to infinity,

(3) we fix the tolerance parameter T P r0, 1s,

(4) we introduce two random perturbations of the Glauber-Schelling mechanism: regardless of their
satisfaction, a site can change type (spontaneous Glauber dynamics), and a site can swap type
with a closest-neighbor (spontaneous accelerated Kawasaki dynamics).

From a statistical physics perspective, the main question concerns the impact of the random
perturbations on the system behaviour: is there a phase transition (in the parameter β tuning the
spontaneous Glauber dynamics) between a phase where the disorder supersedes the behaviour of the
model and a phase where the mechanism of the unperturbed model drives the behaviour of the system
?

Our main result (Theorem 3.1) proves, by rescaling the space as 1
N , an hydrodynamic limit. The

limit is described by a reaction-diffusion equation and we give a complete description of the limit PDE

2



that we get. The assumption about random perturbations (4) is important to ensure the existence of
a diffusive term and that all the configurations are accessible, which is fundamental in the theory of
the hydrodynamic limit, [21].

In the case where the size of the neighborhood stays finite in the limit, we obtain a classical
reaction-diffusion equation. This is the case where the size of the interaction term stays finite and
thus microscopic. However, when the size of the neighborhood goes to infinity we get a non-linearity
(the reaction term) which is discontinuous at two points. In this case, the interaction of the Glauber-
Schelling dynamics takes into account more and more agents but in the limit, the reaction term
is still purely local but discontinuous. In this “mesoscopic” limit, the existence and uniqueness of
the solution of the reaction-diffusion equation with discontinuities is one of the major points of the
paper. Moreover, it is not a mere technical problem since the limiting equation does not have a
unique solution for some class of initial condition, and some values of β, the parameter tuning the
spontaneous Glauber dynamics.

Finally, we conjecture the existence of a rich phase diagram in which, beyond a disordered (and
mixed) phase, where the spontaneous Glauber dynamics dominates and an ordered (and segregated)
phase, where the Glauber-Schelling dynamics dominates, there is a transition in between. In this
phase, we expect the system to show a metastable behaviour: the mixed and segregation phases
coexist and depending on the parameters, one of them should be the most stable one and dominates
the long-time behaviour of the system. Critical points depend on the parameters β and T but not
on α, see Figure 2. A rigorous proof of the phase diagram will require a delicate analysis of the local
dynamics that goes beyond the techniques used in the present paper. We reserve this for future work.

Let us stress that in the disordered phase, based on Remark 3.4, we expect to have a mixed
configuration since we conjecture that a typical configuration looks like a Bernoulli distribution of
parameter p “ 1

2 on each site, while in the ordered phase the parameter is p “ pT,β ‰ 1
2 . This means

that a very large part of the configuration is either 0 or 1 and the appearance of clusters is possible.
With our method, we are not able to predict the precise geometry of the clusters, even if we expect
segregation in this phase, see Section 3.2.

In [17], the authors prove also a convergence of a discrete model of Schelling dynamics to the so-
lution of a reaction equation (without diffusion) baptized a continuous Schelling dynamics. We point
out that the model is quite different since, in their work, the authors consider a macroscopic neigh-
borhood (which gives at the limit, an integro-differential equation), do not assume any spontanous
random perturbation (either Glauber or Kawasaki) and consider a model with M ě 2 groups. Also,
the authors consider a fixed tolerance parameter of T “ 1

2 and assume that the initial configuration is
given by random independent uniform variables. The proof of the convergence is based on a coupling
between the discrete and the continuous Schelling dynamics.

Our method of proof is based on the technique of the relative entropy method in the framework
developed by Jara and Mezenes in [20, 19] and also used by Funaki and Tsunoda in [13] for a finite
number of particle in the interaction. However, in our setting, we need to improve their bounds to
cover the case where the number of particles in the interaction is going to infinity. More precisely,
in order to use the relative entropy method, a central step is the control of BtHN ptq, the derivative
in time of the relative entropy between the law of the process µN ptq and a discrete measure which
approximates the density solution of the reaction-diffusion equation, see Proposition 4.3 and Equation
(4.13). Since the number of particles in the interaction term grows with N , the size of the system,
we need to retrace the bounds obtained in [20, 19] and [13] by taking into account the size of the
interactions. This is done in Theorem 4.5. With our bound (4.13), we get that as soon as the diameter
of the interaction grows at most as δplogpNqq1{d (see Assumption 1), the relative entropy is OpNd´εq

for some ε ą 0 (see Equation (4.14)) which entails that the empirical measure is close in probability
to a deterministic discrete process defined by Equation (4.10).

To complete the proof of the main result (Theorem 3.1), we also prove that this deterministic
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discrete process, defined by Equation (4.10), converges to a solution of a limiting reaction-diffusion
equation (Equation (3.3)). This is done in two steps: we first prove that the limiting PDE has a
solution (in Proposition 6.3), and for some class of initial conditions, this solution is locally unique
(in Proposition 6.4). The existence result is done via an approximating sequence of smooth non-
linearities which are natural in our framework (defined by Equation (6.13)). Note that we do not use
the deterministic process defined by Equation (4.10) which is discrete in space. The second step is
therefore to prove that the deterministic process, defined by Equation (4.10), has accumulation points
in a uniform norm on compact set which are all solutions of Equation (3.3) (this is Theorem 7.1). If
we have uniqueness for solutions of Equation (3.3), we have the main result.

We establish local uniqueness for (3.3) only for a class of initial conditions (in Proposition 6.4), we
use and adapt arguments of Gianni [16] and Deguchi [9] (which proves existence and uniqueness with
only one discontinuity). Note that for some initial conditions, (3.3) does not have a unique solution,
see Remark 6.2 for a simple concrete example. It would be therefore quite interesting to understand
if for such initial conditions, the empirical measure process converges in some sense. We also reserve
this for future work.

Note also that, still in [17], the continuous Schelling dynamics does not have a unique solution for
all initial conditions. However, starting from a random Gaussian field, the authors prove the solution
exists and is a.s. unique.

A detailed plan of the method of proof and the article is given at the end of Section 3 containing
the main result and assumptions. In the following Section, we define the model.
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2 The model

2.1 Configurations

For N P N “ t1, 2, 3, . . .u we let Td
N “ pZ{NZqd be the discrete torus and let ΩN “ t0, 1uT

d
N

be the space of all possible configurations. We call η P ΩN a configuration and i P Td
N a site.

Let VN Ă Td
Nzt0u be a subset of the discrete torus with a diameter which can grow with N (see

Assumption 1 for the precise hypothesis on the geometry of VN ). We say that two sites i, j P Td
N are

neighbors if i´ j P VN . We denote KN “ |VN | its cardinality. For a configuration η P ΩN and a site
i P Td

N we let

ripηq “
1

KN

ÿ

jPVN

1tηi“ηi`ju and ρipηq “
1

KN

ÿ

jPVN

ηi`j . (2.1)

The quantity ρipηq is the mean field of η on the neighborhood VN ` i. Let us observe that ρipηq is
independent of ηi. We note that

ripηq “ ρipηq1tηi“1u ` p1 ´ ρipηqq1tηi“0u. (2.2)

For a given configuration, we now introduce the definition of stable, unstable and potentially stable
site.

Definition 2.1. For a given site i, let us denote ηi the configuration where we change ηi to 1 ´ ηi.
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Let T P r0, 1s. If ripηq ă T , the site i is said unstable for η, otherwise if ripηq ě T the site is said
stable for η. An unstable site i for η which is stable for ηi is said potentially stable.

Note that ripηiq “ 1 ´ ripηq. Thus

1. a site i is potentially stable if and only if ripηq ă T and ripηq ď 1 ´ T . In particular if T ď 1
2

an unstable site for η is automatically potentially stable.

2. if T ą 1
2 and 1 ´ T ă ripηq ă T , we have ripηiq ă T and the site i is unstable for η and ηi.

Let us stress that T small (that is, close to 0) entails that the system configuration is easily close
to stability, while T large (that is, close to 1) entails that it is more difficult for configurations to
be stable, the constraints are not easy to satisfy. We refer to Section 3.2 for a discussion on the
dynamics.

2.2 Infinitesimal generator, construction of the process

Fix α ą 0 and β ą 0. Let us consider the following dynamics: starting from a configuration η

1. if a site i is potentially stable, we flip the value at i with rate 1 (Glauber-Schelling dynamics),

2. two nearest-neighbors i and j exchange their values with rate αN2 (accelerated spontaneous
Kawasaki dynamics),

3. a site i can change its value at rate β ą 0 (spontaneous Glauber dynamics).

This dynamics defines an infinitesimal generator LN defined for F a function on ΩN by

LNF pηq “
ÿ

iPTd
N

pF pηiq ´ F pηqqp1tripηqăT,ripηqď1´T u ` βq ` αN2
ÿ

i,jPTd
N

|i´j|“1,

pF pηijq ´ F pηqq, (2.3)

where ηij is the configuration where the values at site i and j have been exchanged.
The following proposition states that the process is well defined, since the state space is finite.

Proposition 2.1. Given an initial configuration η0, LN is the infinitesimal generator of a Feller
process, denoted pηN ptqqtě0.

We let µNt be the distribution of ηN ptq.

Remark 2.1. In this article we focus on the compact setting (torus) because a non compact framework,
as Rd, presents technical problems for the convergence of the process, nevertheless the discrete model
can be well defined on Zd (cf. (2.3) and Proposition 2.1) and we conjecture that our main results (cf.
Theorem 3.1) hold in this setting.

3 Main results

We let uN0 piq :“ EµN

“

ηNi p0q
‰

, i P Td
N be the initial distribution of our process, that is, ηNi p0q is

distributed as a Bernoulli of parameter uN0 piq.
For a vector v, |v| denotes its euclidean norm and |v|8 its uniform norm.

Assumption 1. Assumptions on VN .

1. Let ℓV be the diameter of V. Then, ℓV ď δ
`

logN
˘

1
d for some δ ą 0.
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2. If d “ 1, suppose that VN Ă ZzN.

Assumption 2. Assumptions on uN0 .

1. There exists ε ą 0 such that ε ď uN0 piq ď 1 ´ ε uniformly on i P Td
N and N P N.

2. There exists C0 ą 0 independent of N such that |∇uN0 piq|8 ď C0
N , where ∇uN0 piq “ puN0 pi `

ekq ´ uN0 piqqdk“1, with ek P Zd the unit vector of direction k.

3. Let υN
uN
0

“
Â

iPTd
N
B
`

uN0 piq
˘

be the law of a sequence of independent Bernoulli of parameter

uN0 piq. Suppose that HpµN0 | υN
uN p0q

q “ OpNd´ε0q for some ε0 ą 0 small, where Hpµ | υq is the
relative entropy of µ ! υ,

Hpµ | υq :“

ż

dµ

dυ
log

ˆ

dµ

dυ

˙

dυ (3.1)

4. Let ruN0 pxq be the linear interpolation on Td “ pR{Zqd, the d dimensional torus, of uN0 piq such
that ruN0 pi{Nq “ uN0 piq. Then, there exists u0 P CpTdq such that ruN0 converges uniformly to u0
in CpTdq.

Remark 3.1. The assumption 1(2.) is only technical and it could be removed by considering the
dimension d “ 1 separately from the rest of the dimensions, cf. Remark 4.4.

Remark 3.2. Let us observe that Assumption 2(3.) is stronger than the typical assumption used in
the relative entropy method (see Section 4), that is HpµN0 | υN

uN p0q
q “ opNq, cf. [34, 21], which is the

first step to prove the convergence in Theorem 3.1. This is due to the fact that we need a stronger
control on the error term in order to balance the fact that the sequence VN grows with N , see (4.14).

Define, for t ě 0,

πNt “ πNt pη,dvq “
1

Nd

ÿ

iPTd
N

ηiptqδ i
N

pdvq (3.2)

the empirical measure associated to the Markov process η where the space is rescaled by 1
N . πNt is a

positive measure on Td.
We now state our main result, which concerns the convergence in probability of the empirical

measure.

Theorem 3.1. Under Assumptions 1 and 2, if u0 (the limit of the initial condition, according to
Assumption 2-4) is such that

1. u0 P C1pTdq, with ∇u0 Lipschitz,

2. ∇u0pxq ‰ 0 for x P Td such that u0pxq “ minpT, 1 ´ T q or u0pxq “ 1 ´ minpT, 1 ´ T q,

then the reaction-diffusion equation
#

Btupt, xq “ 2α∆upt, xq ` βp1 ´ 2upt, xqq ` g8pupt, xqq,

up0, xq “ u0pxq,
(3.3)

with g8 defined by g8ppq :“ p1 ´ pq1t1´păminpT,1´T qu ´ p1tpďminpT,1´T qu, has an unique solution
u “ upt, xq with pt, xq P r0, τ s ˆ Td for some τ ą 0, where Td is the d-dimension torus. Moreover, for
every test function φ : Td Ñ R and for every ε ą 0,

lim
NÑ`8

µN
ˆ

ˇ

ˇ

ˇ
xπN , φy ´ xu, φy

ˇ

ˇ

ˇ
ą ε

˙

“ 0 , @ t P r0, τ s , (3.4)

where xπN , φy and xu, φy denote the integral of φ with respect to the measure πN or upxqdx respectively.

Remark 3.3. If the solution of (3.3) is not unique, which is not a technical difficulty but a real
possibility for some initial conditions (see Remark 6.2 for a concrete example), then any accumulation
point of the sequence of empirical measure is a solution of (3.3), see Theorem 7.1.
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3.1 Organisation of the paper

To prove Theorem 3.1 we first prove that the empirical measure is close to a discrete measure uN

which is a solution of a discrete analogous of (3.3), this is Theorem 4.1. Its proof is based on an
entropy method approach in which the relative entropy between µN and υN

uN , see Theorem 4.2. Even
if this technique is quite standard in the particle systems theory, some new technical estimations
arising from the geometry of the system are needed, this is Theorem 4.5. In Section 5 we discuss
some central technical estimations about uN , in order to describe the behaviour of the discrete model.
Then, in Section 6 we discuss the existence and uniqueness of (3.3) and in Section 7 we show the
convergence of the uN toward the density u by completing the proof of Theorem 3.1. We stress that
the proof of the existence and uniqueness is not standard and the analysis of this PDE is interesting
in its own.

In Section 3.2 we state our conjecture on the phase diagram of the model.

3.2 Conjecture on the phase diagram

In this Section, we discuss the phase diagram that describes the mixed and segregated phases. We
start by setting the Equation (3.3) in a more convenient form. Set p0pT q :“ minpT, 1 ´ T q P r0, 12 s.
For p P r0, 1s we define

γ8,βppq “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

β

ˆ

p´
1

2

˙2

`
1

2

`

p2 ´ p0pT q2
˘

for 0 ď p ă p0pT q,

β

ˆ

p´
1

2

˙2

for p0pT q ď p ă 1 ´ p0pT q,

β

ˆ

p´
1

2

˙2

`
1

2

`

p1 ´ pq2 ´ p0pT q2
˘

for 1 ´ p0pT q ď p ď 1.

(3.5)

Our conjecture is based on the analysis of γ8,β and it is represented in Figure 2. We observe that
γ8,β is continuous and satisfies γ8,βppq “ γ8,βp1 ´ pq. For p ‰ p0pT q, 1 ´ p0pT q, we have that
γ1

8,βppq “ ´βp1 ´ 2pq ´ g8ppq and (3.3) can be written as

Btupt, xq “ 2α∆upt, xq ´ γ1
8,βpupt, xqq. (3.6)

In such a way γ8,β can be viewed as a potential function of the system, its analysis provides the
stable and metastable equilibrium points of the system. Therefore, to discuss the phase transition we
can look at the structure of γ8,βppq, see Figure 1. The function p ÞÑ β

`

p´ 1
2

˘2
` 1

2

`

p2 ´ p0pT q2
˘

has
a unique minimum at p “ pℓ :“ β

1`2β . Therefore, if 0 ď pℓ ă p0pT q ă 1
2 , the function γ8,β has three

regular minima: pc :“ 1
2 , p

ℓ and pr :“ 1 ´ pℓ. Note that

γ8,βppcq “ 0 and γ8,βpprq “ γ8,βppℓq “
β

4p1 ` 2βq
´
p0pT q2

2
.

Then we get that if p0pT q ă pm :“
b

β
2p1`2βq

, we have γ8,βppcq ă γ8,βppℓq and if pm ă p0pT q, we

have that γ8,βppcq ą γ8ppℓq. If pℓ ą p0pT q, pc is the only minimum.
The two thresholds for p0pT q are then pℓ and pm, see Figure 2. Since pℓ ă pm, we have the

following picture: as T is close to 0 and below pℓ, we have a unique minimum of γ8,β , so that typical
configurations are close to p “ 1{2 which is of lowest energy of γ8,β . It means that, at equilibrium,
we expect a configuration balanced between 0 and 1 and we do not have segregation. Then, as T
goes above the threshold pℓ but stays below pm, other minima at p “ pℓ and p “ pr appear, and
these two configurations are metastable since their energy is higher, so we can have segregation for a
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(d) T “ 0.3 and β “ 0

Figure 1: Representation of γ8,βppq, p P r0, 1s, for different values of β and a fixed T “ 0.3. The
discontinuities of γ1

8,βppq are situated at p0pT q and 1 ´ p0pT q. In (1a) we have that p0pT q “ 0.3 ă

pℓ « 0.3076 and the unique stable equilibrium point is pc “ 1
2 . In (1b) we have that pℓ “ 0.25 ă

p0pT q “ 0.3 ă pm « 0.3535, so that pc “ 1
2 is stable, while pℓ and pr are metastable equilibrium. In

(1c) we have that p0pT q “ 0.3 ą pm « 0.2401 and pℓ and pr become stable while pc is metastable.
Finally in (1d) we illustrated the limit case with β “ 0, and the two stable equilibriums are pℓ “ 0
and pr “ 1. In this case, the local minimum pc degenerates into the segment rp0pT q, 1 ´ p0pT qs.

small proportion of the time. The next threshold is pm, at which the two metastable configurations
become stable and p “ 1{2 is the metastable one so that we expect stable segregation. For T above
1
2 the picture is symmetric.

Let us discuss heuristically why if p0pT q ă pℓ, we expect that the random perturbation dominates
and that we have a mixed phase. Let us suppose for a while that β “ 0, so that we do not consider
the spontaneous Glauber dynamics and the change of the status of a site is only due to the Glauber-
Schelling dynamics. According with the literature (see e.g., [24] and the reference therein), small
and large values of T produce analogous behaviour of the system, but for different reasons. More
precisely, given a configuration η, according with Definition 2.1, a site i is potentially stable if and
only if ripηq ă T and ripT q ď 1 ´ T . Therefore, if T is small, an unstable site is automatically
potentially stable so that unstable sites become stable because of the Glauber-Schelling dynamics.
Moreover, if T is small, the system is already close to a stable configuration since the constraints
are easily satisfied. On the other hand, if T is close to 1, then 1 ´ T is small, so that the largest
part of the unsatisfied sites do not change their status because this does not make them satisfied and
the Glauber-Schelling dynamics is swiftly blocked. In both these case we do not expect segregation.
If we introduce the spontaneous Glauber perturbation in the system and β is large compared to
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SegregationMixing Metastable 
segregation

Figure 2: Representation of the different phases of the system as function of the parameter p0pT q P

r0, 12 s. When T is close to 0 or 1 (p0pT q P p0, pℓq) we do not have segregation (red parts) and typical
configurations are provided by a mixing of 0 and 1. If T is close to 1{2 (p0pT q P ppm, 12q) we have
segregation (green parts): a very large part of the configuration are composed of 0 or 1. We have also
intermediate values of T (p0pT q P ppℓ, pmq) for which the segregation is metastable (yellow parts).

p0pT q, we expect that the spontaneous flips drive the behaviour of the system since the noise in each
neighborhood is non-negligible, forcing the Glauber-Schelling mechanism to a continuous flipping of
the sites. We then expect that if p0pT q ă pℓ the typical configuration is a mixing between the two
groups without macroscopic clusters.

On the other hand, if T is close to 1{2, the Glauber-Schelling dynamics can give rise to a segrega-
tion process in which typical configurations are composed by a large part of 0 or 1 and we observe the
appearance of macroscopic clusters which stabilizes the configurations. Therefore, if the formation
of the clusters is sufficiently fast compared to the perturbation given by the spontaneous Glauber
dynamics, the dynamics of the system should be close to the one without perturbation. We then
expect the formation of cluster and so segregation.

Finally, we would discuss the role of α in the system. We conjecture that the spontaneous
Kawasaki dynamics acts on the system diffusely, by steering the fluctuations which are responsible
to the convergence of the system around stable configurations given by the lowest energy of γ8,β .
In Figure 1 we observe that in the metastable phase, independently from the initial configuration,
after a short time the fluctuations pushes the system to stabilize around a typical configuration close
to p “ 1

2 , the unique stable minimum of γ8,β . In the extreme case of β “ 0, we expect that the
fluctuations pushed the system to one of the two stables configurations and one of the two groups
disappears.

Remark 3.4. The hydrodynamic limit (3.3) has, at least, two different formulations as a gradient
flow:

1. in the classical L2pTdq setting, with the potential F defined for u : Td Ñ r0, 1s

Fpuq “

ż

α}∇u}2 ` γ8,βpuq, (3.7)

Equation (6.2) can be written as Btu “ ´δFpuq where δF denotes the Fréchet derivative of F .

2. in a Wasserstein-like setting defined in [23] with the entropy potential H, for u : Td Ñs0, 1s,
and ξ : Td Ñ R (seen as an element in the tangent bundle)

Hpuq “
1

2

ż

p2u logp2uq ´ 2u` 1q ě 0, Kpuqξ “ ´2α∇ ¨ pu∇ξq `
γ1

8,βpuq

logp2uq
ξ, (3.8)

Equation (3.3) can be written as
Btu “ ´KpuqpδHq.

Since δH “ logp2uq and KpuqpδHq “ ´2α∆u` γ1
β,8puq.
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Both formulations could be useful to establish a rigorous proof of the phase diagram given in
Figure 2. In particular, along a gradient flow the potential is non-increasing, thus for all t ą 0, along
a solution u we have Fpuptqq ď Fpupt “ 0qq and if u converges to a stationary solution v, it must be
a stationary point of F (i.e. δFpvq “ 0).

For the second formulation, note that

γ1
8,βpuq

logp2uq
ą 0, u Ps0, 1s ðñ p0pT q ă pℓ “

β

1 ` 2β
ðñ β ą

p0pT q

1 ´ 2p0pT q
. (3.9)

Thus, for p0pT q ă pℓ, we are in the mixing phase of the diagram and Kpuq is positive definite in the
sense that

ż

ξKpuqξ “

ż

2αu|∇ξ|2 `
γ1

8,βpuq

logp2uq
ξ2 ě 0. (3.10)

Then, one can prove that along a solution u, we get that:

d

dt
Hpuq “

ż

BtuδHpuq ď ´

ż

γ1
8,βpuq logp2uq ď ´cHpuq (3.11)

where c “ β´
p0pT q

1´2p0pT q
ą 0, and we get that Hpuptqq ď Hpup0qqe´ct. Thus Hpuptqq goes to 0 as t Ñ 8,

this entails that u converges to the only stationary point of H which is the constant 1
2 . Heuristically,

it suggests that an exponential relaxation is taking place in the mixing phase of Figure 2.

4 Relative entropy method

Using the relative entropy method, in this section we prove that the empirical measure πN ptq is close
to uN ptq “ puN pt, iqqiPTd

N
the solution of a suitable discrete PDE.

In order to state the main result of this section, we observe that the generator LN in (2.3) can be
written as LN “ GN `2αN2KN where GN is the generator which describes the Glauber-Schelling and
spontaneous Glauber dynamics and KN is the generator which describes the spontaneous Kawasaki
dynamics, that is,

GNF pηq “
ÿ

iPTd
N

´

1tripηqăT,ripηqď1´T u ` β
¯

pF pηiq ´ F pηqq, (4.1)

KNF pηq “
1

2

ÿ

i,jPTd
N

|i´j|“1

pF pηijq ´ F pηqq. (4.2)

Let us stress that GN can be written as follows

GNF pηq “
ÿ

iPTd
N

pcipηq ` βq
`

F pηiq ´ F pηq
˘

, (4.3)

where cipηq is a local function which describes the dynamics (Glauber-Schelling dynamics). To be
more precise, we write cipηq “ c0pτiηq where c0 is the flipping rate of a particle at the origin, that is,

c0pηq :“ 1tr0pηqăT,r0pηqď1´T u (4.4)

and pτiηqj “ ηi`j , likewise for a function u “ puiqiPTd
N

, τi acts on u, that is pτiuqj “ ui`j . Note that
c0 is a random variable which take the value 0 or 1.
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We let
κN “ κN pT q :“ min

!

tKNT u ´ 1; tKN p1 ´ T qu

)

. (4.5)

We observe that lim
nÑ`8

κN
KN

“ minpT, 1 ´ T q.

Since c0pηq “ 1tr0pηqď
κN
KN

u “ 1tr0pηqď
κN
KN

,η0“0u ` 1tr0pηqď
κN
KN

,η0“1u, we define

c`
0 pηq :“ 1tρ0pηqě1´

κN
KN

u and c´
0 pηq :“ 1tρ0pηqď

κN
KN

u, (4.6)

so that c0pηq “ c`
0 pηqp1´ η0q ` c´

0 pηqη0, by (2.2). The functions c` and c´ can be viewed as the rate
of creation and annihilation of a particle at i “ 0 respectively.

For any function u “ puiqiPTd
N

we define (recall that B
`

u
˘

is the law of a Bernouilli of parameter
u P r0, 1s)

υupdηq “ υNu pdηq :“
â

iPTd
N

B
`

ui
˘

pdηiq (4.7)

and we let c`
0 puq and c´

0 puq be the expectation of c`
0 pηq and c´

0 pηq under υu, that is,

c`
0 puq :“ Pυu

˜

ρ0pηq ě 1 ´
κN
KN

¸

and c´
0 puq :“ Pυu

˜

ρ0pηq ď
κN
KN

¸

. (4.8)

We finally define

Gpuq :“ c`
0 puqp1 ´ u0q ´ c´

0 puqu0 and Gpi, uq :“ Gpτiuq. (4.9)

Let uN ptq “ puN pt, iqqiPTd
N

be the solution of

#

Btu
N pt, iq “ 2αN2∆uN pt, iq ` βp1 ´ 2uN pt, iqq `Gpi, uN q

uN pt, iq “ uN0 piq,
(4.10)

where ∆uN pt, iq is the discrete Laplacian on the torus. Note that (4.10) can be interpreted as a
discretized version of (3.3).

Remark 4.1. Note that (4.10) is a first order ordinary differential equation in RTd
N . Therefore, we

have a solution, locally in time, starting from every initial condition.

To prove Theorem 3.1 we first define a discrete approximation of u and we show an equivalent of
Theorem 3.1 for uN defined in (4.10). More precisely, we consider uN as a measure on Td, that is,

uN pt,dvq :“
1

Nd

ÿ

iPTd
N

uN pt, iqδ i
N

pdvq , (4.11)

The main result of this section is the following theorem.

Theorem 4.1. Under Assumptions 1 and 2, for every test function φ : Td Ñ R and for every δ ą 0
there exists τ ą 0 such that

lim
NÑ`8

µN
ˆ

ˇ

ˇ

ˇ
xπN , φy ´ xuN , φy

ˇ

ˇ

ˇ
ą δ

˙

“ 0 , @ t P r0, τ s .

To prove Theorem 4.1, the main ingredient is that the relative entropy of υN
uN ptq

(cf. (4.7)) with
respect to µNt stays small in time, if it is small at t “ 0.
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Theorem 4.2. Under Assumptions 1 and 2, with δ ą 0 sufficiently small, we have that for some
ε ą 0 small

HN ptq :“ HpµNt | υNuN ptqq “ OpNd´εq, @ t P r0, τ s (4.12)

with τ “ τpδq ą 0.

To prove Theorem 4.2 it is enough to show that

BtHN ptq ď CℓdV

´

HN ptq `OpNd´aq

¯

(4.13)

with a P p0, 1q if d ě 2 and a P p0, 12q if d “ 1, indeed in this case Gronwall’s inequality gives

HN ptq ď

´

HN p0q ` tOpNd´aq

¯

eCℓdV t. (4.14)

Since eCℓdV t ď NCδt by Assumption 1, the proof of Theorem 4.2 is complete. We prove (4.13) in
Section 4.1

Let us observe that Theorem 4.2 implies Theorem 4.1. Indeed, we recall the entropy inequality
stated for a set A and two measures υ ! µ, cf. A1.8.2 of [21] or Section 2.2 of [13],

µpAq ď
log 2 ` Hpµ | υq

log
`

1 ` 1
υpAq

˘ . (4.15)

For a given test function φ and δ ą 0, we let

Aδ
N,t,φ :“

␣

η P ΩN :
ˇ

ˇxπN , φy ´ xuN , φy
ˇ

ˇ ą δ
(

, (4.16)

so that the proof follows by Theorem 4.2 and (4.15) if

υNuN ptqpA
δ
N,t,φq ď e´CδN

d
. (4.17)

Since uN P p0, 1q (cf. Proposition 5.2), the proof of (4.17) is model independent and follows line by
line the proof of Proposition 2.2 in [13], we omit the details.

Remark 4.2. Let us note that c0 can be expressed as a polynomial on the variables ηj’s, as in relation
(1.5) of [13]. This remark will be useful in the sequel of the paper. For this purpose, let A Ă VN , we
denote:

c`
Apηq “

ź

jPA

p1 ´ ηjq
ź

jPĀXVN

ηj and c´
Apηq “

ź

jPA

ηj
ź

jPĀXVN

p1 ´ ηjq “ c`
Ap1 ´ ηq (4.18)

where 1 ´ η is the configuration with p1 ´ ηqi “ 1 ´ ηi since r0pηq “ r0p1 ´ ηq. Note that

c`
Apηq “

#

1 if ηj “ 0 for j P A and ηj “ 1 for j P ĀX VN

0 otherwise.
(4.19)

By an abuse of notation, for a function u “ pujqjPTd
N

we let let also c`
Apuq “

ś

jPAp1´ujq
ś

jPĀXVN
uj

and accordingly for c´
Apuq. By (4.6) we have that

c`
0 pηq “

κN
ÿ

k“0

1
tr0pηq“ k

KN
,η0“0u

“ p1 ´ η0q
ÿ

AĂVN
|A|ďκN

c`
Apηq. (4.20)

Accordingly, we have

c´
0 pηq “

κN
ÿ

k“0

1
tr0pηq“ k

KN
,η0“1u

“ η0
ÿ

AĂVN
|A|ďκN

c´
Apηq. (4.21)

In the rest of this section we prove Theorem 4.2. The strategy that we use follows the one used to
prove the analogous result in [13] and [19], but some extra-technicality is required due to the geometry
of our problem.
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4.1 Proof of Theorem 4.2

To make the notation lighter, for t ě 0, j P Td
N , p P p0, 1q and uN the solution of (4.10), we let

ujptq :“ uN pt, jq, χppq :“ pp1 ´ pq, ωj :“
ηj ´ uj
χpujq

. (4.22)

and, more generally, whenever the context is clear we omit the superscript N , so that υN
uN ptq

and µNt
will be denoted simply by υuptq and µt respectively. Therefore, throughout this section u “ uN , the
solution of (4.10).

To compare µ and υu we introduce

ϑαpdηq :“
â

iPTd
N

B
`

α
˘

(4.23)

be a sequence of independent Bernoulli of parameter α P p0, 1q defined on the space of configurations.
We define

ft :“
dµt
dυuptq

and ψt :“
dυuptq

dϑα
. (4.24)

We have all the ingredients to state Yau’s inequality in our context. The proof is quite standard (cf.
proof of Lemma A.1 in [19]), so that it is omitted.

Proposition 4.3. For any t ě 0 we have that

BtHN ptq ď ´

ż

ΓN

´

a

ftpηq

¯

υuptqpdηq `

ż

ftpηq

”

L˚,υuptq

N 1 ´ Bt logψt

ı

υuptqpdηq, (4.25)

where L˚,υuptq

N is the adjoint of LN with respect to the measure υuptq and ΓN phqpηq “ LNh
2pηq ´

2hpηqLNhpηq is the carré du champ operator.

We define the current Jt “ JN
t pηq as

Jt :“ L˚,υuptq

N 1 ´ Bt logψt. (4.26)

Our main goal is to estimate the current Jt to control the right hand side of (4.25) and get (4.13).

4.1.1 The current JN
t

To control L˚,υuptq

N 1 we have to compute the adjoint of KN and of GN , cf. (4.1) and (4.2). We follow
the computations done in [13]. By Lemma 2.4 of [13], we get

K˚,υuptq

N 1 “ ´
1

2

ÿ

i,jPTd
N ,

|i´j|“1

pui ´ ujq
2ωjωi `

ÿ

iPTd
N

p∆uqiωi (4.27)

where p∆uqi “
ř

jPTd
N ,|i´j|“1puj ´ uiq is the discrete Laplacian. Since c0 satisfies the condition (1.5)

of [13] (see Remark 4.2), by Lemma 2.5 of [13] we get

G˚,υuptq

N 1 “
ÿ

iPTd
N

`

c`
i pηqp1 ´ uiq ´ c´

i pηqui ` βp1 ´ 2uiq
˘

ωi

“
ÿ

iPTd
N

`

pc`
i pηq ´ c`

i puqqp1 ´ uiq ´ pc´
i pηq ´ c´

i puqqui
˘

ωi

`
ÿ

iPTd
N

`

c`
i puqp1 ´ uiq ´ c´

i puqui ` βp1 ´ 2uiq
˘

ωi.

(4.28)
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In the second equality we centered the variables c`
i pηq c´

i pηq since under υu, c`
i pηq and c´

i pηq are
Bernouilli random variables with expectation c`

i puq and c´
i puq respectively. Finally, by Lemma 2.6 of

[13] we get
Bt logψtpηq “

ÿ

iPTd
N

pBtuiqωi. (4.29)

Summarizing, we obtain the following result.

Proposition 4.4. The current Jtpηq satisfies

Jtpηq “
ÿ

iPTd
N

p´Btui ` 2αN2p∆uqi ` βp1 ´ 2uiq`Gpi, uqqωi

´ V pu, ηq ` V `pu, ηq ´ V ´pu, ηq,

(4.30)

where G was defined in (4.9) and

V `pu, ηq “
ÿ

iPTd
N

`

c`
i pηq ´ c`

i puq
˘

p1 ´ uiqωi, (4.31)

V ´pu, ηq “
ÿ

iPTd
N

`

c´
i pηq ´ c´

i puq
˘

uiωi, (4.32)

V pu, ηq “ ´αN2
ÿ

i,jPTd
N ,

|i´j|“1

pui ´ ujq
2ωjωi. (4.33)

In particular, if u satisfies (4.10) the current reduces to the second line.

In the rest of the section we provide estimates of V `, V ´ and V .

4.1.2 Estimates of V ` and V ´

Let us denote te1, e2, . . . , edu the canonical basis of Zd. For φ : Td
N Ñ R and i P Td

N and k P t1, . . . , du,
let ∇kφpiq “ φpi` ekq ´ φpiq. We denote }∇φ}8 “ maxi,k |∇kφpiq|.

We note that
V ´pu, ηq “ ´V `p1 ´ u, 1 ´ ηq, (4.34)

so that the bound for V ` can be transferred to V ´, see Remark 4.3. In the following we get an
upper-bound for V `. Denote ϑ`

i “ c`
i pηq ´ c`

i puq and ω`
i “ p1 ´ uiqωi “

ηi´ui

ui
.

Then

V `pu, ηq “
ÿ

iPTd
N

ϑ`
i ω

`
i (4.35)

To bound V `pu, ηq we follow the method used by Jara and Menezes [19] and by Funaki and Tsuneda
[13]. For this purpose let us observe that the carré du champ referred to the generator LN , namely,
ΓN phq “ LNh

2 ´ 2hLNh can be decomposed as

ΓN phq “ ΓG
N phq ` 2αN2ΓK

N phq, (4.36)

where ΓG
N phq and ΓK

N phq are the carré du champ related to the generator GN and KN respectively (cf.
(4.1) and (4.2)). In particular,

ΓK
N phq “

1

2

ÿ

i,jPTd
N :

|i´j|“1

phpηi,jq ´ hpηqq2 . (4.37)

In the next result we provide the control that we need for V `.
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Theorem 4.5. Under Assumption 1, we have that for any u : Td
N Ñ r0, 1s such that

1. ε :“ 1 ´ |||u|||8 ą 0 with |||u|||8 :“ min
!

}u}8, }1 ´ u}8

)

,

2. }∇upiq}8 ď C0
N with C0 independent of N ,

and for any density f with respect to υu we have that
ż

V `pu, ηqfpηqυupdηq ď δN2

ż

ΓK
N

`

a

f
˘

pηqυupdηq ` C1ℓ
d
VHpfυu | υuq ` C2N

d´a, (4.38)

for any δ ą 0 and C1 “ 3ddpd` 1q 6
ε2

`

1
δ ` C0

ε2

˘

, C2 “ 6C0
ε4

for N ą 2C0
ε2

.

Remark 4.3. Note that if the estimate (4.38) holds, then it holds for V ´. Indeed, using (4.34), the
fact that |||u|||8 “ |||1 ´ u|||8 “ 1 ´ ε and that, under υ1´updηq, 1 ´ η has for law υu we get

ż

V ´pu, ηqfpηqυupdηq “ ´

ż

V `p1 ´ u, 1 ´ ηqfpηqυupdηq

“

ż

V `p1 ´ u, ηqfp1 ´ ηqυ1´updηq

ď δN2

ż

ΓK
N

`

a

f
˘

p1 ´ ηqυ1´updηq ` C1ℓ
d
VHpfp1 ´ ¨qυ1´u | υ1´uq ` C2N

d´a

“ δN2

ż

ΓK
N

`

a

f
˘

pηqυupdηq ` C1ℓ
d
VHpfυu | υuq ` C2N

d´a.

Proof of Theorem 4.5. The proof will proceed in several steps.
Note that, according to Hoeffeding Inequality (Lemma A.4), under the probability measure υu,

ϑ`
i is sub-Gaussian with variance parameter 1

4 and ω`
i is sub-Gaussian with variance parameter 1

4u2
i
.

As in Jara and Menezes [19], we proceed to use an averaged version of V `. Let ℓ ą 0 and consider
Λℓ “ t0 . . . , ℓ´ 1ud the cube of size ℓ starting at 0. Let pℓpiq “ ℓ´d

1tiPΛℓu and p̂ℓpiq “ ℓ´d
1tiP´Λℓu “

pℓp´iq. Then for φ defined on Td
N , we set

ÐÝ
φ piq :“ pℓ ˚ φpiq “

ÿ

j`k“i

pℓpjqφpkq “
ÿ

j

pℓpjqφpi´ jq “ ℓ´d
ÿ

jPΛℓ

φpi´ jq (4.39)

ÝÑ
φ piq :“ p̂ℓ ˚ φpiq “

ÿ

j`k“i

pℓp´jqφpkq “
ÿ

j

pℓp´jqφpi´ jq “ ℓ´d
ÿ

jPΛℓ

φpi` jq. (4.40)

Let us denote qℓ “ pℓ ˚pℓ. We have qℓpiq “ ℓ´2d|Λℓ Xpi´Λℓq|. Thus, 0 ď qℓpiq ď ℓ´d and qℓpiq “ 0
if and only if i R Λ2ℓ´2. All sum being finite, we get for φ and ψ defined on Td

N :
ÿ

i,j

φpiqψpi` jqqℓpjq “
ÿ

i,j,k

φpiqψpi` jqpℓpkqpℓpj ´ kq “
ÿ

i,k

φpiqpℓpkq
ÿ

j

ψpi` jqpℓpj ´ kq

“
ÿ

i,k

φpiqpℓpkqpp̂ℓ ˚ ψqpk ` iq “
ÿ

j

ÿ

i

φpiqpℓpj ´ iqpp̂ℓ ˚ ψqpjq

“
ÿ

j

ppℓ ˚ φqpjqpp̂ℓ ˚ ψqpjq “
ÿ

j

ÐÝ
φ pjq

ÝÑ
ψ pjq.

Thus let V `,ℓ :“
ř

iPTd
N
ϑ`
i ω

`,ℓ
i with ω`,ℓ

i “
ř

j ω
`
i`jqℓpjq. We have that

V `,ℓ “
ÿ

i,jPTd
N

ϑ`
i ω

`
i`jqℓpjq “

ÿ

iPTd
N

ÐÝÝ

ϑ`
i

ÝÝÑ

ω`
i. (4.41)

Then Theorem 4.5 is proved with the following two estimates.
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Lemma 4.6. Suppose that |||u|||8 ă 1 and let ε “ 1 ´ |||u|||8. Then for any ℓ ą ℓV

ż

V `,ℓfυupdηq ď Cε´1ℓ
d{2
V

ˆ

Hpfυu | υuq `
Nd

ℓd

˙

. (4.42)

The constant C depends only on the dimension, namely it can be taken as C “ 3d2d{2`2.

Lemma 4.7. Suppose ε “ 1 ´ |||u|||8 ą 0 and }∇upiq}8 ď C0
N for some C0 ą 0 independent of N ,

where ∇upiq “ p∇kupiqqdk“1. Then, for any ℓ ą ℓV , with ℓ “ Nκ for some κ ą 0, and δ ą 0

ż

pV ` ´ V `,ℓqfυupdηq ď δN2

ż

ΓK
N p

a

fq υupdηq

` C1ℓ
d
V
gdpℓqℓd

N

˜

´

2 `
ℓV
ℓ

¯d
H
`

fυu
ˇ

ˇ υu
˘

`
Nd

ℓd

¸

` C2N
d´1 (4.43)

where C2 “ 3C0
ε4

`

1 ` 2C0
Nε2

˘

and C1 “ 3ddpd ` 1q
`

2
δε2

`

1 ` C0
Nε2

˘

` C2

˘

depends only on the dimension
and gdpℓq is defined in (4.47).

Indeed, we choose ℓ such that ℓdgdpℓq
N ď C0: more precisely, for any δ0 P p0, 1q we take

ℓ “ N
1
2

p1´δ0q for d “ 1, and ℓ “ N
1
d

p1´δ0q for d ě 2. (4.44)

Since ℓdV has a log-growth (cf. Assumption 1), this choice of ℓ together with Lemmas 4.6 and 4.7
concludes the proof of Theorem 4.5.

We now prove Lemma 4.6 and Lemma 4.7.

Proof of Lemma 4.6. We start by recalling that V `,ℓ “
ř

iPTd
N

ÐÝÝ
ϑ`

i

ÝÝÑ
ω`

i. Note that, under υu, using

Lemma A.3,
ÝÝÑ
ω`

i is a sub-Gaussian variable with variance parameter
ř

iPΛℓ

1
4u2

i ℓ
2d ď 1

4ε2ℓd
.

Since c`
i pηq is a function of pηi`jqjPVN

, then for i and j such that |i ´ j|8 ą ℓV , ϑ`
i and ϑ`

j are

independent, and sub-Gaussian with variance parameter 1
4 . Using Lemma A.3,

ÐÝÝ
ϑ`

i is a sub-Gaussian

variable with variance parameter ℓdV
4ℓd

´

1 `
ℓV
ℓ

¯d
ď 2d´2 ℓ

d
V
ℓd
.

We note that all the sites involved in the averages
ÐÝÝ
ϑ`

i

ÝÝÑ
ω`

i are in i ` QℓV{2`ℓ, where Qm “

t´m, . . . ,mud is the d-dimensional cube centered at 0. In particular, for i and j such that |i´ j|8 ą

ℓV ` 2ℓ, the corresponding averages are independent (under υu). Then, we can take a partition of
Td
N into independent sites by letting i “ j ` pℓV ` 2ℓqk where j P ΛℓV`2ℓ and k P ΛrN{pℓV`2ℓqs. The
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entropy inequality (cf. (B.3) in [19]) gives

ż

V `,ℓfυupdηq “
ÿ

jPΛℓV`2ℓ

ż

ÿ

kPΛrN{pℓV`2ℓqs

ÐÝÝ

ϑ`
j`pℓV`2ℓqk

ÝÝÑ

ω`
j`pℓV`2ℓqkfυupdηq

ď
ÿ

jPΛℓV`2ℓ

1

γ

˜

Hpfυu | υuq

`
ÿ

kPΛrN{pℓV`2ℓqs

log

ż

exp

#

γ
ÐÝÝ

ϑ`
j`pℓV`2ℓqk

ÝÝÑ

ω`
j`pℓV`2ℓqk

+

υupdηq

¸

ď
pℓV ` 2ℓqd

γ
Hpfυu | υuq `

1

γ

ÿ

iPTd
N

log

ż

exp
!

γ
ÐÝÝ

ϑ`
i

ÝÝÑ

ω`
i

)

υupdηq

According to Lemma A.2, for γ´1 “ 2d{2`2ℓ´dε´1ℓ
d{2
V , we have that

log

ż

exp
!

γ
ÐÝÝ

ϑ`
i

ÝÝÑ

ω`
i

)

υupdηq ď log 3.

Thus we obtain
ż

V `,ℓfυupdηq ď 2d{2`2ε´1ℓ
d{2
V

˜

ˆ

2 `
ℓV
ℓ

˙d

Hpfυu | υuq `
Nd

ℓd
log 3

¸

.

Proof of Lemma 4.7. We first prove the Lemma by also assuming that VN Ă ZdzNd. In Remark 4.4
at the end of the proof we show how to remove this assumption in dimension d ą 1. In dimension
d “ 1 the assumption VN Ă ZzN is necessary (cf. Assumption 1).

We then proceed as in Jara and Menezes [19]. We use the fact that

V ` ´ V `,ℓ “
ÿ

iPTd
N

ϑ`
i pω`

i ´ ω`,ℓ
i q

“
ÿ

i,jPTd
N

ϑ`
i ω

`
i`jp1t0upjq ´ qℓpjqq. (4.45)

We now use Lemma 3.2 in [19] stating that there exists a function Φℓ : Zd ˆ Zd Ñ R which is a
flow connecting the distribution 1t0u to qℓ, i.e

• Φℓpi, jq “ ´Φℓpj, iq

•
ř

j : |i´j|“1Φℓpi, jq “ 1t0upiq ´ qℓpiq

• Φℓpi, jq “ 0 for i, j R Λ2ℓ´1

• there is a constant C “ Cpdq independent of ℓ such that
ÿ

|i´j|“1

|Φℓpi, jq|2 ă Cgdpℓq and
ÿ

|i´j|“1

|Φℓpi, jq| ă Cℓ (4.46)

where

gdpℓq “

$

’

&

’

%

ℓ for d “ 1

logpℓq for d “ 2

1 for d ě 3

(4.47)
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Using the flow Φℓ we therefore have

V ` ´ V `,ℓ “
ÿ

i,jPTd
N

ϑ`
i ω

`
i`j

ÿ

k : |j´k|“1

Φℓpj, kq

“
ÿ

i,jPTd
N

ϑ`
i ω

`
i`j

d
ÿ

k“1

!

Φℓpj, j ` ekq ´ Φℓpj ´ ek, jq
)

“

d
ÿ

k“1

ÿ

i,jPTd
N

ϑ`
i Φℓpj, j ` ekqpω`

i`j ´ ω`
i`j`ek

q

“

d
ÿ

k“1

ÿ

i,jPTd
N

ϑ`
i´jΦℓpj, j ` ekqpω`

i ´ ω`
i`ek

q

“

d
ÿ

k“1

ÿ

iPTd
N

hki pω`
i ´ ω`

i`ek
q (4.48)

where
hki “ hℓ,ki :“

ÿ

jPTd
N

ϑ`
i´jΦℓpj, j ` ekq “

ÿ

jPΛ2ℓ´1

ϑ`
i´jΦℓpj, j ` ekq. (4.49)

To complete the result we need to estimate (4.48). We apply Lemma 3.5 of [13], whose assumptions
are satisfied in our case. Note that the hypothesis of Lemma 3.5 are satisfied in our case: u´ “ ε and
u` “ 1´ ε and hki pηi,i`ekq “ hki pηq for any configuration η inasmuch hki is only a function of the sites
ηi´j`s, for s P VN , j P Λ2ℓ´1, so that it does not depend on ηi and ηi`ek since VN Ă ZdzNd. Moreover,
we observe that Lemmas 3.4 and 3.5 of [13] apply to our case replacing χpuiq by ui. Therefore, for
any α1 ą 0 we have that

ż

hki pω`
i ´ ω`

i`ek
qfυupdηq ď

α1

2

ż

`

b

fpηi,i`ekq ´
a

fpηq
˘2
υupdηq

`
C1,ε

α1

ż

phki q2fυupdηq `Rk
i . (4.50)

with C1,ε “ 2
ε2

`

1 ` C0
Nε2

˘

and where the rest term Rk
i is controlled as

Rk
i ď C2,ε

ˇ

ˇ∇kui
ˇ

ˇ

ż

ˇ

ˇhki pηq
ˇ

ˇfυupdηq , (4.51)

with, for ε ă 1
2 , C2,ε “ 3

ε4

`

1 ` 2C0
Nε2

˘

. We now take α1 “ δN2, with δ ą 0. We get (cf. (4.37))

ż

pV ` ´ V `,ℓqfυupdηq “

d
ÿ

k“1

ÿ

iPTd
N

ż

hki pω`
i ´ ω`

i`ek
qfυupdηq

ď δN2

ż

ΓK
N p

a

fq υupdηq `
C1,ε

δN2

d
ÿ

k“1

ÿ

iPTd
N

ż

phki q2fυupdηq `

d
ÿ

k“1

ÿ

iPTd
N

Rk
i . (4.52)

The first term is the same of (4.43), then to conclude the proof we have to upper bound the second
and the third term of (4.52).

Let us start from the third one. Using that
ˇ

ˇ∇kui
ˇ

ˇ ď C0
N and |hki | ď 1 ` phki q2 in (4.51) we get

Rk
i ď

C0C2,ε

N

ż

`

1 ` phki q2
˘

fυupdηq .
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So that, the last term of (4.52) is bounded by

C0C2,ε

¨

˝Nd´1 `
1

N

d
ÿ

k“1

ÿ

iPTd
N

ż

phki q2fυupdηq

˛

‚.

Let us note that this last term dominates the second term of (4.52). To conclude the proof we need
to upper-bound

d
ÿ

k“1

ÿ

iPTd
N

ż

phki q2fυupdηq.

As we noted above, hki depends only on the sites ηi´j`s, for s P VN and j P Λ2ℓ´1, so that the random
variables hki and hki1 are independent if |i ´ i1|8 ą p2ℓ ` ℓVq. We then decompose Td

N as a disjoint
union of cubes of size 2ℓ`ℓV , that is, we write i “ j`pℓV `2ℓqz where j P ΛℓV`2ℓ and z P ΛrN{pℓV`2ℓqs,

ÿ

iPTd
N

ż

phki q2fυupdηq “
ÿ

jPΛ2ℓ`ℓV

ÿ

zPΛrN{pℓV`2ℓqs

ż

phkj`zq2fυupdηq.

We then apply the entropy inequality and we get

ÿ

iPTd
N

ż

phki q2fυupdηq ď
1

γ

ÿ

jPΛ2ℓ`ℓV

˜

H
`

fυu
ˇ

ˇ υu
˘

` log

ż

exp

#

γ
ÿ

zPΛrN{pℓV`2ℓqs

phkj`zq2

+

υupdηq

¸

“
p2ℓ` ℓVqd

γ
H
`

fυu
ˇ

ˇ υu
˘

`
1

γ

ÿ

iPTd
N

log

ż

exp
!

γphki q2
)

υupdηq

(4.53)

To conclude we use a concentration inequality. We have that hki is sub-Gaussian random variable, let
σ2 be its variance parameter. By Proposition A.1 we have that for any γ ď 1

4σ2 ,
ż

exp
!

γphki q2
)

υupdηq ď log 3 .

Moreover, to get an upper bound on the variance parameter, we use the same decomposition of the
sum (4.49) into subsets which are independent (since ϑ`

j is a function of ηi`j , for i P VN and is
sub-Gaussian with variance parameter 1

4). This is done in Lemma F.12 in [19]. We then have that
σ2 ď Cdℓ

d
Vgdpℓq, where Cd is a constant which depends only on the dimension. By getting γ as large

as possible, namely γ´1 “ pd` 1qℓdV gdpℓq we obtain that

ÿ

iPTd
N

ż

phki q2fυupdηq ď pd` 1qℓdV gdpℓqℓd

˜

´

2 `
ℓV
ℓ

¯d
H
`

fυu
ˇ

ˇ υu
˘

`
Nd

ℓd
log 3

¸

. (4.54)

To conclude the proof we have to remove the assumption VN Ă ZdzNd. We show that in Remark
4.4.

Remark 4.4. We now show how it is possible to remove the assumption VN Ă ZdzNd if d ą 1.
By (4.48) we recall that V ` ´ V `,ℓ “

řd
k“1

ř

iPTd
N
hki pω`

i ´ ω`
i`ek

q where hki is defined in (4.49).
We also observe that, by assumption, ℓ ą ℓV . Since hki is a function of the sites ηi´j`s, for s P VN ,

19



j P Λ2ℓ´1, whenever |j| ą ℓV , then ϑ`
i´j does not depend on ηi and ηi`ek . Therefore we split hki into

the sum of two functions h1
i and h2

i . The first one is independent of ηi and ηi`ek , while the second
one depends on these sites,

h1
i :“

ÿ

jPΛ2ℓ´1

|j|ą2ℓV

ϑ`
i´jΦℓpj, j ` ekq, and h2

i :“
ÿ

jPΛ2ℓ´1

|j|ď2ℓV

ϑ`
i´jΦℓpj, j ` ekq. (4.55)

In such a way

V ` ´ V `,ℓ “ pV ` ´ V `,ℓq1 ` pV ` ´ V `,ℓq2, (4.56)

where

pV ` ´ V `,ℓq1 :“
d
ÿ

k“1

ÿ

iPTd
N

h1
ipω

`
i ´ ω`

i`ek
q and pV ` ´ V `,ℓq2 :“

d
ÿ

k“1

ÿ

iPTd
N

h2
i pω`

i ´ ω`
i`ek

q (4.57)

We can apply the method used above to pV ` ´ V `,ℓq1 obtaining that (4.54) holds. We control pV ` ´

V `,ℓq2 by showing that
ş

pV ` ´V `,ℓq2fυupdηq “ OpNd´εq, for some ε ą 0. For this purpose we apply
Cauchy-Swartz inequality to the measure fυupdηq, which gives

ż

h2
i pω`

i ´ ω`
i`ek

qfυupdηq ď

´

ż

ph2
i q2fυupdηq

¯
1
2
´

ż

pω`
i ´ ω`

i`ek
q2fυupdηq

¯
1
2 (4.58)

Therefore
ż

pV ` ´ V `,ℓq2fυupdηq “

d
ÿ

k“1

ÿ

iPTd
N

ż

h2
i pω`

i ´ ω`
i`ek

qfυupdηq

ď

d
ÿ

k“1

ÿ

iPTd
N

´

ż

ph2
i q2fυupdηq

¯
1
2
´

ż

pω`
i ´ ω`

i`ek
q2fυupdηq

¯
1
2

ď

¨

˝

d
ÿ

k“1

ÿ

iPTd
N

´

ż

ph2
i q2fυupdηq

¯

d
ÿ

k“1

ÿ

iPTd
N

´

ż

pω`
i ´ ω`

i`ek
q2fυupdηq

¯

˛

‚

1
2

, (4.59)

where in the last inequality we used again Cauchy-Swartz inequality.
We observe that pω`

i ´ ω`
i`ek

q “ p
ηi
ui

´
ηi`ek
ui`ek

q “ ηip
1
ui

´ 1
ui`ek

q ` 1
ui`ek

pηi ´ ηi`ekq, so that
ż

pω`
i ´ ω`

i`ek
q2fυupdηq ď 2

ż

ηi

´ 1

ui
´

1

ui`ek

¯2
fυupdηq ` 2

ż

1

u2i`ek

pηi ´ ηi`ekq2fυupdηq

ď Cε|∇uk|28 ` Cε

ż

pηi ´ ηi`ekq2fυupdηq ď C 1
ε,

uniformly on i and N . So that,

d
ÿ

k“1

ÿ

iPTd
N

´

ż

pω`
i ´ ω`

i`ek
q2fυupdηq

¯

ď C 1
εN

d. (4.60)

Therefore, by (4.59), to conclude the proof it is enough to show that

d
ÿ

k“1

ÿ

iPTd
N

´

ż

ph2
i q2fυupdηq

¯

“ OpNd´εq, (4.61)
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for some ε ą 0 small. For this purpose we have to look more carefully at the function Φℓpj, j`ekq which
defines the flow. We recall (cf. Appendix G of [19]) that in the construction of the flow connecting
1t0u and pℓ ˚pℓ, we first define a flow Ψℓ connecting 1t0u and pℓ supported in Λℓ which satisfies (4.46)
and then we define

Φℓpj, j ` ekq :“
ÿ

iPTd
N

Ψℓpi, i` ekqpℓpj ´ iq,

therefore
ÿ

jPΛ2ℓ´1

|j|ď2ℓV

ˇ

ˇΦℓpj, j ` ekq
ˇ

ˇ ď
ÿ

jPΛ2ℓ´1

|j|ď2ℓV

ÿ

iPTd
N

ˇ

ˇΨℓpi, i` ekq
ˇ

ˇpℓpj ´ iq

ď
ÿ

iPTd
N

ˇ

ˇΨℓpi, i` ekq
ˇ

ˇ

ÿ

jPΛ2ℓ´1

|j|ď2ℓV

pℓpj ´ iq ď Cℓ
ℓdV
ℓd
,

where we used that
ř

jPΛ2ℓ´1

|j|ď2ℓV

pℓpj ´ iq ď
ℓdV
ℓd

uniformly on i and (4.46) applied to Ψℓ. We deduce that,

since |ϑ`
i´j | ď 2,

d
ÿ

k“1

ÿ

iPTd
N

´

ż

ph2
i q2fυupdηq

¯

ď CNd ℓ2dV
ℓ2pd´1q

.

Since ℓ “ Nκ for some κ ą 0 and ℓdV grows logarithmically, the result follows (in dimension d ě 2).

Remark 4.5. Let us observe that in dimension d “ 1 we obtain that the last term is at least OpNdq,
so our approach does not allow to remove this assumption.

4.1.3 Estimate of V

We show that under the hypothesis of Theorem 4.5, V pu, ηq satisfies (4.38). For i P Td
N and k P

t1, . . . , du we let

rωk
i :“ ´αN2pui ´ ui`ekq2ωi.

In such a way we get

V pu, ηq “ ´αN2
ÿ

i,jPTd
N

|i´j|“1

pui ´ ujq
2ωiωj

“ ´αN2
d
ÿ

k“1

ÿ

iPTd
N

#

pui ´ ui`ekq2ωiωi`ek ` pui ´ ui´ekq2ωiωi´ek

+

“

d
ÿ

k“1

ÿ

iPTd
N

#

rωk
i ωi`ek ` rωk

i´ek
ωi

+

“ 2
d
ÿ

k“1

ÿ

iPTd
N

rωk
i´ek

ωi.

For k P t1, . . . , du we let rV k :“
ř

iPTd
N
rωk
i´ek

ωi and rV k,ℓ :“
ř

iPTd
N

ÐÝÝÝ

rωk
i´ek

ÝÑ
ωi . We have that rV k,ℓ and

rV k ´ rV k,ℓ satisfy (4.42) and (4.43) respectively, which implies that V pu, ηq satisfies (4.38). The proof
follows the same ideas of V ` and V ´ and it is actually simpler since we do not have to deal with the
diameter of VN . We omit the details.
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4.1.4 Conclusion: Gronwall’s inequality (4.13)

We observe that since ΓK
N p

?
fq ď ΓN p

?
fq, cf. (4.36) and that the carré du champ operator is non-

negative, (4.13) is a consequence of Proposition 4.3 and Theorem 4.5 with uptq “ uN ptq, the solutions
of (4.10), f “

dµt

dυuptq
if we show that, like the initial profile, uN satisfies Assumption 2 for any t P r0, τ s.

This is one of the goal of the Section 5, see Propositions 5.2 and 5.3.

5 Estimates on the solutions puNq of (4.10)

We say that u is supersolution of (4.10) if Btui ě 2αN2p∆uqi ` βp1 ´ 2uiq ` Gpi, uq and that it is a
subsolution if Btui ď 2αN2p∆uqi ` βp1 ´ 2uiq `Gpi, uq.

Note that any solution is both a super- and a subsolution. We have a comparaison lemma between
super and subsolutions.

Proposition 5.1. Let u be a supersolution, and v be a subsolution such that up0, iq ě vp0, iq for all
i P Td

N . Then, for all t ě 0 and all i P Td
N , upt, iq ě vpt, iq.

Proof. Since u and v have derivative in time they are continuous, consider i and t such that upt, iq “

vpt, iq and upt, jq ě vpt, jq. Then, we have Gpi, uptqq ě Gpi, vptqq by Proposition B.1, and thus

Btpupi, tq ´ vpi, tqq “ 2αN2
ÿ

j,|i´j|“1

pupj, tq ´ vpj, tqq `Gpi, uptqq ´Gpi, vptqq ě 0. (5.1)

This proves that u stays above v at all time.

From the two previous propositions we conclude:

Proposition 5.2. Let δ “
β

1`4β and suppose 0 ă δ ă 1
4e . Let also 4δ ď T ď 1 ´ 4δ and 0 ď ε ă 2δ.

For all KN ą
| logpε{2q|

ε2
, and all N , consider the solution puN pt, iqqiPTd

N
of Equation (4.10) starting

from u0 P rε, 1 ´ εs, then we have that uN pt, iq P rε, 1 ´ εs for all i and t ě 0.

Note that the proposition holds for ε “ 0.

Proof. Let p P r0, 1s, and set upiq “ p, for all i. Using that gKN
ppq “ Gpi, pq, we have that

• if gKN
ppq ` βp1 ´ 2pq ě 0, then u is a subsolution;

• if gKN
ppq ` βp1 ´ 2pq ď 0, then u is a supersolution.

Then, by using the result of Proposition B.2 on the analysis of gKppq close to p “ 0 and p “ 1, it
is easy to check that upiq “ ε is a subsolution and upiq “ 1 ´ ε is supersolution, for ε satisfying the
hypothesis of the proposition.

In particular, for p “ 1, gKN
p1q “ 0 , we have a supersolution. For p “ 0, gKN

p0q “ 0, we have a
subsolution.

In the next result, we show that if u solves (4.10) and }∇up0, iq}8 ď C
N , then }∇upt, iq}8 ď

C
?
t

N
for any t ą 0.

Proposition 5.3. Let u be a solution of (4.10) with up0q “ u0 such that, there exists C0 ą 0 for
which |∇u0|8 ď C0

N . Then, there exists C ą 0 such that }∇upt, iq}8 ď
C0`C

?
t

N for all t ě 0.
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To prove Proposition 5.3 we follow [13] and the reference therein, in particular [12]. Using the
notation of [12] we let ppt, x, zq be the heat kernel of discrete Laplacian

∆upt, iq “
ÿ

jPZd

api, i` jq
“

upt, i` jq ´ upt, iq
‰

, (5.2)

with api, jq “ 1tj´iPΓu and Γ “ t˘ei, i “ 1, . . . , du, that is,
#

pp¨, i0, iq “ δi0p¨q,

Btppt, i0, iq “ ∆ppt, i0, iq.

In this case (comments below (1.2) of [12] for the definition and discussion of a˚ and p˚) we have that
a˚pt, i, jq “ apt, i, jq so that p˚pt, i, jq “ ppt, i, jq. Let ∇kupt, iq “ upt, i` ekq ´ upt, iq, then since p is
a uniform transitions function, there exist c, C ą 0 independent of t, k such that (cf. (1.3) of [12])

ˇ

ˇ∇kppt, 0, iq
ˇ

ˇ ď C
ppct, 0, iq
?
1 _ t

. (5.3)

We refer to [12], Section 4 and the reference therein for a proof. We stress that the delicate point
is to extend the classical theory of E. De Giorgi, J. Nash and J. Moser to discrete operators. The
authors follow mainly [11], but similar results can be also found in [15] (Appendix B) and [33].

Proof of Proposition 5.3. Using Duhamel’s formula (i.e., variation of constant) we get that

upt, iq “
ÿ

jPTd
N

up0, jqpN pt, i, jq `

ż t

0
ds

ÿ

jPTd
N

pβp1 ´ 2ujq `GjpuqqpN pt´ s, i, jq, (5.4)

where pN pt, i, jq “
ř

zPNZd pp2αN2t, i, j ` zq is the heat kernel of discrete Laplacian on the torus
speeds up by a factor 2αN2 and ppt, i, jq is the heat kernel introduced above. We observe that (5.3)
gives

ˇ

ˇ∇kpN pt, 0, iq
ˇ

ˇ ď
C

N

pN pct, 0, iq
?
t

. (5.5)

For the first term, using that pN pt, i, jq “ pN pt, i ` z, j ` zq for any i, j, z P Td
N and the assumption

on ∇u0 (cf. Assumptions 2), an integration by parts gives
ˇ

ˇ

ˇ

ˇ

∇k

"

ÿ

jPTd
N

up0, jqpN pt, i, jq

*ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ÿ

jPTd
N

up0, jq
`

pN pt, i` ek, jq ´ pN pt, i, jq
˘

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ÿ

jPTd
N

up0, jqpN pt, i, j ´ ekq ´
ÿ

jPTd
N

up0, jqpN pt, i, jq

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ÿ

jPTd
N

´

up0, j ` ekq ´ up0, jq
¯

pN pt, i, jq

ˇ

ˇ

ˇ

ˇ

ď
C

N
.

By using that pβp1 ´ 2ujq `Gjpuqq is bounded and (5.5) we get that for any k “ 1, . . . , d,
ˇ

ˇ

ˇ

ˇ

∇k

"
ż t

0
ds

ÿ

jPTd
N

pβp1 ´ 2ujq `GjpuqqpN pt´ s, i, jq

*
ˇ

ˇ

ˇ

ˇ

ď
C

N

ż t

0

1
?
t´ s

ds “
C

N

?
t .
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6 Existence and uniqueness of reaction-diffusion PDE

In Section 7, we prove that in the limit N Ñ 8, the solution of the discretized Equation 4.10, with
uN pt “ 0q “ uN0 P r0, 1sT

d
N satisfying Assumption 2, converges to a solution of the scalar nonlinear

reaction diffusion equation

• when KN Ñ K as N Ñ 8:

Btupt, xq “ 2α∆upt, xq ` βp1 ´ 2upt, xqq ` gKpupt, xqq, (6.1)

• when KN Ñ 8 as N Ñ 8:

Btupt, xq “ 2α∆upt, xq ` βp1 ´ 2upt, xqq ` g8pupt, xqq. (6.2)

The main difference between the two equations is that in the first case (K ă `8), gK is a C1

function on r0, 1s (thus Lipschitz) so the reaction diffusion equation (6.1) is very classical, whereas
for the second case (K “ `8), since g8 is not even continuous we need to consider (6.2) as a
subdifferential inclusion.

The main results of this section are

(i) Proposition 6.3 which proves existence of a solution, in a suitable sense, for the equation (6.2),

(ii) Proposition 6.4 which proves local uniqueness of the solution, in a suitable sense, for the equation
(6.2), starting from a suitable class of initial conditions,

(iii) and Theorem 7.1 which proves that all accumulation points of puN qN is a solution, in a suitable
sense, for the equation (6.2).

In the rest of this section we change our notations and define v “ 2u´ 1. We center the solution
around the constant steady state u “ 1

2 . It simplifies the presentation and proofs of our results. The
original form of our equations can be retrieved by letting u “ 1

2pv` 1q. In such a way (6.1) takes the
form

Btvpt, xq ´ 2α∆vpt, xq ` 2βv ´ 2gK

ˆ

1

2
pv ` 1q

˙

“ 0. (6.3)

6.1 Solution of (6.1)

Let us denote spt, x, yq the semigroup of the operator 1
2∆ on Td, that is,

spt, x, yq “
1

p2πtqd{2

ÿ

kPZd

exp

ˆ

´
}x´ y ´ k}2

2t

˙

. (6.4)

Denote also s0pt, x, yq the semigroup of the operator 1
2∆ on Rd,

s0pt, x, yq “
1

p2πtqd{2
exp

ˆ

´
}x´ y}2

2t

˙

. (6.5)

Note that ξ ÞÑ s0pt, 0, ξq is the density of d independent normal random variables with variance t.
Let us consider pSλ,γ

t q the semigroup on L1pTdq defined by, for f P L1pTdq, λ ě 0 and γ ą 0

Sλ,γ
t fpxq “

ż

Td

e´λtspγt, x, yqfpyqdy “

ż

Rd

e´λts0pγt, x, yq rfpyqdy, (6.6)

where for a measurable function f on Td, we denoted rf its extension on Rd defined by rfpxq “ fpx´txuq.
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Another way to define Sλ,γ
t is to use the Brownian motion: denote by X a Brownian motion on

Rd starting from x on some probability space pΩ,F ,Pxq, indeed we have Sλ,γ
t fpxq “ e´λtExp rfpXγtqq,

and for all λ ě 0, and γ ą 0, Sλ,γ is a C0-contraction semigroup on LppTdq for p P r1,`8s.
As we will look at (6.1) in its mild form, the following result is crucial to study the regularity of

the solution.

Proposition 6.1. For v0 P L8pTdq and g P L8pr0, τ s ˆ Tdq, define

vpt, xq :“ Sλ,γ
t v0pxq `

ż t

0
Sλ,γ
t´spgps, ¨qqpxqds. (6.7)

then v P Cpr0, τ s,Tdq.We have the following estimates, for all pt, xq P R` ˆ Td,

|vpt, xq| ď e´λt}v0}8 `
1

λ
p1 ´ e´λtq}g}8 ď }v0}8 `

1

λ
}g}8 (6.8)

and for all τ ą 0, there exists a constant C depending only on τ, γ, λ and d, such that for all
pt, xq, ps, yq P r1{τ, τ s ˆ Td with s ă t

|vpt, xq ´ vps, yq| ď Cppt´ sq| logpt´ sq| ` }x´ y}qp}g}8 ` }v0}8q. (6.9)

Remark 6.1. v is called a mild solution of the equation Btv ´
γ
2∆v ` λv “ g with initial value v0.

The fact that a mild solution is a classical solution if g is sufficiently regular is a result from Pazy
([28], Corollary 4.2.5).

Estimates (6.8) and (6.9) are quite standard but we include the proof for the sake of completeness.

Proof of Proposition 6.1. The fact that v P Cpr0, τ s, L8pTdqq is a consequence of the fact that Sλ,γ

is a C0 contraction semigroups on L8. For the first estimate (6.8), we have that:

|vpt, xq| ď |Sλ,γ
t v0pxq| `

ˇ

ˇ

ˇ

ˇ

ż t

0
Sλ,γ
t´upgpu, ¨qqpxqdu

ˇ

ˇ

ˇ

ˇ

ď e´λt}v0}8

ż

Rd

s0pγt, x, zqdz ` }g}8

ż s

0
e´λpt´uq

ż

Rd

s0pγpt´ uq, x, zqdzdu

“ e´λt}v0}8 `
1

λ
p1 ´ e´λtq}g}8.

For the estimate (6.9), we start by letting s ă t, we have

|vpt, xq ´ vps, yq| ď |Sλ,γ
t v0pxq ´ Sλ,γ

s v0pyq|

`

ˇ

ˇ

ˇ

ˇ

ż t

0
Sλ,γ
t´upgpu, ¨qqpxqdu´

ż s

0
Sλ,γ
s´upgpu, ¨qqpyqdu

ˇ

ˇ

ˇ

ˇ

ď I1}v0}8 ` pI2 ` I3q}g}8

where

I1 “

ż

Rd

ˇ

ˇ

ˇ
e´λts0pγt, x, zq ´ e´λss0pγs, y, zq

ˇ

ˇ

ˇ
dz,

I2 “

ż s

0

ż

Rd

ˇ

ˇ

ˇ
e´λpt´uqs0pγpt´ uq, x, zq ´ e´λps´uqs0pγps´ uq, y, zq

ˇ

ˇ

ˇ
dzdu,

I3 “

ż t

s

ż

Rd

e´λpt´uqs0pγpt´ uq, x, zqdzdu.

25



We have that I3 ď t´ s. For I1 and I2, we use the fact that, for i “ 1 . . . d

Bts0pt, 0, ξq “
1

2
∆ξs0pt, 0, ξq “

1

2

ˆ

}ξ}2

t2
´
d

t

˙

s0pt, 0, ξq

Bξis0pt, 0, ξq “ ´
ξi
t
s0pt, 0, ξq.

First for I1, denote c1prq “ rt` p1 ´ rqs and c2prq “ rpz ´ xq ` p1 ´ rqpz ´ yqq “ z ´ prx` p1 ´ rqyq

for r P r0, 1s, We have that

|pBts0qpγc1prq, 0, c2prqq| ď
1

2

ˆ

}c2prq}2

γ2c1prq2
`

d

γc1prq

˙

s0pγc1prq, 0, c2prqq

|pBξis0qpγc1prq, 0, c2prqq| ď
|c2prqi|

γc1prq
s0pγc1prq, 0, c2prqq

Therefore

I1 “

ż

Rd

ˇ

ˇ

ˇ
e´λts0pγt, 0, z ´ xq ´ e´λss0pγs, 0, z ´ yq

ˇ

ˇ

ˇ
dz

ď

ż

Rd

ż 1

0
|c1
1prqBtpe

´λts0pγt, 0, ξqq|t“c1prq,ξ“c2prq|drdz

`

ż

Rd

ż 1

0

d
ÿ

i“1

|c1
2prqiBξipe

´λts0pγt, 0, ξqq|t“c1prq,ξ“c2prq|drdz

ď I1,1 ` I1,2,

where we have, by applying Fubini and a change of variable

I1,1 “ pt´ sq

ż

Rd

ż 1

0

„

λe´λc1prq `
γ

2

ˆ

}c2prq}2

c1prq2
`

d

c1prq

˙ȷ

s0pγc1prq, 0, c2prqqdrdz

ď pt´ sq

ż 1

0

„

λe´λc1prq `
γ

2

ˆ

dγc1prq

γ2c1prq2
`

d

γc1prq

˙ȷ

dr

ď pt´ sq

ż 1

0

„

λe´λc1prq `
d

c1prq

ȷ

dr “

ż t

s

ˆ

λe´λu `
d

u

˙

du

“ e´λsp1 ´ e´λpt´sqq ` d log

ˆ

t

s

˙

ď

ˆ

λ`
d

s

˙

pt´ sq.

For the term I1,2, we get, using Cauchy-Schwarz, Fubini and a change of variable

I1,2 “

ż

Rd

ż 1

0

d
ÿ

i“1

|yi ´ xi|e
´λc1prq |c2prqi|

γc1prq
s0pγc1prq, 0, c2prqqdrdz

ď }x´ y}

ż 1

0

e´λc1prq

γc1prq

ż

Rd

}c2prq}s0pγc1prq, 0, c2prqqdzdr “ }x´ y}

ż 1

0

e´λc1prq

a

γc1prq
drC1

ď C1}x´ y}

ż t

s

e´λu

?
γu

du

t´ s
ď

C1
?
γs

}x´ y}

where C1 is the expectation of the quadratic norm of X “ pX1, X2, . . . Xdq of d independent standard
normal variables: C1 “ Ep}X}q ď Ep}X}2q1{2 “

?
d (we also have C1 “

?
2Γppd`1q{2q

Γpd{2q
„

?
d). We get

that, for s ě 1
T ,

I1 ď

ˆ

λ`
d

s

˙

pt´ sq `

d

d

γs
}x´ y} ď pλ` dτq pt´ sq `

d

dτ

γ
}x´ y}.
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For I2, we make the same computations with c1prq “ rpt´ uq ` p1´ rqps´ uq “ rt` p1´ rqs´ u
where u P r0, ss, we have, since c1

1prq “ t´ s,

I2 ď

ż s

0

ż t´u

s´u

ˆ

λe´λv `
d

v

˙

dvdu` C1}x´ y}

ż s

0

ż t´u

s´u

e´λv

?
γv

dv

t´ s
du

For the first integral, we have
ż s

0

ż t´u

s´u

ˆ

λe´λv `
d

v

˙

dvdu “ p1 ´ e´λpt´sqq

ż s

0
e´λps´uqdu` d

ż s

0
log

ˆ

t´ u

s´ u

˙

du

“
1

λ
p1 ´ e´λpt´sqqp1 ´ e´λsq

` d rt logptq ´ s logpsq ´ pt´ sq logpt´ sqs

ď λspt´ sq ` d rsplogptq ´ logpsqq ` pt´ sqplogptq ´ logpt´ sqqs

ď λspt´ sq ` dpt´ sq ` dpt´ sqp| logptq| ` | logpt´ sqq|q

ď pλs` d` | logptq|qpt´ sq ` dpt´ sq| logpt´ sq|.

For the second integral, we get
ż s

0

ż t´u

s´u

e´λv

?
γv

dvdu ď pt´ sq

ż s

0

1
a

γps´ uq
du “ pt´ sq

c

2s

γ
.

Then we obtain, for 1{τ ď s ă t ď τ

I2 ď pλs` d` | logptq|qpt´ sq ` dpt´ sq| logpt´ sq| ` C1}x´ y}

c

2s

γ

ď pλτ ` d` | logpτq|qpt´ sq ` dpt´ sq| logpt´ sq| `

d

2dτ

γ
}x´ y}.

At last, we get the following estimate

|vpt, xq ´ vps, yq| ď

«

pλ` dτq pt´ sq `

d

dτ

γ
}x´ y}

ff

}v0}8

`

«

pλτ ` | logpτq| ` d` 1qpt´ sq ` dpt´ sq| logpt´ sq| `

d

2dτ

γ
}x´ y}

ff

}g}8.

We modify a little our equation (6.1), both in order to obtain a sharper estimate on the uniform
norm of the solution and to get a coherent notation with the solution of the limit equation when
K Ñ `8.

We define for q P r´1, 1s,

rKpqq :“ ´

ż 1
2

pq`1q

1
2

4gKpsqds. (6.10)

We have that

r1
Kpqq “ ´2gK

ˆ

1

2
pq ` 1q

˙

“ ´p1 ´ qqP 1´q
2

“

X ă κpK,T q
‰

` p1 ` qqP 1`q
2

“

X ď κpK,T q
‰

. (6.11)
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So we let hK be

hKpqq “

$

’

&

’

%

´1 for q ă ´1

´r1
Kpqq ` q for q P r´1, 1s

1 for q ą 1

(6.12)

Since r1
Kp1q “ 0 and r1

Kp´1q “ 0, hK is continuous on R. We have that, for q P r´1, 1s,

hKpqq “ ´r1
Kpqq ` q “ p1 ´ qqP 1´q

2

“

X ă κpK,T q
‰

´ p1 ` qqP 1`q
2

“

X ď κpK,T q
‰

` q.

We now solve the following equation

Btvpt, xq ´ 2α∆vpt, xq ` p2β ` 1qv “ hKpvpt, xqq. (6.13)

Note that, this equation and (6.3) are exactly the same with the term v added on both sides if
}v}8 ď 1, since for q R r´1, 1s, hKpqq ‰ q. Thus, a solution v of (6.3) with }v}8 ď 1 will also be a
solution of (6.13) and reciprocally.

Proposition 6.2. For v0 P L8pTdq with }v0}8 ď 1, there exists a unique solution pvpt, xq, t ě 0, x P

Tdq to the problem

• v is continuous from R˚
` to L8pTdq

• v satisfies, for all t ą 0 and x P Td

vpt, xq “ S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rhKpvps, ¨qqspxqds. (6.14)

We say that v is a mild solution to (6.13). We have also that }v}8 ď 1 and v satisfies

vpt, xq “ S2β,4α
t v0pxq ´

ż t

0
S2β,4α
t´s rr1

Kpvps, ¨qqspxqds (6.15)

and thus is a mild solution of (6.3).

Proof. The first part of the proposition comes from a fixed point argument (see also Pazy [28],
Theorem 6.1.2) applied to the following functional. Let τ ą 0 and define the functional F :
Cps0, τ s, L8pTdqq Ñ Cps0, τ s, L8pTdqq defined by

F pvqpt, xq :“ S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rhKpvps, ¨qqspxqds. (6.16)

We equip Cps0, τ s, L8pTdqq with the uniform topology on all compact subset. We can apply the
Banach fixed point Theorem to F (see the proof of Pazy [28], Theorem 6.1.2. Moreover, the mapping
v0 ÞÑ v is Lipschitz continuous from L8 to Cps0, τ s, L8pTdqq.

An application of Proposition 6.1 proves that }v}8 ď 1.
Since hK is differentiable, then, if v0 P C2pTdq, v0 is in the domain of ∆ and thus v is classical

solution of (6.13) (Theorem 6.1.5 [28]). Thus v is a classical solution of (6.3) since }v}8 ď 1 and a
mild solution of (6.3). Now consider an approximating sequence pv0,nq in C2pTdq of v0 P L8, and
pvnq the sequence of mild solutions with initial value v0,n and v the mild solution of (6.13) with initial
value v. Then, since v0 ÞÑ v is Lipschitz continuous, by the dominated convergence theorem, we get
that, uniformly on rt0, τ s ˆ Td for all t0 ą 0, the right hand side of

vnpt, xq “ S2β,4α
t v0,npxq ´

ż t

0
S2β,4α
t´s rr1

Kpvnps, ¨qqspxqds (6.17)

converges to S2β,4α
t v0pxq ´

şt
0 S

2β,4α
t´s rr1

Kpvps, ¨qqspxqds, whereas the left hand side converges to v. So
we obtain that v is a mild solution of (6.3).
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6.2 Solution of (6.2)

6.2.1 Existence of a solution

We use the same transform as before, and let h8 be the pointwise limit of hK given below in (6.20).
The equation (6.2) is now formally

Btvpt, xq ´ 2α∆vpt, xq ` p2β ` 1qv “ h8pvpt, xqq. (6.18)

For the limiting equation, we prove first that the family pvKqK of solutions associated to hK with
common initial value v0 P L8pTdq in CpR`

˚ ˆ Tq is compact (with uniform norm on all compact
subset). Then, by taking the limit, any accumulation point v8 of the sequence satisfy the mild
formulation of the limiting equation relaxed as a subdifferential inclusion.

In order to prove this, we set some notations:

r8pqq :“ ´

ż 1
2

pq`1q

1
2

4g8psqds (6.19)

h8, the pointwise limit of hK , is the function on R

h8pqq “ 2g8

ˆ

1 ` q

2

˙

` q “ ´1qď´2ρ ` q1´2ρăqď2ρ ` 1qą2ρ. (6.20)

Then h8 is non-decreasing and is the left-derivative of the convex function H8

H8pqq :“ ´r8pqq `
q2

2
(6.21)

“ r´q ` 2ρ` 2ρ2s1tqď´2ρu `
1

2
q21t´2ρăqď2ρu ` rq ´ 2ρ` 2ρ2s1t2ρăqu

The subdifferential of H8 at q is defined as

BH8pqq “ tp P R, H8pq1q ´H8pqq ě ppq1 ´ qq, for all q1 P r´1, 1su.

In particular we have,

BH8pqq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

t´1u for q ă ´2ρ,

r´1,´2ρs for q “ ´2ρ,

tqu for ´2ρ ă q ă 2ρ,

r2ρ, 1s for q “ 2ρ,

t1u for q ą 2ρ.

(6.22)

We adopt the following definition for a solution of the equation (6.18):

Btvpt, xq ´ 2α∆vpt, xq ` p2β ` 1qv P BH8pvpt, xqq. (6.23)

Definition 6.1. We say that v is a mild solution of Equation (6.23) if it satisfies, for some τ ą 0
and all t ď τ

vpt, xq “ S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rwps, ¨qspxqds. (6.24)

where w P L2pr0, τ s ˆ Tdq, with wpt, xq P BH8pvpt, xqq almost everywhere.

Proposition 6.3. For v0 P L8pTdq, any accumulation point (in CpR˚
` ˆ Tdq equipped with uniform

norm on each compact set), of the sequence pvKq of solutions given by Proposition 6.2 is a mild
solution of (6.23).
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As a consequence of the proposition, there exists pvpt, xq, t ě 0, x P Tdq a mild solution of (6.23)
such that v is continuous from R˚

` to L8pTdq, and }v}8 ď 1.
The existence of a solution for a given initial condition v0 is not difficult and can be proved in

different ways. Here we adopt some kind of regularization procedure, since we have a natural family
of differentiable functions (namely the phKq) approximating h8 and we use the convergence of the
sequence pvKq in the next section to prove the convergence of the stochastic process. We also present
the proof because we need its arguments in order to prove the Theorem 7.1.

In the Remark 6.3, we present another construction of solution(s) using the monotonicity of h8

which is interesting since it also gives an insight on the problem of non-uniqueness.

Proof. For each K, we have a mild solution vK from Proposition 6.2. From Proposition 6.1, we have
that each solution is uniformly bounded, uniformly continuous on r1{τ, τ s ˆ Td, and the modulus of
continuity only depends on τ ą 1 (since the others parameters are fixed).

Therefore, by the Arzela-Ascoli Theorem, the sequence pvKqK is compact on the space Cpr1{τ, τ sˆ

Rdq and we can extract a subsequence converging uniformly in Cpr1{τ, τ sˆRdq, and then by a diagonal
argument, a sequence converging to a limit v8 in Cps0,8rˆRdq, uniformly on each compact. Note
that since }vK} ď 1 for all K, we also have }v8} ď 1. We show that v8 satisfies (6.23).

Let us assume that ρ ą 0. Denote for any s ą 0, Aρpsq :“ ty P Rd : |v8ps, yq| “ 2ρu. Note
that since h8 is uniformly continuous on r´1,´2ρr, s ´ 2ρ, 2ρr and s2ρ, 1s, we have that for any
y R Aρpsq, limKÑ8 hKpvKps, yqq “ h8pv8ps, yqq. Let y P Aρpsq and assume v8ps, yq “ 2ρ without
loss of generality, since vKps, yq converges to v8ps, yq, for all ε ą 0 such that 2ρ´ ε ą 0, there exists
K0 such that for all K ě K0, 2ρ´ ε ă vKps, yq ă 2ρ` ε. Thus, using Lemma B.5, we have that, for
all K ě K0, 2ρ´ 2ε ď hKpvKps, yqq ď 1. Then taking the limits in K and ε Ñ 0, we get

h8p2ρq “ 2ρ ď lim inf
KÑ8

hKpvKps, yqq ď lim sup
KÑ8

hKpvKps, yqq ď 1 “ h8p2ρ`q. (6.25)

For ρ “ 0, we have the same inequality since then h8p0q “ ´1 and h8p0`q “ 1.
Let w`ps, yq “ lim supKÑ8 hKpvKps, yqq and w´ps, yq “ lim infKÑ8 hKpvKps, yqq, thus we have

that for all ps, yq Ps0,`8rˆTd:

h8pv8ps, yqq ď w´ps, yq ď w`ps, yq ď h8pv8ps, yq`q. (6.26)

Since hKpvKq is bounded, by the Banach Alaoglu Theorem, the sequence is weakly compact in
L2ps0, τ rˆTdq, and we have a subsequence of phKpvKqqK converging weakly to w P L2

locps0,`8rˆTdq.
Since the density of the semigroup S2β`1,4α is in L2ps0, τ s ˆ Rdq for all T ą 0, we have as K Ñ `8,

v8pt, xq “ S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s wps, ¨qpxqds. (6.27)

Moreover, w´ and w` are bounded and therefore in L2ps0, τ s ˆ Tdq. Let φ P L2ps0, τ s ˆ Tdq and
φ ě 0, by the Fatou Lemma we get

0 “

ż

s0,τ sˆTd

lim inf
KÑ`8

phKpvKq ´ w´qφ

ď lim inf
KÑ`8

ż

s0,τ sˆTd

phKpvKq ´ w´qφ “

ż

s0,τ sˆTd

pw ´ w´qφ. (6.28)

We also have

0 “

ż

s0,τ sˆTd

lim inf
KÑ`8

pw` ´ hKpvKqqφ

ď lim inf
KÑ`8

ż

s0,τ sˆTd

pw` ´ hKpvKqqφ “

ż

s0,τ sˆTd

pw` ´ wqφ. (6.29)
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Thus, almost everywhere on s0,`8rˆTd, we have that

h8pv8q ď w´ ď w ď w` ď h8pv`
8q. (6.30)

Therefore, w P BH8pv8q a.e.

6.2.2 Uniqueness of solution of (6.23)

The main problem concerns the uniqueness of a solution. We prove first that, we do not have
uniqueness for a constant initial condition v0pxq “ 2ρ when 2ρ ă 1

1`2β , so we are in the case of
segregation or metastable segragation described by Figure 2.

Remark 6.2. We describe three possible solutions starting from the initial condition v0pxq “ 2ρ when
2ρ ă 1

1`2β .
Note that

S2β`1,4α
t v0pxq “

ż

Rd

e´p2β`1qts0pt, x, yq2ρdy “ 2ρe´p2β`1qt. (6.31)

Suppose that v does not depend on x, vpt, xq “ cptq for all x P Td, we have
ż t

0
S2β`1,4α
t´s rh8pvps, ¨qqspxqds “

ż t

0
h8pcpsqqe´p2β`1qpt´sqds. (6.32)

Let us consider the functions

v1pt, xq “ c1ptq “ 2ρe´2βt (6.33)

v2pt, xq “ c2ptq “ 2ρe´p2β`1qt `
1

1 ` 2β

´

1 ´ e´p2β`1qt
¯

“ 2ρ`

ˆ

1

1 ` 2β
´ 2ρ

˙

´

1 ´ e´p2β`1qt
¯

. (6.34)

Since, c1ptq P r0, 2ρr, for t ą 0, we have h8pc1ptqq “ c1ptq and then
ż t

0
h8pc1psqqe´p2β`1qpt´sqds “

ż t

0
2ρe´2βse´p2β`1qpt´sqds “ 2ρe´p2β`1qtpet ´ 1q. (6.35)

Therefore

S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rh8pv1ps, ¨qqspxqds “ 2ρe´p2β`1qt ` 2ρe´p2β`1qtpet ´ 1q

“ 2ρe´2βt “ v1pt, xq. (6.36)

Since 2ρ ă 1
1`2β , c2ptq Ps2ρ, 1s, for t ą 0, we have h8pc2ptqq “ 1 and then by the same computa-

tion,
ż t

0
h8pc2psqqe´p2β`1qpt´sqds “

1

1 ` 2β
p1 ´ e´p2β`1qtq. (6.37)

Therefore, we also have

S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rh8pv2ps, ¨qqspxqds “ v2pt, xq. (6.38)
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Thus, both v1 and v2 are mild solutions to (6.18) and thus to (6.23) with the same initial conditions.
Note that at t “ 0, we have v1p0, xq “ v2p0, xq “ 2ρ and

Btv
1p0, xq “ ´4βρ “ ´p2β ` 1q2ρ` 2ρ “ ´p2β ` 1q2ρ` h8p2ρ´q (6.39)

Btv
2p0, xq “ ´2ρp2β ` 1q ` 1 “ ´p2β ` 1q2ρ` h8p2ρ`q. (6.40)

We see that non uniqueness comes from the fact that at t “ 0, where vpt, xq “ 2ρ, we have at least
two choices for the derivative due to the fact that h8 is not continuous.

Note that if we consider the mild solution to the subdiffrential inclusion (6.23), then we have at
least a third solution: v3pt, xq “ 2ρ. We consider wpt, xq “ 2ρp2β ` 1q, we have

S2β`1,4α
t v0pxq `

ż t

0
S2β`1,4α
t´s rwps, ¨qspxqds “ 2ρe´p2β`1qt ` 2ρp2β ` 1q

ż t

0
e´p2β`1qpt´sqds (6.41)

“ 2ρ.

Since, 2ρ ă 1
1`2β , we have that 2ρ ă 2ρp2β ` 1q ă 1 so wpt, xq P BH8p2ρq.

Therefore, we cannot expect uniqueness for all initial condition, we have to impose some condition
on the initial condition if we want a unique solution.

In the literature, we can find different conditions ensuring that the solution of Equation (6.23) is
unique. Adapting [16] and [9], we prove that the regularity of the initial condition at the levels where
the non-linearity h8 is not continuous is sufficient.

Definition 6.2. A function v0 : Td Ñ r´1, 1s in C1pTdq is regular at level q Ps ´ 1, 1r if for all
x P Td, such that v0pxq “ q, we have ∇v0pxq ‰ 0.

Proposition 6.4. For v0 P C1pTdq, such that ∇v0 is Lipschitz on Td and regular at levels 2ρ and
´2ρ, the solution v to Equation (6.23) is locally unique. Moreover, the Lebesgue measure of the set
Aρpsq :“ ty P Rd : |vps, yq| “ 2ρu is zero.

We adapt two arguments by [16] and [9].

Lemma 6.5. If v is a mild solution of (6.23) with v0 P C1pTdq, and such that ∇v0 is Lipschitz on
Td, then, for all τ ą 0, there exists a constant C ą 0 such that, for all t P r0, τ s

}vptq ´ v0}8 ď Ct1{2, }∇vptq ´ ∇v0}8 ď Ct1{2. (6.42)

Proof. Since v is a mild solution of (6.23) there exists w P L8
locpr0 ` 8rˆTdq with }w}8 ď 1 since

w P BH8pvq. Thus we get

vptq ´ v0 “ S2β`1,4α
t v0 ´ v0 `

ż t

0
S2β`1,4α
t´s wpsqds. (6.43)

Then, we have for the last integral
›

›

›

›

ż t

0
S2β`1,4α
t´s wpsqds

›

›

›

›

8

ď

ż t

0
e´p2β`1qpt´sqds ď t.

We have also

|S2β`1,4α
t v0pxq ´ v0pxq| ď e´p2β`1qt

ż

Td

sp4αt, x, yq|v0pyq ´ v0pxq|dy

ď Le´p2β`1qt

ż

Rd

s0p4αt, x, yq}y ´ x}2dy

ď Le´p2β`1qt
?
4αtd ď L

?
4αdt1{2
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where L is the Lipschitz constant of v0 and the third inequality comes from the computation of the
upper bound of the quadratic norm of d independent random variables with common variance 4αt.
Therefore we obtain

}vptq ´ v0}8 ď pL
?
4αd`

?
τqt1{2 (6.44)

For the second bound, we use the fact that d
dxi
s0pt, x, yq “ ´ d

dyi
s0pt, x, yq, thus we have, using an

integration by parts

BxiS
2β`1,4α
t pv0q “ S2β`1,4α

t pBxiv0q. (6.45)

Then, we have

Bxivptq ´ Bxiv0 “ S2β`1,4α
t pBxiv0q ´ pBxiv0q

`

ż t

0

ż

Rd

e´p2β`1qpt´sqBxis0p4αpt´ sq, x, yqwps, yqdyds. (6.46)

We can treat both integrals as before, for the last integral:
ˇ

ˇ

ˇ

ˇ

ż t

0

ż

Rd

e´p2β`1qpt´sqBxis0p4αpt´ sq, x, yqwps, yqdyds

ˇ

ˇ

ˇ

ˇ

ď

ż t

0

e´p2β`1qpt´sq

4αpt´ sq

ż

Rd

|xi ´ yi|s0p4αpt´ sq, x, yqdyds

ď

ż t

0

e´p2β`1qpt´sq

4αpt´ sq

a

2αpt´ sqds

ď
1

?
2α

ż

?
t

0
e´p2β`1qu2

du ď

?
t

?
2α
.

For the first integral, we have the same estimates as before

|S2β`1,4α
t pBxiv0qpxq ´ Bxiv0pxq| ď L1

?
4αdt1{2 (6.47)

where L1 is the maximum of the Lipschitz constants of pBxiv0qi. Thus, we get

}∇vptq ´ ∇v0}8 ď

ˆ

L1
?
4αd`

1
?
2α

˙

t1{2 (6.48)

We now prove Proposition 6.4.

Proof. Let us assume that we have two solutions, v1 and v2 and let eptq “ }v1 ´ v2}L8pr0,tsˆRdq. Note
that the previous Lemma entails that, for all τ ą 0, there exists C, such that for t ă τ , we have
eptq ď C

?
t.

We define I`
s,t “ tps, yq, s ď t, |v1ps, yq ´ 2ρ| ď eptqu and I´

s,t “ tps, yq, s ď t, |v1ps, yq ` 2ρ| ď eptqu.
Since v1 and v2 are solutions of (6.23), there exists w1 and w2 such that w1 P BH8pv1q a.e.

and w2 P BH8pv2q. We can decompose each wi as wipt, xq “ f8pvipt, xqq ` gipt, xq where f8 is the
continuous part of BH8:

f8pqq “

$

’

&

’

%

´2ρ for q P r´1,´2ρs

q for q P r´2ρ, 2ρs

2ρ for q P r2ρ, 1s

(6.49)
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and gipt, xq “ wipt, xq ´ f8pvipt, xqq. Note that

gipt, xq “ ´1 ` 2ρ a.e. on tpt, xq, vipt, xq ă ´2ρu,

gipt, xq “ 0 a.e. on tpt, xq,´2ρ ă vipt, xq ă 2ρu, (6.50)
gipt, xq “ 1 ´ 2ρ a.e. on tpt, xq, vipt, xq ą 2ρu,

since wi “ h8pviq a.e. on tpt, xq, |vipt, xq| “ 2ρu.
As a consequence we have that, up to a negligible set, tps, yq, s ď t, g1ps, yq ‰ g2ps, yqu Ă I`

s,t YI´
s,t

since, g1ps, yq ‰ g2ps, yq entails that one of the following inequalities is true v2ps, yq ă 2ρ ă v1ps, yq

or v2ps, yq ă ´2ρ ă v1ps, yq or v1ps, yq ă 2ρ ă v2ps, yq or v1ps, yq ă ´2ρ ă v2ps, yq. For each case,
the inclusion is true: for the first one for example, if s ď t and v2ps, yq ă 2ρ ă v1ps, yq

eptq ě v1ps, yq ´ v2ps, yq “ v1ps, yq ´ 2ρ` 2ρ´ v2ps, yq ě v1ps, yq ´ 2ρ ě 0 (6.51)

thus ps, yq P I`
s,t. The same is true for the other cases.

Therefore we obtain the following expression for the difference v1 ´ v2:

v1pt, xq ´ v2pt, xq “

ż t

0

ż

Td

e´p2β`1qpt´sqsp4αpt´ sq, x, yqpf8pv1ps, yqq ´ f8pv2ps, yqqqdyds

`

ż t

0

ż

I`
s,tYI´

s,t

e´p2β`1qpt´sqsp4αpt´ sq, x, yqpg1ps, yq ´ g2ps, yqqdyds.

(6.52)

For the first integral in (6.52) we note that f8 is 1-Lipschitz, thus
ˇ

ˇ

ˇ

ˇ

ż t

0

ż

Td

e´p2β`1qpt´sqsp4αpt´ sq, x, yqpf8pv1ps, yqq ´ f8pv2ps, yqqqdyds

ˇ

ˇ

ˇ

ˇ

ď

ż t

0

ż

Td

e´p2β`1qpt´sqsp4αpt´ sq, x, yqeptqdyds ď teptq.

For the second integral in (6.52) we note that |gi| ď 1 ´ 2ρ, then we first have
ˇ

ˇ

ˇ

ˇ

ˇ

ż t

0

ż

I`
s,tYI´

s,t

e´p2β`1qpt´sqsp4αpt´ sq, x, yqpg1ps, yq ´ g2ps, yqqdyds

ˇ

ˇ

ˇ

ˇ

ˇ

ď 2p1 ´ 2ρq

ż t

0

ż

I`
s,tYI´

s,t

e´p2β`1qpt´sqsp4αpt´ sq, x, yqdyds.

Let s ď t, since v0 is regular on the level set tv0 “ 2ρu which is compact (since Td is) and ∇v0
is a Lipschitz function, we can find δ, η ą 0 such that on tv0 “ 2ρu ` Bδp0q, |∇v0pxq| ą η. Using
the second part of Lemma 6.5, and since eptq ď C

?
t, there exists T ą 0 such that for s ď t ď T ,

I`
s,t Ă tv0 “ 2ρu `Bδp0q and on I`

s,t, |∇v1psq| ą η{2.
Since I`

s,t is compact and ∇v1psq ‰ 0, by the implicit function theorem, we can find a finite cover
by open balls pBiq1ďiďN centered on points on I`

s,t such that locally on each ball Bi, the level set
tv1ps, yq “ 2ρu is the graph of a function, e.g y1 “ φpy2, . . . ydq. Note that since tv0 “ 2ρu is compact,
N is uniform in s ď T , since by the lemma, we can make the cover of open balls on tv0 “ 2ρu and
take their traces on tv1ps, yq “ 2ρu. By the mean value theorem on the first coordinate y1 of v1psq,
we have I`

s,t XBi Ă r´2eptq{ν, 2eptq{νsˆΠ1pBiq, where Π1 is the projection along the first coordinate.
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Thus,
ż t

0

ż

I`
s,tXBi

e´p2β`1qpt´sqsp4αpt´ sq, x, yqdyds

ď

ż t

0
e´p2β`1qpt´sq 4eptq

ν
a

4αpt´ sq

ż

Π1pBiq

sp4αpt´ sq, 0, p0, y2, . . . ydqqdy2 ¨ ¨ ¨ dydds

ď

ż t

0
e´p2β`1qpt´sq 2eptq

ν
a

αpt´ sq
ds ď

2eptqt1{2

ν
?
α

.

Thus
ż t

0

ż

I`
s,t

e´p2β`1qpt´sqsp4αpt´ sq, x, yqdyds ď
2Neptqt1{2

ν
?
α

. (6.53)

Since the same holds for I´
s,t, we obtain, that for some constant C ą 0, and all t ă τ

|v1pt, xq ´ v2pt, xq| ď pt` Ct1{2qeptq ď pτ ` Cτ1{2qepτq. (6.54)

Then epτq ď pτ ` Cτ1{2qepτq, and taking τ small enough, we obtain epτq “ 0 thus v1 “ v2 on
r0, τ s ˆ Td.

Remark 6.3. Maximal and minimal solutions. Another approach to existence of a solution
to Equation (6.2) is to use a monotone construction of solutions, which arises from a comparison
principle close to the one developed in Proposition 5.1. This was done initially in [7] and also in [9]
Define h8 the right continuous version of h8 (Equation 6.20) by

h8pqq :“ ´1qă´2ρ ` q1´2ρďqă2ρ ` 1qě2ρ. (6.55)

Note that h8 and h8 are non decreasing (recall that 2ρ P r0, 1s). Recall that pStq is the semigroup on
L1pTdq associated to ´2α∆, we denote

F pvqpt, xq :“ e´p2β`1qtStv0pxq `

ż t

0
e´p2β`1qpt´sqSt´srh8pvps, ¨qqspxqds (6.56)

F pvqpt, xq :“ e´p2β`1qtStv0pxq `

ż t

0
e´p2β`1qpt´sqSt´srh8pvps, ¨qqspxqds. (6.57)

Then, fixed points of the maps above are mild solutions of these two formulations of our subdifferential
inclusion:

Btvpt, xq ´ 2α∆vpt, xq ` p2β ` 1qvpt, xq “ h8pvpt, xqq (6.58)

Btvpt, xq ´ 2α∆vpt, xq ` p2β ` 1qvpt, xq “ h8pvpt, xqq (6.59)

Since h8 (resp. h8) is non decreasing and that h8ppq ď h8ppq for all p P r´1, 1s, we have that, for
u, v two functions such that ´1 ď v ď u ď 1,

1. F pvqpt, xq ď F puqpt, xq

2. F pvqpt, xq ď F puqpt, xq

3. F puqpt, xq ď F puqpt, xq
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We define the sequences pV nqn and pWnqn of functions on R` ˆ Td: V 0pt, xq “ 1, W 0pt, xq “ ´1
and for all n ě 1

V npt, xq “ e´p2β`1qtStv0pxq `

ż t

0
e´p2β`1qpt´sqSt´srfpV n´1ps, ¨qqspxqds (6.60)

Wnpt, xq “ e´p2β`1qtStv0pxq `

ż t

0
e´p2β`1qpt´sqSt´srfpWn´1ps, ¨qqspxqds. (6.61)

Thus, for ´1 ď v0pxq ď 1, we can prove by induction that the sequences pV nq and pWnq satisfy, for
all n

´1 ď W 1 ď W 2 ¨ ¨ ¨ ď Wn ď V n ď ¨ ¨ ¨ ď V 2 ď V 1 ď 1. (6.62)

By a compactness and monotony argument, one can prove that pWnq and pV nq converge to functions
w and w which are mild solutions of the subdifferential inclusion. These are the minimal and maximal
solutions of the subdifferential inclusion, in the sense that any other solution (Definition 6.1) must be
bounded below by w and above by v. Uniqueness follows if one can prove that w “ v and is proved
usually (e.g. in [9]) along the lines of Proposition 6.4.

7 Convergence of the discrete PDE

In analogy with the continuous setting, we define vN “ 2uN ´ 1 where uN is the solution of the
discretized Equation (4.10) and Hpi, vN q “ 2Gpi, v

N`1
2 q ` vN piq.

In such a way (4.10) becomes
#

Btv
N pt, iq “ 2αN2∆uN pt, iq ´ p2β ` 1qvN pt, iq `Hpi, vN q

vN p0, iq “ 2uN0 piq ´ 1,
(7.1)

The main goal of this section is to prove the following result which states the convergence of vN .

Theorem 7.1. Let vN be the solution of (7.1). Then pvN q is pre-compact for the uniform convergence
on each compact sets of Tdˆs0,`8r and any accumulation points v8 is a solution of (6.23). In
particular, whenever the solution of (7.1) is a.e. unique, v8 is also (the) mild solution of (6.2) and
the whole sequence vN converges to v8, uniformly on all compact sets of Tdˆs0,`8r.

To prove Theorem 7.1 we need some technical results. Let consider the semigroup of the discrete
Laplacian 1

2N
2∆N on Td

N and Zd, denoted by sN pt, i, jq and sN0 pγt, i, jq respectively. In particular we
have that sN pt, i, jq “ pN pt, i, jq, where pN pt, i, jq is heat kernel of discrete Laplacian on the discrete
torus, cf. (5.2).

For any λ, γ ě 0 and f : 1
NTd

N Ñ R, we let pSN,λ,γ
t q be the semigroup defined by

SN,λ,γ
t fpxq “

ÿ

yP 1
N
Td
N

e´λtsN pγt,Nx,Nyqfpyq “
ÿ

yP 1
N
Zd

e´λtsN0 pγt,Nx,Nyq rfpyq (7.2)

where, as in (6.6), rf is the periodic extension of f on 1
NZd.

In the remaining part of this article we will consider SN,λ,γ
t fpxq with f P CpTdq. In that case

we mean that the function f is restricted on 1
NTd

N Ă Td, which is equivalent to consider fN pxq :“
fptNxu{Nq. We observe that if f is also Lipschitz, then }f ´ fN}Td ď c

Nd for some c ą 0 and
}fN}Td ď }f}Td . Then, with the same extension to Td for sN we can write, for any x P Td

SN,λ,γ
t fpxq “

ż

Td

e´λtNdsN pγt,Nx,NyqfN pyqdy. (7.3)
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By a slight abuse of notation, we still denote by vN the linear interpolation on Td such that
vN pt, i

N q “ vNi ptq. We also redefine the function H on the torus Td by the linear interpolation such
that Hp i

N , v
N q “ Hpi, vN q and we define HN as fN in (7.3).

Definition 7.1. Let N P N and vN0 P L8pTdq. We say that pvN pt, xq, t ě 0, x P Tdq is a mild solution
of (7.1) if

• for any N , vN is continuous from R˚
` to L8pTdq,

• for all t ą 0 and x P Td

vN pt, xq “ SN,2β`1,4N2α
t pvN0 qpxq `

ż t

0
SN,2β`1,4N2α
t´s

”

HN p¨, vN ps, ¨qq

ı

pxqds . (7.4)

Let uN be the unique solution of (4.10), so that vN “ 2uN ´ 1 satisfies (7.1). Of course, for any
N the solution vN of (7.4) exists and it is unique.

The proof of Theorem 7.1 is based on the representation of vN as in (7.4). We define rvN as a
slight modification of (7.4), that is,

rvN pt, xq :“ S2β`1,4α
t pv0qpxq `

ż t

0
S2β`1,4α
t´s

”

Hp¨, vN ps, ¨qq

ı

pxqds . (7.5)

Lemma 7.2. For any τ ą 0
lim

NÑ`8
}rvN ´ vN}r1{τ,τ sˆTd “ 0. (7.6)

Proof. Let τ ą 0, then

sup
tPr 1

τ
,τ s, xPTd

ˇ

ˇ

ˇ
rvN pt, xq ´ vN pt, xq

ˇ

ˇ

ˇ
ď sup

tPr 1
τ
,τ s, xPTd

ˇ

ˇ

ˇ
SN,λ,N2γ
t vN0 pxq ´ Sλ,γ

t v0pxq

ˇ

ˇ

ˇ

` sup
tPr 1

τ
,τ s, xPTd

ˇ

ˇ

ˇ

ż t

0

!

SN,2β`1,4N2α
t´s

”

HN p¨, vN ps, ¨qq

ı

pxq ´ S2β`1,4α
t´s

”

Hp¨, vN ps, ¨qq

ı

pxq

)

ds
ˇ

ˇ

ˇ
. (7.7)

We show that the right hand side of (7.7) converges to 0. We detail the convergence of the second
term, which is more delicate. The argument can be adapted to the first term by using Assumption 2
which ensures that vN0 converges to v0 in CpTdq.

We fix ε P p0, 1τ q and we get that

ˇ

ˇ

ˇ

ż t

0
SN,2β`1,4N2α
t´s

”

HN p¨, vN ps, ¨qq

ı

pxq ´ S2β`1,4α
t´s

”

Hp¨, vN ps, ¨qq

ı

pxqds
ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ż t´ε

0
SN,2β`1,4N2α
t´s

”

HN p¨, vN ps, ¨qq

ı

pxq ´ S2β`1,4α
t´s

”

Hp¨, vN ps, ¨qq

ı

pxqds
ˇ

ˇ

ˇ
` Cε , (7.8)

where we used that Lemma B.6 which implies that Hp¨, vN q is bounded by 1 uniformly on N . The
integral on the right hand side of (7.8) is bounded from above by

ż t´ε

0
e´p2β`1qpt´sq

ˇ

ˇ

ˇ

ż

Td

pNdsN p4N2αpt´ sq,Nx,Nyq

´ sp4αpt´ sq, x, yqqHN py, vN ps, yqqdy
ˇ

ˇ

ˇ
ds

`

ż t´ε

0
e´p2β`1qpt´sq

ż

Td

sp4αpt´ sq, x, yq

ˇ

ˇ

ˇ
HN py, vN ps, yqq ´Hpy, vN ps, yqq

ˇ

ˇ

ˇ
dyds.
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Since supsě0, yPTd

ˇ

ˇ

ˇ
HN py, vN ps, yqq ´ Hpy, vN ps, yqq

ˇ

ˇ

ˇ
ď 1

N , the second integral is smaller than cα,β

N .

For the first integral, we first use that Hp¨, vN q is bounded by 1 uniformly on N and then we operate
the change of variable u “ t´ s which gives that it is bounded from above by

ż t

ε
e´p2β`1qu

ż

Td

ˇ

ˇ

ˇ
NdsN p4N2αu,Nx,Nyq ´ sp4αu, x, yq

ˇ

ˇ

ˇ
dy du. (7.9)

We now use the local central limit theorem (cf. Theorem 2.1.1 and (2.5) in [22]): let ρ be the Gaussian
Kernel and ρpu, x, yq “ 1

ud{2 ρ
´

x´y
u1{2

¯

, then

ψε,τ,N :“ sup
uPrε,τ s, yP 1

N
Zd

ˇ

ˇ

ˇ
NdppuN2, Nx,Nyq ´ ρpu, x, yq

ˇ

ˇ

ˇ

NÑ`8
ÝÝÝÝÝÑ 0. (7.10)

We also observe that by symmetry the supremium in (7.10) is independent of x. Moreover, by
Proposition 2.4.6 in [22] we have that there exist c1, c2 ą 0 independent of x, y, u such that

ˇ

ˇ

ˇ
NdppuN2, Nx,Nyq ´ ρpu, x, yq

ˇ

ˇ

ˇ
ď

c1

u
d
2

e´c2
}x´y}2

u . (7.11)

In such a way, for any M ą 0 fixed we write Td “ BxpMq YBxpMqc and we get that (7.9) is smaller
than

cd

ż t

ε
e´p2β`1qu

´

MdψN,ε,τ `
c1

Mdu
d
2

e´c2
M2d

u

¯

ds ď Cd

´

MdψN,ε,τ `
1

Md

¯

, (7.12)

where cd, Cd ą 0 are two positive constants that depend only on the dimension d.
We conclude that the right hand side of (7.8) is bounded by cα,β

N `cMdψN,ε,τ ` c
Md `Cε, uniformly

on x P Td and t P r 1τ , τ s. Therefore, by taking the limit on N Ñ `8 and then on M Ñ `8 and
ε Ñ 0 we conclude the proof.

Proof of Theorem 7.1. We control rvN to get the convergence of vN . We observe that sinceHp¨, vN ps, ¨qq

is uniformly bounded so that by Proposition 6.1 rvN is uniformly bounded in N , uniformly continuous
on r1{τ, τ sˆTd, and the modulus of continuity only depends on τ ą 1. By the Ascoli-Arzela Theorem,
the sequence prvN qN is pre-compact on Cpr1{τ, τ s ˆRdq and therefore, by Lemma (7.2), pvN q also. By
a diagonal argument, we can extract from pvN q a subsequence converging uniformly to a limit v8 in
Cps0,8rˆRdq, uniformly on each compact.

Using Corollary B.4, we can adapt the argument used in the proof of Proposition 6.3 (6.25–6.30)
to get that each accumulation point v8 is a mild solution of (6.23), we omit the details.

7.1 Proof of Theorem 3.1

Theorem 3.1 is now a consequence of Theorems 4.1 and 7.1.

A Concentration inequalities

We follow the definitions in Jara and Menezes [19] and [20] and Boucheron, Lugosi, Massart [5],
Section 2.3. We omit the proofs since there are present in the references.

Definition A.1 ([19] and [5], Section 2.3). Let X be a real random variable. X is said to be sub-
Gaussian with variance parameter σ2 if, for all t P R

ψXptq :“ logEpexpptXqq ď σ2
t2

2
. (A.1)

We denote Gpσ2q the set of real sub-Gaussian random variables with variance parameter σ2.
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Proposition A.1. [[5] and [20], Proposition F.7] The following statements are equivalent:

1. X P Gpσ2q

2. For any t ą 0, Pp|X| ą tq ď 2 expp´ t2

2σ2 q

3. EpexppγX2qq ď 3 for all 0 ď γ ă 1
4σ2 .

Let us complete our family of inequalities:

Lemma A.2. [[20], Proposition F.8] Let X P Gpσ21q and Y P Gpσ22q, then for all 0 ď γ ă 1
4σ1σ2

,

EpexppγXY qq ď 3

Lemma A.3. [[20], Proposition F.12] Let X1, . . . , Xn be random variables with Xi P Gpσ2i q, such
that there is a partition of K subsets P1, . . . , PK of t1, . . . , nu each containing L variables that Σk “

σpXi, i P Pkq are independent σ-algebra then, for all real α1, . . . , αn, the random variable Y “
ř

i αiXi

is sub-Gaussian with variance parameter L
ř

i α
2
i σ

2
i .

Note that if L “ 1, the variables are independent.

Lemma A.4 (Hoeffeding Inequality, [5], Section 2.3). Let X be a bounded random variable with
X P ra, bs, then X ´ EX P G

´

pb´aq2

4

¯

.

B Controls for the non-linearities

In this section, we collect some results about the specifics of our model. Recall the notations: for
η P t0, 1uT

d
N

c`
0 pηq :“ 1tρ0pηqě1´

κN
KN

u, c´
0 pηq :“ 1tρ0pηqď

κN
KN

u,

and κN “ κN pT q :“ min
!

tKNT u ´ 1; tKN p1 ´ T qu

)

. For any function u “ puiqiPTd
N

, we define

υupdηq “ υNu pdηq :“
Â

iPTd
N
B
`

uiq where Bpuiq denote a Bernoulli distribution with parameter ui.
and we let c`

0 puq and c´
0 puq be the expectations of c`

0 pηq and c´
0 pηq under υu. We set pτiηqj “ ηi`j ,

and likewise τi acts on u. Then,

Gpuq :“ p1 ´ u0qc`
0 puq ´ u0c

´
0 puq (B.1)

“ p1 ´ u0qPυu

„

ρ0pηq ě 1 ´
κN
KN

ȷ

´ u0Pυu

„

ρ0pηq ď
κN
KN

ȷ

and Gpi, uq :“ Gpτiuq. We start with some results on the non linearity G:

Proposition B.1. Let u, v P r0, 1sT
d
N such that ui ě vi for all i P VN and u0 “ v0. Then Gp0, uq ě

Gp0, vq.

Proof. We construct a coupling between υu and υv: let pUiq be independent and identically distributed
random variables uniform on r0, 1s. Define ηi “ 1tUiďuiu

and η1
i “ 1tUiďviu. We have ηi ě η1

i for all
i P VN , therefore ρ0pηq ě ρ0pη1q. This proves that c`

0 puq ě c`
0 pvq and c´

0 puq ď c´
0 pvq. The results

follows since u0 “ v0.
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For p P r0, 1s, T P r0, 1s, K P N˚, we let κpK,T q “ min
!

rKT s ´ 1; tKp1 ´ T qu

)

ď K{2, and we
define gKppq as

gKppq :“ p1 ´ pqPp

“

X ą K ´ κpK,T q
‰

´ pPp

“

X ď κpK,T q
‰

where X is a random variable with binomial distribution with parameter pK, pq under Pp. In partic-
ular, we have that gKN

ppq “ Gpi, uq for upt, iq “ p for all i P Td
N . Note that gK is C8pr0, 1sq. We

also have

gKppq “ p1 ´ pqP1´p

“

X ă κpK,T q
‰

´ pPp

“

X ď κpK,T q
‰

“

κpK,T q´1
ÿ

k“0

ˆ

K

k

˙

”

p1 ´ pqk`1pK´k ´ pk`1p1 ´ pqK´k
ı

´

ˆ

K

κpK,T q

˙

pκpK,T q`1p1 ´ pqK´κpK,T q.

(B.2)

We recall g8ppq :“ p1 ´ pq1t1´păp0pT qu ´ p1tpďp0pT qu, where p0pT q “ minpT, 1 ´ T q.
The following proposition estimates the convergence of gK to g8, in particular we prove that close

to p “ 0 (resp. p “ 1), gK is negative (resp. positive).

Proposition B.2. For all K P N˚ Y t8u, we have gKp0q “ gKp1q “ 0. For all K P N˚ and p P r0, 1s,
we have, for |p´ p0pT q| ą 1

K and |p1 ´ pq ´ p0pT q| ą 1
K

|gKppq ´ g8ppq| ď 2e expp´2Kpp0pT q ´ pq2q ` 2e expp´2Kpp0pT q ´ p1 ´ pqq2q (B.3)

In particular, for any 0 ă δ ă 1
4e , T P r4δ, 1 ´ 4δs, and K ą

| logpδq|

4δ2
, we have that gKp2δq ă ´δ and

gKp1 ´ 2δq ą δ.

Proof. We consider gK written as in (B.2). Then, the values at p “ 0 and p “ 1 are obvious.
Note that, under Pp, X

K ´p converges to 0 (in L2pΩN q) and is sub-Gaussian with variance parameter
1
4K , thus, for any t ą 0,

Pp

ˆˇ

ˇ

ˇ

ˇ

X

K
´ p

ˇ

ˇ

ˇ

ˇ

ą t

˙

ď 2 expp´2Kt2q.

We also have that

0 ď p0pT q ´
κpK,T q

K
ď

1

K
.

Then, for p ą p0pT q,

Pp

“

X ď κpK,T q
‰

“ Pp

„

p´
X

K
ě p´ p0pT q ` p0pT q ´

κpK,T q

K

ȷ

ď Pp

„

p´
X

K
ě p´ p0pT q

ȷ

ď 2 expp´2Kpp´ p0pT qq2q,

and for p ă p0pT q ´ 1
K ,

PprX ą κpK,T qs “ Pp

„

X

K
´ p ą

κpK,T q

K
´ p0pT q ` p0pT q ´ p

ȷ

ď Pp

„

X

K
´ p ě p0pT q ´ p´

1

K

ȷ

ď 2 expp´2Kpp0pT q ´ p´ 1{Kq2q

ď 2e2pp0pT q´pq expp´2Kpp0pT q ´ pq2q ď 2e expp´2Kpp0pT q ´ pq2q.
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Thus, we have the following, for |p´ p0pT q| ą 1
K ,

ˇ

ˇPprX ď κpK,T qs ´ 1tpďp0pT qu

ˇ

ˇ ă 2e expp´2Kpp0pT q ´ pq2q.

The results follows with the same estimates with p1 ´ pq instead of p. This prove (B.3).
Let δ ą 0 and set p “ 2δ, and T P r4δ, 1 ´ 4δs, then |2δ ´ p0pT q| ď 2δ for K ą 1

2δ and we have
the same for 1 ´ p “ 1 ´ 2δ. Applying the result, we have

|gKp2δq ´ g8p2δq| “ |gKp2δq ` 2δ| ď 4e expp´8Kδ2q

Then, if 4e expp´8Kδ2q ă δ, we get the result. This happens if expp´8Kδ2q ă δ2 and δ ă 1
4e , which

gives the condition on K.

Proposition B.3. Let v : Td Ñ r0, 1s be a continuous fixed density on the torus. For any i P Td
N we

let ui :“ vi{N . Then as i{N Ñ x, we have that ui converges to vx. Let υu “
Â

iPTd
N
B
`

uiq. Then,
ρ0pηq converges to v0 in probability.

Proof. We use the coupling introduced in Lemma B.1: we let pUiq be i.i.d uniform random variables on
r0, 1s so that under υu we have that ρ0pηq and 1

KN

ř

iPVN
1tUiăuiu

are equal in law. By the Tchebychev
inequality, we have that for any ε ą 0

P

˜

ˇ

ˇ

ˇ

ř

iPVN
1tUiăuiu

KN
´

ř

iPVN
ui

KN

ˇ

ˇ

ˇ
ą ε

¸

ď
1

4KNε2
.

Moreover, the sequence K´1
N

ř

iPVN
ui converges to v0 because for any i P VN , i{N Ñ 0.

We have the following corollary.

Corollary B.4. Let u “ puiqiPTd
N

as in Proposition B.3. Then, Gpuq and gKN
pv0q converge both to

g8pv0q as N Ñ `8.

Recall that, for q P r´1, 1s,

hKpqq “ 2gK

ˆ

1

2
pq ` 1q

˙

` q

“ p1 ´ qqP 1´q
2

“

X ă κpK,T q
‰

´ p1 ` qqP 1`q
2

“

X ď κpK,T q
‰

` q.

Recall the critical parameter ρ :“ ρpT q “
ˇ

ˇT ´ 1
2

ˇ

ˇ “ 1
2 ´ p0pT q P

“

0, 12
‰

. Note that hK converges

pointwise to the function h8pqq “ 2g8

´

1`q
2

¯

` q “ ´1qď´2ρ ` q1´2ρăqď2ρ ` 1qą2ρ. The points
q “ ˘2ρ are the discontinuities of h8, and compare the Lemma to the fact that 2ρ “ h8p2ρ´q and
1 “ h8p2ρ`q. A similar estimate holds at q “ ´2ρ.

Lemma B.5. For all q P r´1, 1s, |hKpqq| ď 1. Moreover, for all ε ą 0 such that 2ρ´ ε ą 0, there is
K0 ą 0 such that for K ě K0,

2ρ´ 2ε “ h8p2ρ´q ´ 2ε ďhKpqq ď h8p2ρ`q “ 1 for q P r2ρ´ ε, 2ρ` εs

´1 “ h8p´2ρ´q ďhKpqq ď h8p´2ρ`q ` 2ε “ ´2ρ` 2ε for q P r´2ρ´ ε,´2ρ` εs

Proof. We start by observing that for all q P r´1, 1s, P 1´q
2

“

X ă κpK,T q
‰

“ P 1`q
2

“

X ą K ´ κpK,T q
‰

.
We also have that

1 “ P 1`q
2

“

X ď κpK,T q
‰

` P 1`q
2

“

κpK,T q ă X ď K ´ κpK,T q
‰

` P 1`q
2

“

X ą K ´ κpK,T q
‰

.
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Thus, using the definiton of hK , we get

hKpqq “ ´ P 1`q
2

“

X ď κpK,T q
‰

` qP 1`q
2

“

κpK,T q ă X ď K ´ κpK,T q
‰

` P 1`q
2

“

X ą K ´ κpK,T q
‰

.

This gives us the result. Indeed, for q P r0, 1s, we have

hKpqq ď qP 1`q
2

“

κpK,T q ă X ď K ´ κpK,T q
‰

` P 1`q
2

“

X ą K ´ κpK,T q
‰

ď P 1`q
2

“

κpK,T q ă X
‰

ď 1

and

hKpqq ě ´P 1`q
2

“

X ď κpK,T q
‰

` P 1`q
2

“

X ą K ´ κpK,T q
‰

ě P 1´q
2

“

X ă κpK,T q
‰

´ P 1`q
2

“

X ď κpK,T q
‰

ě ´P 1`q
2

“

X “ κpK,T q
‰

.

The last inequality comes form the fact that, by a coupling argument, p ÞÑ Pp

“

X ă κpK,T q
‰

is
decreasing on r0, 1s, and since q ě 0, 1´q

2 ď
1`q
2 .

In particular, for q P r2ρ ´ ε, 2ρ ` εs such that 2ρ ´ ε ą 0, we have the same upper bound as
before for hKpqq, and for the lower bound:

hKpqq ě ´P 1`q
2

“

X ď κpK,T q
‰

` qP 1`q
2

“

X ą κpK,T q
‰

ě ´P 1`q
2

“

X ď κpK,T q
‰

` p2ρ´ εq
´

1 ´ P 1`q
2

“

X ď κpK,T q
‰

¯

ě 2ρ´ ε´ 2P 1`q
2

“

X ď κpK,T q
‰

.

From the proof of Proposition B.2, we have that, for K ě K0:

P 1`q
2

“

X ď κpK,T q
‰

ď 2 exp
`

´Kpq ` 2ρq2{2
˘

ď 2e´2K0ρ2

Choosing K0 large enough such that the right hand side is less than ε{2, we get the result.
For q P r´1, 0s, the proof is completely similar.

Lemma B.6. Let u “ puiqiPTd
N
, with ui P r0, 1s and let v “ 2u ´ 1. Then, |Hpi, vq| ď 1, uniformly

on i P Td
N .

Proof. We recall (4.9), in particular that Gpi, uq “ Gpτiuq. So that we only prove that |Hpvq| ď 1,
where Hpvq “ Gppv` 1q{2q ` v0. The proof is similar to Lemma B.5. Indeed, again by (4.9) we have
that

2G

ˆ

v ` 1

2

˙

` v0 “ c`
0

ˆ

v ` 1

2

˙

p1 ´ v0q ´ c´
0

ˆ

v ` 1

2

˙

p1 ` v0q ` v0

“ c`
0

ˆ

v ` 1

2

˙

´ c´
0

ˆ

v ` 1

2

˙

` v0

ˆ

1 ´ c`
0

ˆ

v ` 1

2

˙

´ c´
0

ˆ

v ` 1

2

˙˙

.

We observe that, by definition, 1 ´ c`
0

`

v`1
2

˘

´ c´
0

`

v`1
2

˘

ą 0. This implies that ´1 ď Hpvq ď 1.

42



References

[1] Barmpalias, G., Elwes, R. and Lewis-Pye, A., Tipping points in 1-dimensional Schelling models
with switching agents, J. Stat. Phys. 158, 806–852 (2015). MR 3311482

[2] Barmpalias, G., Elwes, R. and Lewis-Pye, A., From randomness to order: unperturbed Schelling
segregation in two or three dimensions, J. Stat. Phys. 164, 1460–1487 (2016). MR 3541189

[3] Barmpalias, G., Elwes, R. and Lewis-Pye, A., Minority population in the one-dimensional
Schelling model of segregation, J. Stat. Phys. 173, 1408–1458 (2018). MR 3878349

[4] Bhakta, P., Miracle, S. and Randall D., Clustering and Mixing Times for Segregation Models on
Z2, Proc. 25th ACM-SIAM Symp. on Discrete Algorithms, 327–340 (2014). MR 3376384

[5] Boucheron, S., Lugosi, G. and Massart, P., Concentration inequalities, Oxford University Press,
Oxford, 2013. MR 3185193

[6] Brandt, C., Immorlica, N., Kamath, G., and Kleinberg, R., An analysis of one-dimensional
Schelling segregation, STOC’12—Proceedings of the 2012 ACM Symposium on Theory of Com-
puting, 789–803, ACM, New York, 2012. MR 2961546

[7] Carl, S., The monotone iterative technique for a parabolic boundary value problem with discon-
tinuous nonlinearity, Nonlinear Anal. 13, no. 12, 1399–1407 (1989). MR 1028237

[8] Castellano C., Fortunato S. and Loreto V., Statistical physics of social dynamics, Rev. Mod.
Phys. 81, 591–647 (2009).

[9] Deguchi, H., Existence, uniqueness and non-uniqueness of weak solutions of parabolic initial-
value problems with discontinuous nonlinearities, Proc. Roy. Soc. Edinburgh Sect. A 135, no. 6,
1139–1167 (2005). MR 2191893

[10] Deijfen, M. and Vilkas, T., The Schelling model on Z, Ann. Inst. H. Poincaré Probab. Statist.
57, no. 2, 800-814 (May 2021). MR 4260484

[11] Delmotte, T., Parabolic Harnack inequality and estimates of Markov chains on graphs, Rev. Mat.
Iberoamericana 15, no. 1, 181–232 (1999). MR 1681641

[12] Delmotte, T. and Deuschel, J.-D., On estimating the derivatives of symmetric diffusions in sta-
tionary random environment, with applications to ∇φ interface model, Probab. Theory Related
Fields 133, no. 3, 358–390 (2005). MR 2198017

[13] Funaki, T., and Tsunoda, K., Motion by mean curvature from Glauber-Kawasaki dynamics, J.
Stat. Phys. 177, no. 2, 183–208 (2019). MR 4010776

[14] Gauvin, L., Vannimenus, J., and Nadal, J.-P., Phase diagram of a schelling segregation model,
Eur. Phys. J. B 70, 293–304 (2009).

[15] Giacomin, G., Olla, S., and Spohn, H., Equilibrium fluctuations for ∇φ interface model, Ann.
Probab. 29, no. 3, 1138–1172 (2001). MR 1872740

[16] Gianni, R., Existence of the free boundary in a multi-dimensional combustion problem, Proc. Roy.
Soc. Edinburgh Sect. A 125, no. 3, 525–544 (1995). MR 1359490

[17] Holden, N. and Sheffield, S., Scaling limits of the Schelling model, Probab. Theory Related Fields
176, no. 1-2, 219–292 (2020). MR 4055190

43



[18] Immorlica, N., Kleinberg, R.D., Lucier, B. and Zadomighaddam, M., Exponential Segregation
in a Two-Dimensional Schelling Model with Tolerant Individuals, Proceedings of the Annual
ACM-SIAM Symposium on Discrete Algorithms, 984-993 (2017). MR 3627791

[19] Jara, M. and Menezes, O., Non-equilibrium fluctuations for a reaction-diffusion model via relative
entropy, Markov Process. Related Fields 26, no. 1, 95–124 (2020). MR 4237163

[20] Jara, M. and Menezes, O., Non-equilibrium fluctuations of interacting particle systems,
arXiv:1810.09526, 2018.

[21] Kipnis, C., and Landim, C., Scaling limits of interacting particle systems, Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 320,
Springer-Verlag, Berlin, 1999. MR 1707314

[22] Lawler, G. F. and Limic, V., Random walk: a modern introduction, Cambridge Studies in Ad-
vanced Mathematics, vol. 123, Cambridge University Press, Cambridge, 2010. MR 2677157

[23] Liero, M. and Mielke, A., Gradient structures and geodesic convexity for reaction-diffusion sys-
tems, Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 371, no. 2005, 20120346, 28
(2013). MR 3150642

[24] Lucquiaud A., Modéliser l’émergence de la ségrégation sociospatiale et détecter ses structures,
Ph.D. thesis, École doctorale n. 386 Sciences Mathématiques de Paris Centre, Statistique, Anal-
yse et Modélisation Multidisciplinaire, 2022.

[25] Muller, K., Schulze, C. and Stauffer, D., Inhomogeneous and self-organised temperature in
Schelling-Ising model, International Journal of Modern Physics C, 19, 385-391 (2007).

[26] Omidvar, H. and Franceschetti, M., Evolution and limiting configuration of a long-range schelling-
type spin system, arXiv: 1804.00358, 2018.

[27] Omidvar, H., and Franceschetti, M., Self-organized segregation on the grid, J. Stat. Phys. 170,
no. 4, 748–783 (2018). MR 3764006

[28] Pazy, A., Semigroups of linear operators and applications to partial differential equations, Applied
Mathematical Sciences, vol. 44, Springer-Verlag, New York, 1983. MR 710486

[29] Pollicott, M. and Weiss, H., The dynamics of Schelling-type segregation models and a nonlinear
graph Laplacian variational problem, Advances in Applied Mathematics 27, no. 1, 17-40 (2001).
MR 1835675

[30] Schelling, T.C., Dynamic models of segregation, The Journal of Mathematical Sociology 1, no. 2,
143–186 (1971).

[31] Schelling, T.C., Micromotives and macrobehavior, Norton Company, 2006 (first published 1978).

[32] Stauffer, D. and Solomon, S., Ising, Schelling and self-organising segregation, Eur. Phys. J. B
57, 473–479 (2007).

[33] Stroock, D. W. and Weian, Z., Markov chain approximations to symmetric diffusions, Ann. Inst.
H. Poincaré Probab. Statist. 33, no. 5, 619–649 (1997). MR 1473568

[34] Yau, H.-T., Relative entropy and hydrodynamics of Ginzburg-Landau models, Lett. Math. Phys.
22, 63–80 (1991). MR 1121850

44

http://arxiv.org/abs/1810.09526

	Introduction
	The model
	Configurations
	Infinitesimal generator, construction of the process

	Main results
	Organisation of the paper
	Conjecture on the phase diagram

	Relative entropy method
	Proof of Theorem 4.2
	The current J tN
	Estimates of V+ and V-
	Estimate of V
	Conclusion: Gronwall's inequality (4.13)


	Estimates on the solutions (uN) of (4.10)
	Existence and uniqueness of reaction-diffusion PDE
	Solution of (6.1)
	Solution of (6.2)
	Existence of a solution
	Uniqueness of solution of (6.23)


	Convergence of the discrete PDE
	Proof of Theorem 3.1

	Concentration inequalities
	Controls for the non-linearities

