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Abstract. In this work we continue to investigate well-posedness for stable driven M cK ean-V lasov SDEs with distributional interaction kernel following the approach introduced in [8]. We spetically focus on the impact of the Besov smoothness of the initial condition and quantify how it aects the corresponding density estimates for the SDE. In particular, we manage to attain some critical thresholds allowing to revisit/address in a stable noise setting some concrete physical and biological models.
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## 1. Introduction and main results.

1.1. Framework. The present work is a follow-up to the previous paper [8] Where we investigated well-posedness results -in a weak and strong sense - alongside the distributional regularity of the M cK eanVIasov SDE:

$$
X_{s}^{t, \mu}=\xi+Z_{s} Z \quad b\left(r, X_{r}^{t, \mu}-y\right) \mu_{r}^{t, \mu}(d y) d r+\left(W_{s}-W_{t}\right), \quad \mu_{s}^{t, \mu}=\operatorname{Law}\left(X_{s}^{t, \mu}\right),
$$

where the characteristic component $b$ corresponds to a singular interaction kernel lying in a LebesgueBesov space of the form

$$
b \in L^{r}\left((t, T), B_{p, q}^{\beta}\left(R^{d}, R^{d}\right)\right)=: L^{r}\left(B_{p, q}^{\beta}\right), \quad \beta \in[-1,0], p, q, r \in[1,+\infty] .
$$

(A) $\{\{h \mathrm{hyp} p$ bbo $\}$

We refer to Section 2 for a precise denition of these function spaces and related properties or notations. In our model of interest, $t$ denotes the initial time of the equation, $\xi$ the initial condition which will be assumed to be distributed according to a given probability measure $\mu$, and $\left(W_{s}\right)_{s \geq t}$ is a symmetric non-degenerate $\alpha$-stable process with $\alpha \in(1,2]$ (see Assumption (UE) below in the non Brownian case $\alpha \in(1,2)$ ). The time $T$ (possibly innite) provides the time horizon on which the kernel $b$ is known.
A natural question which arises consists in deriving conditions which relate the stable exponent $\alpha$, the integrability indexes $r, p, q$, the regularity index $\beta$ and the dimension $d$ to obtain either weak or strong well-posedness for the M cK ean-V lasov SDE (1) . In the rst work [8], we developed an approach which is valid for any initial probability law being viewed as an element of a suitable Besov space (see Lemma 5 in 8 and ( $E_{3}$ below).
We basically obtained therein that weak uniqueness holds for (1) for any initial probability law provided

$$
1-\alpha+\frac{d}{p}+\frac{\alpha}{r}<\beta \beta \quad \in(-1,0] .
$$

(CO ) \{cproundyegnexaseşe\}
We then need the strengthened condition

$$
2-\frac{3}{2} \alpha+\frac{d}{p}+\frac{\alpha}{r}<\beta \beta \quad \in(-1,0],
$$

$\left(\mathrm{CO}_{\mathrm{s}}\right)$ \{cproch dyenemasese $\}$
to guarantee strong well-posedness. Let us point out that in the diusive case
$\alpha=2$, both conditions coincide whereas in the pure jump (strictly stable) case, the condition ( COs is indeed stronger than (CO).
The approach we used in the quoted work to derive those results consisted in considering the Fokker-
Planck equation associated with a suitable mollication of the coecients in (1) and in establishing suitable a priori estimates that allowed to then pass to the limit. Importantly, see the introduction of
[8] and Section 1.3 below, the structure of the non-linearity leads to a quadratic like term in the FokkerPlanck equation. Through convolution estimates in Besov norms (see Lemma 4 in [8]) we used what we called a dequadrication approach , which on the one hand allowed to get rid of the afore mentioned quadratic dependence and handle any initial probability law, but on the other hand does not allow to consider the critical thresholds that naturally appear in some related physical model. A typical set of parameters for such models (like e.g. the Burgers, the 2D incompressible Navier-Stokes or parabolicelliptic Keller-Segel equations) would be $\beta=-1, r=p=\infty$ which is not handled by the previous conditions.
The purpose of the current work is therefore to quantify how smooth the initial law $\mu$ must be in order to establish weak/strong well-posedness for critical drifts, beyond the thresholds set in ( CO ) and ( CO s , which correspond to concrete but peculiar non-linear models. This leads to truly handle the quadratic dependence which will lead to natural conditions like well-posedness in short time or global well-posedness for suciently small, in an appropriate Besov norm, initial data. Such features are somehow classical in non-linear analysis (see e.g. [32]for the Navier-Stokes equations). We actually manage to provide a unied framework to derive/improve known results for some non-linear models established for $\quad \alpha=2$ and to extend them to the pure jump case in a systematic way.
On the other hand, in the special case $\beta=0$, which roughly says there is no smoothness, we will also investigate how a regularity gain on the initial condition allows to somehow push forward the wellposedness thresholds of the Krylov-Rckner type condition, see [30] or drifts in time-space Lebesgue spaces when $\alpha=2$ and [50], [8] for $\alpha \in(1,2]$, which is precisely given by ( $C 0$ taking therein $\beta=0$.
Organization of the paper. We state our main results in the next section. The strategy of the proof is then briey recalled in Section 1.3. We state in Section 2 some useful properties on Besov spaces that will be used for the proof of the main results. The framework of B esov interaction kernels allows to revisit the classical non linear martingale problem approach for M CK ean-V Iasov SDEs in a quite systematic way starting from some global density estimates, which are locally stronger than in [8] whenever the measure $\mu$ lies in some appropriate Besov space. Section 3 Sdedicated to those density estimates focusing on the properties of the associated Fokker-Planck equation, and Section 4 to the derivation of the well-posedness -in a weak and strong sense -results. As a by-product of the density estimates obtained in Section 3, the related propagation of chaos for a suitable particle system could be captured. This will specically concern a future work. Section 5 dedicated to the connection of our main results with the concrete physical models mentioned above.
We would also like to mention that after a presentation of $X$. Zhang at the online seminar Non-local operators, probability and singularities", a few days prior to this preprint, we realized that he together with Z. Hao and M. Rckner had a paper in preparation with related results, see [24]. We Exchanged the current versions of our works and can now specify some dierences between them. In [24], the authors address the (wider) kinetic setting for stable driven M cK ean-V lasov SDEs. The approaches to derive and quantify regularization eects are yet rather dierent, multi-scale Littlewood-Paley analysis in [24] whereas we focus on global duality techniques for Besov spaces. Eventually, we try to mainly relate our approach to the probabilistic literature/results on those equations and to the extensions we can provide. The paper [24] is more connected to PDE results.
1.2. Main results. $\quad$ For a point $z \in R^{d}$ we write $z=\zeta \quad(\zeta \rho) \in S^{d-1} \times R_{+}$its polar coordinates where $S^{d-1}$ stands for the unit sphere of $R^{d}$. In the pure jump case $\alpha \in(1,2)$ we assume the following condition holds.
Assumptions (UE). The LØvy measure $v$ of $W$ is given by the decomposition $v(d z)=W(d \zeta) /\left.\rho^{1+\alpha}\right|_{\beta} 0$ where $w$ is a symmetric uniformly non-degenerate measure on $S^{d-1}$. Namely, $w$ satises the condition: Z

$$
k^{-1}|\lambda|^{\alpha} \leq{ }_{s^{d-1}}|\zeta \cdot \lambda|^{\alpha} w(d \zeta) \leq k|\lambda|^{\alpha}, \text { for all } \lambda \in R^{d}
$$

for some $k \geq 1$. We point out that this condition allows in particular to consider Løvy measures that have a singular spherical part (like e.g. cylindrical processes).
Our main result reads as follows:

Theorem 1. Let $\mu 巴\left(R^{d}\right) \cap B{ }_{p_{0}, q_{0}}^{\beta_{0}}$. Assume without loss of generality (see equation ( $E_{3}$ p. 6blow) that:

$$
\beta_{0} \geq 0, p_{0} \in[1,+\infty]
$$

For $\beta \in(-1,0]$ we assume the following condition holds:

$$
1-\alpha+\frac{\alpha}{r}+-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}+<\beta
$$

(C1) \{\&ooddcoeefffS\$R|
If now $\beta=-1$, we assume that

$$
\frac{\alpha}{r}<\alpha-1 \text { and } 1-\alpha+\frac{\alpha}{r}+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}<\beta \quad \frac{d}{p}<\beta_{0}+\frac{d}{p_{0}^{0}}, \operatorname{div}(b) \in L^{r}\left(B_{p, q}^{\beta}\right) .
$$

(C2) \{THETECMODD
Then:

- If (C1) or (C2 holds, the M cK ean-V Iasov SDE (1) admits, for any $S$ strictly smaller than a certain time horizon $T_{1}=T_{1}(\alpha d, b, \mu) \leq T$, a weak solution such that its marginal laws $\left(\boldsymbol{\mu}_{s}^{t, \mu}\right)_{s \in[t, S]}$ have a density $\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{s}, \cdot)$ for almost any time $\mathrm{s} \in(\mathrm{t}, \mathrm{S}]$ and

$$
\begin{equation*}
\sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}(s, \cdot)\right|_{B p o, 1}^{-\beta+\theta r}<+\infty, \tag{2}
\end{equation*}
$$

for $\vartheta \in(0,1)$ with
$\Gamma=\left(\beta\left(1+I_{\beta \in(-1,0]}\right)+\alpha-1-\frac{\alpha}{r}\right)+\beta_{0}+\frac{d}{p_{0}^{0}}-\frac{d}{p} \quad, \theta=\left(1-\frac{1-I_{\beta \in(-1,0]}}{\alpha}-\frac{1}{r}-\eta\right)$,
and $\sqcap>0$ small enough. The solution is unique among those satisfying the property (2).

- Global solutions. If $|\mu|_{B_{p 0,90}}^{\beta_{0}} \leq c_{0}$ for a suciently small constant $\quad c_{0}:=c_{0}(\alpha d, b)$, small initial data, then $\mathrm{T}_{1}=\mathrm{T}$ and

$$
\sup _{s \in\left(t, T_{1}\right)}(s-t)^{\theta} \wedge 1\left|\boldsymbol{\rho}_{t, \mu}(s, \cdot)\right|_{B_{p}, 1}^{-\beta+\theta r}<+\infty
$$

- Under (C1) and if

$$
2-\frac{3}{2} \alpha+\frac{\alpha}{r}+-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{0}}{p_{0}^{0}} \quad v 1-\alpha+\frac{\alpha}{r}+{ }^{\text {h }}-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}+<\beta
$$

$\left(\mathrm{Cl}_{\mathrm{s}}\right) \quad\{\mathrm{CONRCOQPR} \mathrm{RS} \mid$
or

- Under ( $\mathbf{C 2}$ and if

$$
2-\frac{3}{2} \alpha+\frac{\alpha}{r}+\frac{h^{d}}{p}-\beta_{0}+{\frac{d}{p_{0}^{0}}}^{i}<\beta=-1
$$

(C2s) \{COINDNCORIGRO
then strong well-posedness further holds.

## Comments.

- The setting ( C1 provides an alternative regime to (C0 whose interest consists in specically specifying how the additional integrability/smoothness of the initial data impacts the previous bounds when $\beta \in(-1,0)$. We see in ( $\mathbf{C 1}$ ) and ( $\mathbf{C 1 s}$ ) that a key quantity which appears is what we will call from now on the intrinsic $\overline{B e s o v}$ index $\beta_{0}+\frac{d}{p_{0}^{0}}$ of the initial distribution.

Let us rst give some details about the case $\quad \beta=0$ (K rylov and Rckner type framework) in (C1. Observe importantly that when the intrinsic Besov index is suciently large, i.e. $\frac{d}{p} \leq$ $\beta_{0}+\frac{d}{p_{0}^{0}}$, then weak and strong uniqueness hold as soon as $\quad \frac{\alpha}{r}<\alpha-1$. On the other hand, when the intrinsic Besov index is not large enough, i.e. $\frac{d}{p}>\beta_{0}+\frac{d}{p_{0}^{0}}$, condition ( $\mathbf{C 1}$ precisely quanties how the non-linearity and the smoothness of the initial data allow to weaken the Krylov and Rckner criterion (which reads from ( $\quad \mathbf{C O}$ taking $\beta=0$ ).

If now $\beta \in(-1,0)$, the equilibrium in ( $\mathbf{C 1}$ for the positive part depends on the positivity of $-\beta+\frac{d}{p}-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right)^{1}$ The additional term $-\beta$ here comes from the strategy of the proof we adopt, through the handling of a quadratic term in the related Fokker-Planck equation, see

[^0]Lemma 5]below. It indeed seems rather natural since, in order to dene properly the non-linear drift in ( $\ddagger$ ) when $b \in L^{r}\left(B_{p, q}^{\beta}\right)$, to have estimates on the law $\mu^{t, \mu}$ in a function space which can be put in duality, at least for the space variable, with the one of the drift. For technical reasons the chosen space will be $L^{\infty}\left(B_{p^{0}, 1}^{-\beta}\right)$ (and even a slightly more demanding one concerning the regularity parameter, see e.g. the estimates (2) inTheorem 1). The choice of an $L^{\infty}$ space in time is performed to iterate the estimates in time whereas taking 1 for the second Besov integrability index instead of the more natural $\quad q^{0}$ (standing for the conjugate of $q$ ) gives more exibility concerning the product laws in Besov spaces (see Theorem 3 belolv and again the proof of Lemma 5 ). A nyhow, the corresponding intrinsic Besov index for the law then reads $-\beta+\frac{d}{p}$. Thus again, If the intrinsic Besov index of the initial condition is greater than the one associated with the function space in which we will estimate the law of the process then weak uniqueness holds under the sole condition $\quad \beta>1-\alpha+\frac{\alpha}{r}$. With respect to the former condition ( C0, valid for any initial probability law, this precisely means that the smoothness of $\mu$ makes the spatial integrability condition $\frac{d}{p}$ unnecessary to have weak uniqueness (at least in small time). When $-\beta+\frac{d}{p}-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right) \geq 0$, i.e. the intrinsic Besov index of the law of the process prevails, the condition for weak uniqueness reads as

$$
1-\alpha+\frac{\alpha}{r}-\beta+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}<\beta \Rightarrow \frac{1^{h}}{2} 1-\alpha+\frac{\alpha}{r}+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}<\beta
$$

In that case, the threshold for weak existence and uniqueness is relaxed, compared to ( $\mathbf{C O}$, provided that

$$
\frac{1^{h}}{2} 1-\alpha+\frac{\alpha}{r}+\frac{d}{p}-\beta_{0}+{\frac{d}{p_{0}^{0}}}^{i}<1-\alpha+\frac{\alpha}{r}+\frac{d}{p} \Rightarrow \quad \alpha-1-\frac{\alpha}{r}-\frac{d}{p}<\beta_{0}+\frac{d}{p_{0}^{0}} .
$$

Going to strong uniqueness in this case we see that

$$
\begin{aligned}
& 2-\frac{3}{2} \alpha+\frac{\alpha}{r}+-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}} \quad v 1-\alpha+\frac{\alpha}{r}+h-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}+ \\
& 2-\frac{3}{2} \alpha+\frac{\alpha}{r}+-\beta+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}, \\
& =\quad \text { if }-\beta+\frac{d}{h}-\beta_{0}+\frac{d}{p_{0}^{0}}+G 0 \text { or } \alpha<21-\beta+\frac{d}{p}-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right) \\
& 1-\alpha+\frac{\alpha}{r}, \text { if }-\beta+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}+=0 \text { and } \alpha \geq 21-\beta+\frac{d}{p}-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right) .
\end{aligned}
$$

Hence, when the initial condition is regular enough and $\alpha$ is suciently large weak and strong uniqueness are implied by the sole condition $\quad \beta>1-\alpha+\frac{\alpha}{r}$. In the other cases we see that the condition for strong uniqueness ( COs ) is relaxed as soon as $-\beta-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right)<0$. Pay attention that this e.g. never occurs if $p=\infty$ in the considered subcase.

- Let us eventually turn to $\beta=-1$. From the additional, and rather strong structure condition that $\operatorname{div} b \in L^{r}\left(B_{p, q}^{\beta}\right)$ we see that the term $-\beta=1$ disappears in the left hand side of ( C2 and ( $\mathbf{C 2 s}$. This is precisely because the structure condition allows to perform an integration by parts in the analysis of Lemma 5 Which somehow leads for the I.h.s. to the case $\beta=0$ under ( $\mathbf{C 1}$ ). This assumption is strong but can be veried in many settings, one can e.g. think about uid dynamics problems which involve divergence free drifts, or the K eller-Segel discussed below. In connection with divergence free drifts we can mention the work [51\|by Zhang and Zhao who obtained under this additional condition existence for a linear SDE beyond the Krylov and Rckner condition. We insist that all the above discussion concerning the relaxation of the former condition ( $\mathbf{C 0}$ is valid in small time or for an arbitrary nal time provided $|\mu|_{B_{p o, q 0}^{\beta_{0}}}$ is small enough. This is one of the drawbacks of the current approach w.r.t. to the one in [8] wh ch yields well-posedness for any initial condition and xed nal time horizon. However, this highly depends on the current approach, which consists in handling the quadratic term deriving from the related Fokker-Planck equations and can be seen as the price to pay to quantify the global impact of a smoother initial condition, which could have only been quantied in small time in [8].
1.3. Mollied SDE and strategy of the proof.

The principal steps of our procedure mainly follow those of our previous work [81. We briey recall it for the sake of completeness. The strategy consists
rst in establishing the existence of a solution to (1) in terms of a nonlinear martingale problem, through a mollication of the coecient and a stability argument (the solutions of the non-linear equations with mollied coecients form a Cauchy sequence in a suitable function space). This actually allows to obtain the well-posedness of ( $\downarrow$ ) directly from the construction of its time-marginal distributions as solution to the nonlinear Fokker-Planck equation related to (1).
The martingale problem approach to the well-posedness of $M$ cK ean-V lasov SDEs has been successfully used over the past to handle a wide rage of settings from smooth or "quasi"-smooth to singular interacting kernels. We refer to the papers [40I, $38 \pi$ and [20], and again to [12\|, 46\|, $36 \pi, \pi 16 \pi$ among others - and references therein for more particular cases. This approach has been notably successful to validate numerical particle methods.
For convenience we now introduce for a drift b satisfying condition ( $\mathbf{C} \mathbf{1}$ or ( $\mathbf{C 2}$ and any measure $v$ for which this is meaningful the notation:

$$
\mathrm{B}_{v}(\mathrm{~s}, \cdot):=\mathrm{b}(\mathrm{~s}, \cdot \cdot) \geqslant(\cdot)
$$

where ? denotes the spatial convolution. For all $\varepsilon>0$ consider a time-space mollied drift $b^{\varepsilon}$, i.e. $b^{\varepsilon}$ is smooth and bounded in time and space (see Proposition 2 betow for precise properties related to $b^{\varepsilon}$ and the proof of this result in $[8 \square]$. We now write similarly,

$$
\mathrm{B}_{v}^{\varepsilon}(\mathrm{s}, \cdot \cdot):=\mathrm{b}^{\varepsilon}(\mathrm{s}, \cdot) \geqslant(\cdot),
$$


which is well dened for any $\quad v 巴\left(R^{d}\right)$ since $b^{\varepsilon}$ is smooth and bounded.
The smoothened version of (1) is dened by the family of $M$ cK ean-V lasov SDEs

$$
\begin{equation*}
X_{s}^{\ddagger, \mu}=\xi+\underbrace{B_{\mu_{r}^{t, \mu}}^{\varepsilon}}_{t}\left(r, X_{r}^{ \pm, \mu}\right) d r+W_{s}-W_{t}, \quad \mu_{s}^{\ddagger, \mu}(s, \cdot)=\operatorname{Law}\left(X_{s}^{ \pm, \mu}\right), \varnothing \quad 0 . \tag{4}
\end{equation*}
$$

For every $\varepsilon>0, \alpha \in(1,2]$, the $\operatorname{SDE}(4)$ with mollied (i.e. smooth and bounded) interaction kernel $b^{\varepsilon}$ admits a unique weak solution whose time marginal distributions ( $\left.\mu_{s}^{d, \mu}\right)_{s \in(s, T}$ ] are absolutely continuous (see [8] Section 1.3 for details). Namely,

As a consequence of It's formula, the following Duhamel representation holds: for each $\varepsilon>0, \boldsymbol{\rho}_{\mathrm{t}}^{\varepsilon}(\mathrm{s}, \cdot)$ satises for all $s \in(t, T]$ and all $(x, y) \in\left(R^{d}\right)^{2}$ :

$$
\begin{equation*}
\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{s}, \mathrm{y})=\mathrm{p}_{\mathrm{s}-\mathrm{t}}^{\alpha} \nmid \mu(\mathrm{y})-_{\mathrm{t}}^{\mathrm{Z}_{\mathrm{s}}} \mathrm{dv}^{\mathrm{h}}\left\{\mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)\right\} ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}(\mathrm{y}), \tag{6}
\end{equation*}
$$

where $p^{\alpha}$ stands for the density of the driving process $W$, and with a slight abuse of notation w.r.t. (3), $\mathrm{B}_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot)=\left[b^{\varepsilon}(\mathrm{v}, \cdot) ? \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)\right]$.
Equivalently, see Lemma 3 in [8 $\mathbb{L}$ for any $k \geq 1, \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}$ is a mild solution of the equation:

$$
\begin{align*}
& \left(\partial_{s} \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}(s, y)+\operatorname{div}\left(B_{\boldsymbol{\rho}_{\mathrm{t}, \mathrm{k}}^{\varepsilon_{k}}}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{y}) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{y})\right)-L^{\alpha} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{y})=0\right.  \tag{7}\\
& \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{t}, \cdot)=\mu,
\end{align*}
$$

\{PPIIE HPSS $\}$
where $L^{\alpha}$ is the generator of the driving process.
Provided that $\boldsymbol{\rho}_{\mathrm{t}}^{\varepsilon}(\mathrm{s}, \cdot)$ admits a limit $\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{s}, \cdot)$ in some appropriate function space which precisely allows to take the limit in the Duhamel formulation (6) we derive that the limit satises

$$
\begin{equation*}
\boldsymbol{\rho}_{t, \mu}(\mathrm{~s}, \mathrm{y})=p_{\mathrm{s}-\mathrm{t}}^{\alpha} \nexists \mu(\mathrm{y})-_{\mathrm{t}} \mathrm{dv}\left\{\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{v}, \cdot) \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}}(\mathrm{v}, \cdot)\right\} ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}(\mathrm{y}) \tag{8}
\end{equation*}
$$

In other words $\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{s}, \mathrm{y})$ dy is a (mild) solution to the nonlinear Fokker-Planck equation related to (1):

$$
\begin{align*}
& \partial_{\mathrm{s}} \boldsymbol{\rho}_{\mathrm{t}}(\mathrm{~s}, \mathrm{y})+\operatorname{div}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \mathrm{y}) \mathrm{B}_{\mathrm{\rho}, \mu}(\mathrm{~s}, \mathrm{y})\right)-\mathrm{L}^{\alpha} \boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \mathrm{y})=0(\mathrm{~s}, \mathrm{y}) \in(\mathrm{t}, \mathrm{~S}] \times \mathrm{R}^{\mathrm{d}}  \tag{9}\\
& \boldsymbol{\rho}_{\mathrm{t}}(\mathrm{t}, \cdot)=\mu(\cdot)
\end{align*}
$$

\{NNLPDBEEFKK
This provides a method to construct a solution to (1) idenntifying the limit of the martingale problem related to (4). M ore precisely, from the solution to (4), ohe can consider the probability measure $\mathbf{P}_{\mathrm{t}}^{\varepsilon}$ on the space $\Omega_{\alpha}$ (corresponding to the space of cdlg functions $\quad D\left([t, T] ; R^{d}\right)$ if $\alpha \in(1,2)$ and to the space
of continuous functions $C\left([t, T] ; R^{d}\right)$ if $\left.\alpha=2\right)$ such that, for $x(s)$, $t \leq s \leq T$, the canonical process on $\Omega_{\alpha}$, and for $\mathbf{P}_{t}^{\xi}(\mathrm{s}, \mathrm{dx}):=\mathbf{P}_{\mathrm{t}}^{\varepsilon}(\mathrm{x}(\mathrm{s}) \in \mathrm{dx})$ the family of probability measures induced by $\mathrm{x}(\mathrm{s})$, we have: $\mathbf{P}_{\mathrm{t}}(\mathrm{x}(\mathrm{t}))$ is equal to $\mu$ a.s. and for all function $\varphi$ twice continuously dierentiable on $\quad R^{d}$, with bounded derivatives at all order, the process $Z_{Z}$

$$
\varphi(x(s))-\varphi(x(t))-\quad_{t} \quad B_{p_{t}^{\varepsilon}}(v, x(v)) \cdot \nabla \varphi(x(v))+L^{\alpha}(\varphi(x(v))) \quad d v, t \leq s \leq T,
$$

is a martingale. Provided, again, that the time-marginal distributions $\quad \mathbf{P}_{\mathrm{t}}^{\varepsilon}(\mathrm{s}, \mathrm{dx})=\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{s}, \mathrm{x}) \mathrm{dx}$ lie in an appropriate space to ensure that $\quad \mathbf{P}_{\mathrm{t}}^{\varepsilon}$ is compact in $\mathrm{P}\left(\Omega_{\alpha}\right)$ any corresponding limit along a converging subsequence denes naturally a solution to the (nonlinear) martingale problem related to (1). From the well-posedness of the limit Fokker-Planck equation one eventually derives uniqueness results for the timemarginal distributions giving in turn the uniqueness of (1). We also emphasize that we here consider the classical martingale problem, i.e. the integral of the non-linear drift with singular kernel is well dened (through the estimates established in Section 3.)

## 2. Notation and reminders on some fundamental of Besov spaces.

In this paragraph, we set denitions/notation and remind technical preliminaries - reviewed or directly established in [87]- that will be used throughout the present paper.
From here on, we denote by $B{ }_{i m}^{Y},, m, \gamma \in R$ the Besov space with regularity index $\quad \gamma$ and integrability parameters „m (see e.g. et al. [1], [10], [3]] for some related applications and the dedicated monograph [49] by Triebel). We use the thermic characterization for its denition. Namely, denoting by $\quad S^{0}\left(R^{d}\right)$ the dual space of the Schwartz class $S\left(R^{d}\right)$,

$$
\begin{aligned}
& B_{i m}^{y}=f^{n} \mathcal{S}^{0}\left(R^{d}\right):|f|_{B, y}^{y}:=\left|F^{-1}(\varphi F(f))\right|+T_{, m}^{Y}(f)<\infty^{0},
\end{aligned}
$$

$n$ being any non-negative integer (strictly) greater than $\quad \alpha a$, the function $\varphi$ being a $C_{0}^{\infty}$-function such that $\varphi(0) \in 0$, and $\tilde{p}^{\alpha}(\mathrm{v}, \cdot)$ denoting the density function at time v of the d-dimensional isotropic $\alpha$-stable process. The thermic characterization of Besov spaces appears rather natural in the current setting since the a priori estimates established below are based on Duhamel type representations which themselves involve the density $p^{\alpha}$ of the stable driving noise (see again (8) and (6)). The choice of the isotropic stable kernel in (10) follows from the fact that its spatial derivatives enjoy better integrability properties than the heat kernel itself, see e.g. [39]. We now list some properties that we will throughly exploit to establish the density estimates on the solution of (1).

- Embeddings.
(i) Between Lebesgue and $\mathrm{B}_{\mathrm{im}}^{0}$-spaces:


## \{EMIMEBUEDIDGI\}G \}

$$
\begin{equation*}
\forall 1 \leq ` \leq \infty, \quad \mathrm{B}_{i 1}^{0} \rightarrow \mathrm{~L}^{`}, \rightarrow \mathrm{~B}_{i}^{0} . \tag{1}
\end{equation*}
$$

(ii) Between Besov spaces: For all $p_{0}, p_{1}, q_{0}, q_{1} \in[1, \infty]$ such that $q_{0} \leq q_{1}, p_{0} \leq p_{1}$ and $s_{0}-d / p_{0} \geq$ $s_{1}-d / p_{1}$,

$$
\begin{equation*}
\mathrm{B}_{\mathrm{p}_{0}, q_{0}}^{s_{0}} \rightarrow \mathrm{~B}_{\mathrm{p}_{1}, q_{1}}^{s_{1}} . \tag{2}
\end{equation*}
$$

(iii) For $P\left(R^{d}\right)$, the space of probability measures on $R^{d}$,

$$
\begin{align*}
& P\left(R^{d}\right) \oplus \quad \geq 1 B ; \infty, \tag{3}
\end{align*}
$$

- Young/Convolution inequality . Let $\gamma \in R$, ` and $m$ in $[1,+\infty]$. Then for any $\delta \in R,{ }_{1},{ }_{2} \in[1, \infty]$ such that $1+{ }^{-1}={ }_{1}^{-1}+{ }_{2}^{-2}$ and $m_{1}, m_{2} \in(0, \infty]$ such that $m_{1}^{-1} \geq \max \left\{m^{-1}-m_{2}^{-1}, 0\right\}$


$$
\begin{equation*}
\text { If ?g }\left.\right|_{B ; m} ^{y} \leq C_{Y}|f|_{B \underset{1}{y}, m_{1}}^{y-\delta}|g|_{B, m_{2}^{\delta}}^{\delta} \tag{Y}
\end{equation*}
$$

for $c_{y}$ a universal constant depending only on $d$.

- Besov norm of heat kernel (see [10, Lemma 11]). There exists $C_{H K}:=C(\alpha, m, \gamma d)$ s.t. for all multi-index $a \in N^{d}$ with $|a| \leq 1$, and $0<v<s<\infty$ :

$$
\begin{equation*}
\partial^{a} p_{s-v B_{i m}^{\alpha}}^{v} \leq \frac{C_{H K}}{(s-v)^{\frac{\gamma}{\alpha}+\frac{d}{\alpha}\left(1-\frac{1}{2}\right)+\frac{|a|}{\alpha}}} . \tag{HK}
\end{equation*}
$$

- Duality inequality (see e.g. [31] Proposition 3.6]). For $\quad$, $m \in[1, \infty], \gamma \in R$ and $(f, g) \in B_{; m}^{\gamma} \times B_{\circ, m 0,}^{-\gamma}$ it holds:
Z
(D ) $\quad$ \{E[E_ D_DAULATMT
- Lift operator. For any $y \in R$, , $m \in[1, \infty]$, there exists $c_{L}>0$ such that

$$
|\nabla f|_{B, \frac{y}{y-1}} \leq C_{L}|f|_{B ; m}^{y} .
$$

(L) \{\{L®Q\}

- Smooth approximation of the interaction kernel and associated uniform-control properties:

Proposition 2. [8, Proposition 2] Let $b \in L^{r}\left((t, T], B{ }_{p, q}^{\beta}\right)$ and $\beta \in(-1,0], 1 \leq p, q \leq \infty$. There exists a sequence of time-space smooth bounded functions $\left(b^{\varepsilon}\right) \geqslant 0$ s.t.

$$
\begin{equation*}
\left|b-b^{\varepsilon}\right|_{L^{i}\left((t, T], B B_{p, q}^{\tilde{\beta}}\right)} \underset{\varepsilon \rightarrow 0}{ } 0, \quad \forall \tilde{\beta}<\beta \tag{11}
\end{equation*}
$$

\{SM\{ $\$ \mathrm{SOTODT}$ ATP
with $\bar{r}=r$ if $r<+\infty$ and for any $\bar{r}<+\infty$ if $r=+\infty$. M oreover, there exists $c \geq 1$, $\left.\left.\sup _{\varepsilon}\left|b^{\varepsilon}\right|_{L^{\dot{r}}((t, T}\right], B B_{p, q}^{\beta}\right) \leq$ $\left.\mathrm{c}|\mathrm{b}|_{\mathrm{L}^{\dot{r}}((\mathrm{t}, \mathrm{T}], B \mathrm{~B}, \mathrm{a}}^{\beta}\right)$.
If $p, q, r<+\infty$ it then also holds, see e.g. [31], that

$$
\begin{equation*}
\left|b-b^{\varepsilon}\right|_{L^{r}((t, T], B} \underset{p, q)}{\beta} \underset{\varepsilon \rightarrow 0}{\rightarrow} 0 . \tag{12}
\end{equation*}
$$

\{SMSDOUTAPR

- Products of Besov spaces and related embeddings

From the reference [441, we now state some general multiplication principles/paraproduct between ele-
 $f \cdot g$ is an element of $S^{0}$ with

$$
|f \cdot g|_{B, m}^{y} \leq c|f|_{B \underset{1, m_{1}}{\gamma_{1}}}|g|_{B, y_{2, m}}^{\gamma_{2}}
$$

for some constant $c$ independent of $f$ and $g$. These results will be extensively used for estimates on (6) later on. Recall the denition, see [44], Sections 4.2 and 4.3,

$$
f \cdot g=\lim _{j \neq} F^{-1} \varphi\left(2^{-j} \xi\right) F(f)(\xi) \quad \times F^{-1} \varphi\left(2^{-j} \xi\right) F(g)(\xi)
$$

whenever the limit exists in $\mathrm{S}^{0}$. Then, from Theorem 2, p. 177 in [44], the following embeddings hold:
Theorem 3. Let $>0,{ }^{\prime},{ }_{1},{ }_{2} \in[1,+\infty]$ s.t. $\stackrel{1}{\sim}=\frac{1}{1}+\frac{1}{2}$. Then

$$
B{\underset{1, \infty}{ }}_{Y}^{y} \mathrm{~B}_{2,1}^{Y} \rightarrow \mathrm{~B}_{; \infty}^{Y} .
$$

(Prod1 ) \{PRPCOCI\}\}


$$
f \cdot g_{B_{i, \infty}^{y}} \leq C f_{B_{1, \infty}^{y}} g_{B_{2,1}^{y}}
$$

Weighted Lebesgue-Besov spaces. A s a preliminary step before stating our main results, we introduce a characteristic class of weighted iterated Lebesgue-Besov function spaces. The solutions to the FokkerPlanck equation related to (1) and some associated a priori estimates will be sought in those, Bochner type, spaces. Introduce for $\mathrm{s}, \mathrm{m} \in[1,+\infty], \gamma \theta \in \mathrm{R}, \mathrm{t} \leq \mathrm{S} \leq \mathrm{T}$,

$$
L_{w_{\theta}}^{S}((t, S], B \underset{; m}{Y}):=f: s \in[t, S] \neq f(s, \cdot) \in B_{; m}^{Y} \text { measurable, s.t. } \quad|f(s, \cdot)|_{B}^{S} \underset{i m}{Y} W_{\theta}(s) d s<+\infty
$$

if $s<+\infty$ and

$$
\begin{align*}
& L_{W_{\theta}}^{\infty}\left((t, S], B{ }_{i m}^{Y}\right) \\
:= & f: s \in[t, S] \nrightarrow f(s, \cdot) \in B B_{; m}^{Y} \text { measurable, s.t. sup ess } \underset{s \in(t, S]}{ } W_{\theta}(s)|f(s, \cdot)|_{B ; m}^{Y}<+\infty \tag{13}
\end{align*}
$$

where the weight function $w \theta$ is given by

$$
w_{\theta}(s)=(s-t)^{\theta}
$$

(W) \{DEFERVZUGHGTH
for some exponent $\theta \in R$.
Remark 1. We emphasize that one of the main dierences with [8] inthe denition of the weighted spaces is that we here consider a weight which involves the initial time $t$ (or backward weight), whereas we previously considered in [8Пa weight involving the nal time (or forward weight). This is mainly due to the fact that we here want to absorb the potentially insucient smoothing eects of the initial measure in order to address the current critical case. In [8], the forward weights were chosen in order to equilibrate the higher singularities of the gradient of the heat kernel in the Duhamel representation. The approach will be here dierent since we will not rely exclusively on the heat kernel to absorb the singularities induced by the regularity estimates, but also on the initial condition.

Endowed with the metric

$$
|f|_{L_{w_{\theta}}}\left((t, s], B ; B_{m}^{y}\right)=Z_{t} d s|f(s, \cdot)|_{B: m}^{S}(s-t)^{!},
$$

- with the usual modication if $s=+\infty \quad-$, and recalling that $\left(B \underset{i m}{Y},|\cdot|_{B, m}^{\gamma}\right.$ ) is a Banach space, the
 In the case $\theta=0, L_{w_{\theta}}^{S}((t, S], B \underset{i}{Y})$ reduces to $\left.L^{s}(t, S], B_{i m}^{Y}\right)$.


## 3. Estimates on the Fokker-Planck equation

### 3.1. A priori estimates: a unied approach.

Proposition 4. Let $\beta \in[-1,0]$. Assume that the parameters are such that $(\mathbf{C 1}$ holds for $\beta \in(-1,0]$ (resp. (C2 if $\beta=-1$ ). Then, for any (t, $\mu$ ) in $[0, T) \times P\left(R^{d}\right) \cap B B_{p_{0}, q_{0}}^{\beta_{0}}$, the non-linear FokkerPlanck equation (9) admits a solution which is unique among all the distributional solutions lying in $L_{W_{\theta}}^{\infty}\left((t, S], B_{p 0,1}^{-\beta+\theta}\right), S<T_{1}$ with $T_{1} \leq T, \theta \Gamma$ as in Theorem and $\vartheta \in(0,1)$.
Moreover, for all $s \in[t, S], \boldsymbol{\rho}_{t, \mu}(s, \cdot)$ belongs to $P\left(R^{d}\right)$. Eventual ly, for a.e. $s$ in $(t, S], \boldsymbol{\rho}_{t, \mu}(s, \cdot)$ is absolutely continuous w.r.t. the Lebesgue measure and satises the Duhamel representation

Let us sum up the strategy to derive weak and strong well posedness in our non-linear setting under ( and ( $\mathbf{C 1}$, ( $\overline{\mathbf{C 2}}$ respectively. In any case we need to establish a priori estimates on the Fokker-Planck equation (7) associated with mollied kernels through its Duhamel representation (6).

1. In [ $\mathbf{8}$ ], under ( $\mathbf{C O}$, we used the so-called de-quadrication technique. In this case we cannot in some sense benet from the smoothness of the initial condition since the whole regularity index associated with the Besov norm for which we are estimating the (mollied) density, is felt by the gradient of the stable heat kernel (see as well the related discussion in the proof of Lemma 5 below).
2. In the current work, under ( $\mathbf{C 1}$-( $\mathbf{C 2}$, we use techniques that are more common in non-linear analysis and make a quadratic term appear. We will see below that in that case this approach allows to have an extra-margin, what we already called in the comments following Theorem 1 the intrinsic regularity index associated with the initial condition $\mu \in B{ }_{p_{0}, q_{0}}^{\beta_{0}}$, with respect to the former threshold appearing in ( $\mathbf{C O}$. We point out that, for $\beta=-1$ we anyhow require some additional smoothness properties for the drift to handle this critical case.
To derive weak uniqueness, our approach consists in exploiting appropriate estimates on the density so that we can prove that the drift

$$
B_{\rho_{t, \mu}}(s, \cdot):=\underbrace{Z}_{R^{d}} b(t, y) \boldsymbol{\rho}_{t, \mu}(r, y) d y
$$

belongs to the time-space Lebesgue space $L^{s}-L^{\infty}$ for an index $s$ which then allows to enter the framework of [10] where, in the linear setting, a parabolic bootstrap result was established for singular drifts.
We insist on the fact that appealing to product rules in Besov spaces precisely allows to derive the highest regularity order, with respect to what could have e.g. been done through easier embeddings, i.e. going
back to Lebsegue spaces and then deteriorating the smoothness indexes. The point is then of course to derive, the maximum regularity index for which the estimates on the equation with mollied coecients work. We refer to the proof of Lemma 5 Delow for further details.
From this approach, we will be faced with features which somehow often appear in non-linear analysis, i.e. the results will be valid either in small time or for suciently small initial data, in the considered setting of Besov spaces.
A bout constants. Introduce the parameter set
$\theta=$

$$
\begin{align*}
& \left\{d, k r, p, q, \beta \quad|b|_{L r\left(B_{p, q}^{\beta}\right)}, p_{0}, q_{0}, \beta_{0},|\mu|_{B_{p 0,90}^{\beta} \rho_{0}}\right\}, \text { if } \beta \in(-1,0] \text {, }  \tag{15}\\
& \left\{d, K r, p, q, \beta \quad|b|_{L^{r}\left(B_{p, q}^{\beta}\right)},|\operatorname{div}(b)|_{L^{r}\left(B_{p, q}^{\beta}\right)}, p_{0}, q_{0}, \beta_{0},|\mu|_{B_{p_{0,90}^{\beta}}^{\beta_{0}}}\right\}, \text { if } \beta=-1 \text {. }
\end{align*}
$$

\{DEFDGRAGRDA

Namely $\Theta$ gathers the various parameters appearing in A ssumption (UE) and condition ( $\mathbf{C 1}$ ) and ( C2 depending on the considered value of $\beta$. In what follows we denote by $C:=C(\theta$ a generic constant depending on the parameter set $\Theta$ that may change from line to line. Other possible dependencies will be explicitly specied.
We rst begin with a Lemma giving a control of the Besov norm of the mollied Fokker-Planck equation (7).

Lemma 5 (A priori estimates on the mollied density). Assume ( $\mathbf{C 1}$ holds for $\beta \in(-1,0]$ (resp. ( $\mathbf{C 2}$ for $\beta=-1$ ). For

$$
\begin{equation*}
\zeta_{0}:=\frac{1}{\alpha}^{\mathrm{h}}-\beta+\frac{\mathrm{d}}{\mathrm{p}}-\beta_{0}+{\frac{d}{p_{0}^{0}}}^{i} \tag{16}
\end{equation*}
$$

set

$$
\begin{equation*}
\Gamma=\beta+\alpha-1-\frac{\alpha}{r}--\left.\beta\right|_{\beta \in(-1,0]}+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}-\eta=\alpha+\left.\beta\right|_{\beta \in(-1,0]}-1-\frac{\alpha}{r}-\bar{q} 0-\eta \tag{17}
\end{equation*}
$$

\{DEEPIEFA_MAMA
with $\rrbracket>0$ small enough to have $\Gamma>0$.
Then there exists constants $\mathrm{C}_{1}, \mathrm{C}_{1}$ depending on $\theta$ dened in (15) s.t. for any $\mathrm{t}<\mathrm{S} \leq \mathrm{T}, \boldsymbol{\rho}$, it holds that

$$
\begin{align*}
& \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B p o, 1}^{-\beta+r} \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\theta=\frac{\Gamma}{\alpha}+\zeta_{0}=1-\frac{1-\beta I_{\beta \in(-1,0)}}{\alpha}-\frac{1}{r}-\frac{\eta}{\alpha} \tag{19}
\end{equation*}
$$

\{D[EFE_HHETEA\}
Note also that for the previous parameters, $\quad \frac{1}{r^{0}}-\left(\theta+\frac{1-\beta 1_{\beta \in(-1,0]}}{\alpha}\right)=\frac{\eta}{\alpha}>0$.
Recall that under ( C1

$$
\frac{\alpha}{r}+-\beta+\frac{d}{p}-\beta_{0}+{\frac{d}{p_{0}^{0}}}^{i}<\beta+\alpha-1
$$

so that the parameter $\theta>0$ under both conditions ( $\boldsymbol{C 1}$ and ( $\mathbf{C 2}$. We point out that if $\zeta_{0} \leq 0$ we could set $\theta=0$, taking $\Gamma=-\bar{\alpha}_{0}$ instead of the former choice, i.e. in this case one can directly control the $L^{\infty}$ norm in time of the spatial Besov norm for a lower regularity index. This occurs if the additional smoothness provided by the initial condition through what we call its intrinsic Besov index $\beta_{0}+\frac{d}{p_{0}^{0}}$ is large enough and somehow absorbs the time singularities coming from Besov norms of the heat kernel in the Duhamel formulation. We anyhow chose to obtain the maximum smoothness index in order to derive the best possible thresholds for strong uniqueness, up to a normalizing factor which in the analysis below leads to integrable singularities.
If $\zeta_{0} \leq 0$, which means that the intrinsic Besov index of the initial condition is not strong enough, w.r.t. to the index $\mathrm{p}^{0}$ of the spatial Besov norm in which we are estimating the density, then a pre-factor in time with index $\theta>0$ is needed to control the normalized $L^{\infty}$ norm in time. We also point out that we chose here to take the last parameter of the Besov norm equal to one since it allows to use directly the product rule (Prod1. We again point out that the smoothness we manage to derive for the solution of the Fokker-Planck equation involves $-\beta$, which is somehow necessary for the non linear drift to be
well-dened, and $\Gamma$, which is precisely the gap in conditions ( $\mathbf{C 1}$, ( $\mathbf{C 2}$. This choice allows to keep integrability properties in the density estimates below.

Proof. We start from the Duhamel formulation (6) apd apply the norm $\quad|\cdot|_{B_{p 0,1}^{-\beta+r}}^{-\quad \text { for } \Gamma \geq 0 \text { to be specied }}$ later on. For $s \in(t, T]$, it follows

We rst consider $\quad \beta \in(-1,0]$ under ( $\mathbf{C 1}$. Applying successively ( $\mathbf{Y}$ (with $m_{1}=1, m_{2}=\infty$ ), (Prod1), (D) and nally ( $\mathrm{E}_{2}$ yields

$$
\begin{aligned}
& \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \cdot \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot) \quad ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \mathrm{B}_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\Gamma}} \\
& \leq \mathrm{C} \mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{V}, \cdot) \cdot \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{V}, \cdot){\underset{\mathrm{B}}{\mathrm{p} 0, \infty}} \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}}^{\mathrm{B}, 1}-\mathrm{\beta} \\
& \leq C B_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{V}, \cdot)_{\mathrm{B}_{\infty, \infty}^{\ulcorner }} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{\ulcorner }} \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}_{1,1}^{-\beta}} \\
& \leq C\left|b^{\varepsilon}(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p}, \mathrm{a}, 0}^{-\beta+\Gamma}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{\Gamma}} \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \mathrm{B}_{\mathrm{B}, 1}^{-\beta} \\
& \leq C\left|b^{\varepsilon}(v, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot){\underset{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\Gamma}}{2} \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha} \mathrm{B}_{1,1}^{-\beta} .}^{\alpha} .
\end{aligned}
$$

We insist that the parameters of the rst Young inequality precisely lead to the weakest time singularity for the contribution involving the Besov norm of $\quad \nabla p_{s-v}^{\alpha}$ keeping in mind that we also need to make the homogeneous contribution $\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p}, 1}^{-\beta+\Gamma}}$ appear from the non-linear drift $\mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot)$. This seems therefore rather natural. Pay attention that the product rule is here precisely to avoid putting the singularity coming from the smoothness index $\Gamma$ on the gradient of the heat kernel. A gain, it is precisely for the product rule to be valid in any case that we take the second integrability index equal to 1 in the previous computations.
We could have avoided the product rule writing

$$
\begin{aligned}
& B_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \cdot \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{V}, \cdot) \quad ? \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha} \mathrm{v}_{\substack{\mathrm{B} \\
\mathrm{p} 0,1}}^{-\beta+\Gamma} \\
& \leq \mathrm{C} \mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{V}, \cdot) \cdot \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot) \underset{\mathrm{B}_{\mathrm{p} 0, \infty}^{0}}{ } \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha} \mathrm{B}_{\mathrm{B}_{1,1}^{-\beta+\Gamma}} \\
& \underset{\text { E1 }}{\leq} C\left|B_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{V}, \cdot)\right|_{\mathrm{B}_{\mathrm{o}, 1}^{0}}\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, 1}^{0}} \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}_{1,1}^{-\beta+\Gamma}} \\
& \leq C|b(v, \cdot)|_{B_{p, q}^{\beta}}\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta}}^{2} \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}_{1,1}^{-\beta+\Gamma}} \\
& \leq \quad C|b(v, \cdot)|_{B_{p, q}^{\beta}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p 0,1}^{-\beta+r}}^{2} \nabla p_{s-v}^{\alpha}{ }_{B_{1,1}^{-\beta+r}} .
\end{aligned}
$$

This approach mainly uses the HIder inequality and the embeddings. Hence, we have the same kind of estimate but with a higher time singularity, see again ( HK. Thus, the product rule is to be preferred Let us now turn to the initial condition. A pplying again ( Y ,

[^1]where $\left[p\left(p_{0}, p^{0}\right)\right]^{-1}=1+\left(p^{0}\right)^{-1}-\left(p_{0}\right)^{-1}$. Finally, the stable-kernel estimate (
HK yields:
\[

$$
\begin{aligned}
& \left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{s}, \cdot)\right|_{\mathrm{B}}^{\mathrm{p} 0,1}-\mathrm{B+} \mathrm{\Gamma}
\end{aligned}
$$
\]

$$
\begin{aligned}
& \leq C|\mu|_{B_{p_{0}, 90}^{\beta_{0}}}(s-t)^{\frac{\beta-r}{\alpha}-\frac{d}{\alpha}+\frac{1}{\alpha}} \beta_{0}+\frac{d}{p_{0}^{0}}+C Z_{t} \quad \frac{d v}{(s-v)^{\frac{-\beta+1}{\alpha}}}\left|b^{\varepsilon}(v, \cdot)\right|_{B_{p, q}^{\beta}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p, 1}^{-\beta+r}}^{2} .
\end{aligned}
$$

Set now as in the statement of the Lemma

$$
\zeta_{0}:=\frac{1}{\alpha}^{\mathrm{h}}-\beta+\frac{\mathrm{d}}{\mathrm{p}}-\beta_{0}+{\frac{\mathrm{d}}{p_{0}^{0}}}^{i}
$$

A pplying next the $L^{1}: L^{r}-L^{r}$-HIder inequality in time and from the denition of $\zeta_{0}$, we get:

From this expression we see that two characteristic exponents appear, which should guide us to chose the normalizing condition to be considered. The rst one is $\frac{(-\beta+1)}{\alpha} r^{0}$ for which we assume

$$
\frac{(-\beta+1) r^{0}}{\alpha}<1 \Rightarrow \quad \frac{(-\beta+1)}{\alpha}<1-\frac{1}{r} \Rightarrow \frac{\alpha}{r}<\alpha-1+\beta
$$

(22) \{INNTCOQDQ\}

This condition allows to have an integrable singularity in the previous time integral and readily follows from ( $\mathbf{C 1}$. Observe as well that the critical threshold $\quad \beta=-1$ is here not attainable with this approach. The other exponent is $-\left(\frac{\Gamma}{\alpha}+\zeta_{0}\right)$ which we are now going to calibrate.
For $\theta \geq 0$ positive to be specied write:

$$
\begin{aligned}
& \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p}-\beta, 1}^{-\beta+r}
\end{aligned}
$$

Hence, in order to have a non exploding factor we must in that case choose:

$$
\theta \geq \frac{\Gamma}{\alpha}+\zeta_{0} \geq 0
$$

On the other hand, for the integral term

$$
\begin{aligned}
& \leq\left.\sup _{v \in[t, s)}(v-t)^{2 \theta}{ }^{0} \boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p_{0} 0,1}^{2-\beta+r}} ^{20} Z_{s} \frac{d v}{(s-v)^{\frac{1-\beta}{\alpha} r^{0}}(v-t)^{2 r^{0} \theta}}
\end{aligned}
$$

where $B(\cdot, \cdot)$ stands for the $\beta$-function. From the above, it follows that

$$
\begin{aligned}
& \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p 0,1}^{-\beta+r}}^{-\beta} \\
& \leq C_{1}|\mu|_{B_{p 0,90}^{\beta} 0}(s-t)^{\theta-\left(\frac{\Gamma}{\alpha}+\zeta_{0}\right)}+C_{1}|b|_{L r\left(B_{p, q}^{\beta}\right)}(S-t)^{\frac{1}{r 0}-\frac{1-\beta}{\alpha}-\theta} \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p, 0,1}^{-\beta+r}} \quad 2,
\end{aligned}
$$

where the following condition on $\theta$ is needed:

$$
2 r^{0} \theta<1 \Rightarrow \quad \theta<\frac{1}{2 r^{0}}
$$

for the previous integral to be well dened. Note as well that the condition $1>\left(\frac{1-\beta}{\alpha}\right) r^{0}$ is implied by (C1). For the exponent of the time contribution preceding the quadratic term in the previous inequality to be positive, it is also required that

$$
\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}-\theta>0 \Rightarrow \quad \theta<\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}
$$

Thus,

$$
\theta<\quad \frac{1}{r^{0}}-\frac{1-\beta}{\alpha} \wedge \frac{1}{2 r^{0}}=\frac{1}{r^{0}}-\frac{1-\beta}{\alpha} .
$$

Observe indeed that

$$
\begin{equation*}
\frac{1}{r^{0}}-\frac{1-\beta}{\alpha} \leq \frac{1}{2 r^{0}} \Rightarrow \quad \frac{1}{2 r^{0}} \leq \frac{1-\beta}{\alpha} \Rightarrow \alpha\left(1-\frac{1}{r}\right) \leq 2(1-\beta) \tag{23}
\end{equation*}
$$

which is indeed always fullled since $\quad \alpha \in(1,2]$ and $r \in[1,+\infty]$.
To sum up, in order for a $\theta$ to exist, it is necessary that

which is precisely implied by condition ( $\mathbf{C 1}$.

- If $\zeta_{0}>0$, which occurs when the intrinsic Besov index $\beta_{0}+\frac{d}{p_{0}^{0}}$ is not strong enough to absorb the characteristic index $-\beta+\frac{d}{p}$ (which reects the singularity and integrability of the drift), it is natural to take $\frac{\Gamma}{\alpha}$ corresponding to the gap between the right and left hand sides in $(24 \boxed{.}$ his yields to consider, for ip 0 ,

$$
\begin{array}{r}
\Gamma=\alpha-1+2 \beta-\frac{\alpha}{r}-\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}} \\
-\eta=\alpha-1+\beta-\frac{\alpha}{r}-\not \alpha_{0}-\eta \\
\theta=\frac{\Gamma}{\alpha}+\zeta_{0}=1-\frac{1-\beta}{\alpha}-\frac{1}{r}-\frac{\eta}{\alpha} .
\end{array}
$$

- If $\zeta_{0} \leq 0$, which occurs when the intrinsic B esov index $\quad \beta_{0}+\frac{d}{p_{0}^{0}}$ is greater than $-\beta+\frac{d}{p}$, the previous choice remains valid but any pair $\quad \theta \in\left[0, \frac{1}{r^{0}}-\frac{1-\beta}{\alpha}\right)$ and $\Gamma=\alpha$ also provide an admissible choice. In particular, taking $\theta=0$ induces no normalizing factor in time. This choice will turn out to be useful to derive weak uniqueness.

The lemma is proved under ( C1.
Let us now restart from (2D) under ( $\mathbf{C 2}$. We precisely rebalance the gradient through an integration by parts to alleviate the time singularity on the heat kernel. Indeed, it can be seen from (21) and (22) that one cannot directly take $\beta=-1$ therein. A gain we cannot derive estimates from (21) if $\beta=-1$. We get

$$
\begin{aligned}
& +{ }_{t} d v B_{\rho_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \cdot \nabla \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot) \quad \mathrm{P}_{\mathrm{s}-\mathrm{v}}^{\alpha}(\cdot) \mathrm{B}_{\mathrm{p} 0,1}^{1+\Gamma} .
\end{aligned}
$$

A pplying successively $\left(\mathbf{Y}\right.$ (with $\left.m_{1}=1, m_{2}=\infty\right)$, (Prod1), (D) and nally ( $E_{2}$ yields

$$
\begin{aligned}
& \leq C \operatorname{div} B_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0, \infty}^{\Gamma}} \mathrm{P}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{B_{1,1}^{1}}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& B_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \cdot \nabla \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot) ? \mathrm{p}_{\mathrm{s}}^{\alpha-\mathrm{v}} \mathrm{~B}_{\mathrm{p}, 1}^{1+\Gamma} \\
& \leq C B_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{V}, \cdot) \cdot \nabla \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0, \infty}^{r}} \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \mathrm{B}_{1,1}^{1} \\
& \leq \quad \mathrm{CB}_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\infty}^{\Gamma}, \infty} \nabla \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{\Gamma}} \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \mathrm{B}_{1,1}^{1}
\end{aligned}
$$

Note from the above bounds that then terms $\quad b^{\varepsilon}, \operatorname{div}\left(b^{\varepsilon}\right)$ naturally appear with same norm. Also, from (L), estimating $p_{s-v}^{\alpha}{ }_{B_{1,1}^{1}}$ somehow amounts to control $\nabla p_{s-v}^{\alpha}{ }_{B_{1,1}^{0}}$.

We obtain

$$
\begin{aligned}
& +C_{t}^{Z_{s}} \frac{d v}{(s-v)^{\frac{1}{\alpha}}}\left|b^{\varepsilon}(v, \cdot)\right|_{B_{p, q}^{-1}}+\left|\operatorname{div}\left(b^{\varepsilon}(v, \cdot)\right)\right|_{B_{p, q}^{-1}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p o, 1}^{1+r}}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +C_{t}^{s} \frac{d v}{(s-v)^{\frac{1}{a}}}\left|b^{\varepsilon}(v, \cdot)\right|_{B_{p, q}^{-1}}+\left|\operatorname{div}\left(b^{\varepsilon}(v, \cdot)\right)\right|_{B_{p, q}^{-1}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p, 1}^{1+\Gamma},}^{2},
\end{aligned}
$$

where $C=C(d, \alpha p)$ and $\left[p\left(p_{0}, p\right)\right]^{-1}=2-1 / p-1 / p_{0}=1+1 / p_{0}^{0}-1 / p$. Recalling the very denition (16) of $\zeta_{0}$, applying the $L^{r}-L^{r}$ HIder inequality in time in the above equation, we get

$$
\begin{aligned}
& \mid \boldsymbol{p}_{t, \mu}^{\varepsilon}(\mathrm{s}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{1+r}}
\end{aligned}
$$

(25) $\quad$ SPRPRREADU UMLO

We now multiply both sides by $(s-t)^{\theta}$ to obtain that

$$
\begin{align*}
& (s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p 0,1}^{1+r}}^{1+r} \leq C_{2}|\mu|_{B_{p o, q 0}^{\beta 0}}(s-t)^{\theta-\left(\zeta_{0}+\frac{r}{a}\right)} \\
& +C \quad b_{L^{r}\left(B_{p, q}^{-1}\right)}+|\operatorname{div}(b)|_{L^{r}\left(B_{p 0,90}^{-1}\right)} \sup _{t \leq v \leq s}(v-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p 0,1}^{1+r}}^{2}(s-t)^{\theta} Z_{s} \frac{d v}{(s-v)^{\frac{r}{\alpha}}(v-t)^{2 \theta}}{ }^{\frac{1}{r^{0}}} \tag{26}
\end{align*} .
$$

As in the proof under ( C1 for the above integral to exist, one needs that:

$$
2 \theta^{0}<1 \Rightarrow \quad \theta<\frac{1}{2 r^{0}},
$$

which is guaranteed by ( C2 , since similarly to (23) and using (19),

$$
\theta=1-\frac{1}{r}-\frac{1}{\alpha}-\frac{\eta}{\alpha}<\frac{1}{r^{0}}-\frac{1}{\alpha} \leq \frac{1}{2 r^{0}} .
$$

It then follows that for $\Gamma$ as in the statement, i.e. $\quad \theta=\zeta_{0}+\frac{\Gamma}{\alpha}$, one gets:

$$
\begin{aligned}
& \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p, 1}^{1+~}}^{1+r} \leq C_{1}|\mu|_{B_{p o, 90}^{\beta}}^{\beta_{0}} \\
& +C_{1}|b|_{L r\left(B_{p, q}^{-1}\right)}+|\operatorname{div}(b)|_{L r\left(B_{p, q}^{-1}\right)}(S-t)^{\frac{1}{r}-\frac{1}{\alpha}-\theta} \sup _{s \in(t, S]}(s-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p, 1}^{1+r}}^{1+r}
\end{aligned}
$$

This completes the proof under (

Remark 2 (A bout a priori estimates without prefactor). Observe that when $-\zeta_{0} \geq 0$, i.e. when the intrinsic Besov index is large enough, we could as well take $\Gamma=-\bar{\alpha}$ o in (21). This choice would give a non exploding power of time, i.e. the exponent $-\frac{\Gamma}{\alpha}-\zeta_{0}=0$ and would also allow to take a supremum norm in time of the Besov norms in (21). Namely,

This choice however corresponds to a smaller 「 than the one dened in the statement of the Lemma and this latter will be useful to specify sharp conditions leading to strong uniqueness.
Remark 3 (A bout the pre-factor) . The computations of Lemma 5 Sфmehow illustrate that, up to the control of the quadratic term, we can hope to derive bounds for suitable time renormalization of appropriate spatial norms. Such kind of norms already appeared e.g. for the K ato solutions to the Navier-Stokes equations, see [32], In the same spirit we could derive more spatial smoothness through integral controls in time but we do not need them for our current purpose. The next lemma species how the quadratic non-linearity appearing in the estimate can be handled. This occurs, either in short time for an arbitrary initial condition or for any time, provided the initial condition is small enough in the corresponding Besov norm. These features are somehow standard in non-linear analysis

Remark 4 (A bout the proofs under ( $\mathbf{C 1}$ ) and ( $\mathbf{C 2}$ ). We would like to stress from the previous proof that once the integration by parts has been performed under ( $\mathbf{C 2}$ the proof to derive the a priori estimate is somehow similar to what is done under ( C1 for $\beta=0$, in terms of the time singularities to handle. This is why in what follows we will provide the proofs under ( $\mathbf{C 1}$ since the arguments under ( $\mathbf{C 2}$ are actually rather similar, again up to the indicated integration by parts (see also again the comments in the previous proof under condition ( C2).

We rst begin with a local in time control for the density.
Lemma 6 (A priori control through a Gronwall type inequality with quadratic growth). Under (C1) or (C2 and for $\theta$ 「 as in Lemma 5 and Theorem 1, there exists $T_{1}=T_{1} \theta \theta>t$ such that, for any $\mathrm{S}<\mathrm{T}_{1}$,

Furthermore, if $|\mu|_{\mathrm{B}_{p_{0,90}}^{\beta_{0}}}$ is small enough (small initial data), then the solution is global, i.e. one can set $\mathrm{T}_{1}=\mathrm{T}$ and there exists $\overline{\mathrm{c}}:=\bar{c}(\theta \theta$ s.t.

$$
\left.\sup _{v \in\left(t, T_{1}\right]}(v-t)^{\theta} \wedge 1\right)\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p 0,1}^{\Gamma}} \leq \bar{c} .
$$

Proof. According to Lemma 5, equation (18) the mapping

$$
f_{t}: s \in[t,+\infty) \nRightarrow f_{t}(s):=\sup _{v \in(t, s]}(v-t)^{\theta}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B_{p}-\beta, 1}^{-\beta+r}
$$

satises an inequality of the form:

$$
\begin{equation*}
f_{t}(s) \leq a+c_{t}(s)\left(f_{t}(s)\right)^{2}, t<s \leq S, \tag{29}
\end{equation*}
$$

where $\mathrm{a}=\mathrm{C}_{1}|\mu|_{\mathrm{B}_{p_{0,90}^{\beta}}^{\beta_{0}}}$ and $\left.\mathrm{C}_{\mathrm{t}}(\mathrm{s})=\mathrm{C}_{1}(\mathrm{~s}-\mathrm{t})^{\frac{1}{\rho^{-}}-\left(\theta+\frac{\left.1-\beta_{\beta} \in(-1,0]\right)}{a}\right)} \right\rvert\, \mathrm{b}_{\mathrm{L}^{r}\left(\mathrm{~B}_{p, 9}^{\beta}\right)}$. We recall that under both ( C1 and $\left(\boldsymbol{C 2}, \frac{1}{r^{0}}-\left(\theta+\frac{\left.1-\left.\beta\right|_{\beta \in(-1,0]}\right)}{\alpha}>0\right.\right.$ which implies that $c_{t}$ is null at $s=t$. Also, since the coecients are smooth, the controls of Lemma 6 in [8]apply and give that $f_{t}$ is continuous (bounded convergence theorem) Hence, the rst time $\quad S_{f_{t}}$, at which $f_{t}$ reaches the value $2 a$ necessarily occurs after $t$. Introducing now $S_{c_{t}}:=\inf \left\{s \geq t: C_{t}(s)=\left(4 C_{1}|\mu|_{B_{0,90}^{\beta 0}}^{\beta_{0}}\right)^{-1}\right\}$, we have for $s \in\left[t, \min \left(S_{f_{t}}, S_{c_{t}}\right)\right]$ :

This gives the rst part of the claim which is valid for any given initial condition setting

$$
T_{1}=\min \left(S_{f_{t}}, S_{\mathrm{c}_{\mathrm{t}}}\right) \wedge
$$ $\mathrm{S}=\mathrm{T}_{1}$.

From $T_{1}$ one can now repeat the analysis of Lemma 5. Namely, for $f_{T_{1}}(s)=\sup _{v \in\left(T_{1}, s\right]}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(v, \cdot)\right|_{B}^{-\beta+r}$ for $s \in\left[T_{1}, T_{1}+\delta\right.$ ) with $\delta$ small enough, $f_{T_{1}}$ is continuous and satises an inequality of the form (see also (27) in Remark 2):

$$
\begin{equation*}
f_{T_{1}}(s) \leq a_{T_{1}}+c_{T_{1}}(s)\left(f_{T_{1}}(s)\right)^{2}, T_{1}<s \leq T_{1}+\delta \tag{30}
\end{equation*}
$$

with $a_{T}=\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}\left(\mathrm{T}_{1}, \cdot\right)\right|_{\mathrm{B}_{\mathrm{p}, 1,1}^{-\beta+r}}$ and $\mathrm{C}_{\mathrm{T}_{1}}(\mathrm{~s})=\mathrm{C}_{1}\left(\mathrm{~s}-\mathrm{T}_{1}\right)^{\frac{1}{\Gamma^{0}}-\frac{1}{\alpha}}|\mathrm{~b}|_{\mathrm{L}^{r}\left(\mathrm{~B}_{\mathrm{p}, \mathrm{q}}^{\beta}\right)}$. From the rst part of the lemma it holds that

$$
\mathrm{a}_{\mathrm{T}_{1}} \leq 2 \mathrm{c}_{1}|\mu|_{\mathrm{B}_{\mathrm{p}_{0}, 90}^{\beta_{0}}} \mathrm{~T}_{1}^{-\theta} .
$$

The condition (30) also implies for $\delta$ small enough

$$
\begin{equation*}
\mathrm{f}_{\mathrm{T}_{1}}(\mathrm{~s}) \leq \mathrm{a}_{\mathrm{T}_{1}}+\overline{\mathrm{C}}\left(\mathrm{f}_{\mathrm{T}_{1}}(\mathrm{~s})\right)^{2}, \mathrm{t}<\mathrm{s} \leq \mathrm{T}, \overline{\mathrm{C}}=\mathrm{C}_{1}|\mathrm{~b}|_{\mathrm{L}^{r}\left(\mathrm{~B}_{\mathrm{p}, 9}^{\beta}\right)} . \tag{31}
\end{equation*}
$$

\{PREAPRRGRUNT
Let us consider the equation $\bar{C} x^{2}-x+a_{T_{1}}=0$ which actually has positive roots provided $\quad 1>4 a_{T_{1}} \bar{C}$ $|\mu|_{B_{p_{0,90}}^{\beta_{0}}}<\frac{1}{4 C C_{1}} \frac{T_{1}^{\theta}}{2}$. By continuity, $f_{T_{1}}(s)$ stays below $\underline{x}:=\frac{1-\overline{1-4 a_{T_{1}} C}}{2 C}$ (smallest positive roots of the quadratic equation) which then allows to iterate and therefore allow to take in this case $\mathrm{T}_{1}=+\infty$. Together with the previous inequality this gives the second statement of the lemma and completes the proof.

Lemma 7 (Convergence of the mollied densities) . Under the assumptions (C1) or (C2), and with the notations of Lemma 5, for any decreasing sequence $\left(\varepsilon_{k}\right)_{k \geq 1}$ s.t. $\varepsilon_{k} \vec{k}_{k} 0, \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}{ }_{k \geq 1}$ is a Cauchy sequence in $L_{w_{\theta}}^{\infty}\left((t, S], B \mathcal{p}_{p^{0}, 1}^{\beta+\vartheta \Gamma}\right)$, whenever $S$ is (strictly) smaller than $T_{1}$ given as in Lemma $\oint$ for $\vartheta=1$ if $p, q, r<+\infty$ and any $\vartheta \in(0,1)$ if $p v q v r=+\infty$. In particular, there exists $\boldsymbol{\rho}_{t, \mu} \in L_{w_{\theta}}^{\infty}\left((t, S], B_{p_{0}^{0,1}}^{-\beta+\theta \Gamma}\right)$ s.t.

$$
\begin{equation*}
\sup _{s \in(t, S)}(s-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}\right)(s, \cdot)\right|_{B_{p}-, 1}^{-\beta+\theta r}+\sup _{s \in(t, S]}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}\right)(s, \cdot)\right|_{L^{1}\left(R^{d}\right)} \rightarrow \underset{k}{ } 0 \tag{32}
\end{equation*}
$$

\{STAFOR ONGON

Proof. Fix $k, j \in N$ meant to be large. Assume w.l.o.g. that $k \geq j$. We have from the Duhamel representation (6)

From Remark 4 Dive will restrict to ( C1 for the proofs.
We rst assume $p, q, r<+\infty$ for simplicity. A pplying successively ( $\mathbf{Y}$ (with $m_{1}=1, m_{2}=\infty$ ), (Prod1, (D) and nally ( $\mathrm{E}_{2}$ yields

$$
\begin{aligned}
& \times \nabla p_{s-v}^{\alpha}{ }_{B_{1,1}^{-\beta}}
\end{aligned}
$$

$$
\begin{aligned}
& +\left|b^{\varepsilon_{j}}(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, q}^{\beta, q}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0, q 0}^{-\beta+\Gamma}}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{K}}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{\Gamma}} \quad \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}_{1,1}^{-\beta}}^{-\beta}
\end{aligned}
$$

$$
\begin{align*}
& \times \nabla p_{s-v}^{\alpha}{ }_{B_{1,1}^{-\beta} .} . \tag{33}
\end{align*}
$$

Exploiting now Lemma 6 Zुnd ( HK we get:

$$
\begin{aligned}
& \leq C_{H K} \quad\left|\left(b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p, 9}^{\beta}}(v-t)^{-\theta} 2 C_{1}|\mu|_{B_{p_{0,90}}^{\beta_{0}}}{ }^{2} \\
& +\left|b^{\varepsilon_{j}}(v, \cdot)\right|_{B_{p, 9}^{\beta}}(v-t)^{-\theta} 2 c_{1}|\mu|_{B_{p_{0,90}}^{\beta_{0}}}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p}_{0,1}^{-\beta+\Gamma}}^{-\beta}}(\mathrm{s}-\mathrm{v})^{-\frac{1-\beta}{\alpha}} .
\end{aligned}
$$

Hence, we derive from the HIder inequality that:

$$
\begin{aligned}
& \left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(s, \cdot)\right|_{B_{p o, 1}^{-\beta+r}} \leq C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)}+\left|b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)} \sup _{v \in(t, s]}(v-t)^{\theta}\left|\left(\boldsymbol{\rho}_{\mathrm{t}_{t, \mu}^{\varepsilon_{k}}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)\right|_{B_{p 0,1}^{-\beta+r}} \\
& x Z_{s} \frac{d v}{(v-t)^{2 r 0 \theta}(s-v)^{r \frac{1-\beta}{a}}} \quad!\frac{1}{r^{0}} .
\end{aligned}
$$

We recall that, similarly to the proof of Lemma 5, under ( $\mathbf{C 1}$, we have $2 \theta^{0}<1$ and $r^{0}(1-\beta) / \alpha<1$. Thus,

$$
\begin{aligned}
& \left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(s, \cdot)\right|_{B_{p, 1}^{-\beta+r}}^{\beta+r} \\
\leq & C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)}+\left|b^{\varepsilon_{j}}\right|_{L r\left(B_{p, q}^{\beta}\right)} \sup _{v \in(t, s]}(v-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t_{, \mu}}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p 0,1}^{-\beta+r}}(s-t)^{\frac{1}{r_{0}}-\frac{1-\beta}{\alpha}-2 \theta},
\end{aligned}
$$

and

$$
\begin{aligned}
& (s-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(s, \cdot)\right|_{B_{p 0,1}^{-\beta+r}} \\
\leq & C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L r\left(B_{p, q}^{\beta}\right)}^{\beta}+|b|_{L r\left(B_{p, q}^{\beta}\right)} \sup _{v \in(t, S]}(v-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p 0,1}^{-\beta+r}}(S-t)^{\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}-\theta} .
\end{aligned}
$$

Hence, since $\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}-\theta>0$ for $S$ small enough we get:

$$
\sup _{s \in(t, S]}(s-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(s, \cdot)\right|_{B_{p 0,1}^{-\beta+r}} \leq C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L r\left(B_{p, q)}^{\beta}\right)}(S-t)^{\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}-\theta} .
$$

If $p, q, r<+\infty$ then, from equation (1 2) in Proposition 2, $\square\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)} \underset{j, k}{ } 0$ and $\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}$ is thus a Cauchy sequence in $L_{w_{\theta}}^{\infty}\left((t, S], B_{p^{0}, 1}^{-\beta+\Gamma}\right)$.
Let us now turn to the case $p \vee q \vee r=+\infty$ then one needs to modify (3ß) n the following way. For any $\vartheta \in(0,1)$ write (using again $\left(\mathbb{Y}\right.$, ( Prod1 , ( $\mathbf{D}$ and $\left(\mathbf{E}_{2}\right)$ ):

$$
\begin{aligned}
& \leq C \quad\left|\left(b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta++}} \text { ө-1) } \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{v}, \cdot)_{\substack{B_{p, 1}^{-\beta+\theta \Gamma}}}
\end{aligned}
$$

We then proceed through HIder's inequality, using as well Lemma 6, as above to derive:

$$
\begin{aligned}
& (s-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(s, \cdot)\right|_{B_{p 0,1}^{-\beta r}}^{-\beta+r} \\
\leq & C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L^{\dot{r}}\left(B_{p, q}^{\beta+r}\right.}^{\beta-1)}(S-t)^{\frac{1}{F_{0}}-\frac{1-\beta}{\alpha}-\theta} \\
& +|b|_{L^{r}\left(B_{p, q}^{\beta}\right)} \sup _{v \in(t, S]}(v-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p 0,1}^{-\beta+\theta r}}(S-t)^{\frac{1}{r 0}-\frac{1-\beta}{\alpha}-\theta},
\end{aligned}
$$

with $\bar{r}=r$ if $r<+\infty$ and any $\bar{r}<+\infty$ otherwise. In the above computations, we precisely need to have a negative exponent $(\vartheta-1$ ) in order to invoke (1) in Proposition 2, which allows to reproduce the previous arguments in the current case.

We have thus established that $\quad \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}{ }_{k}$ is a Cauchy sequence in $L_{w_{\theta}}^{\infty}\left((t, S], B_{p_{0}, 1}^{-\beta+\theta \Gamma}\right.$ ) under ( $C$ 1. Let us turn to the $L^{1}$ norm. We will here only assume for simplicity that $p, q, r<+\infty$, the modications needed otherwise are similar to the previous ones. From the embedding ( $\quad E_{1}$ we will actually focus on the $B_{1,1}^{0}$ norm of the dierence and get similarly to (33):

$$
\begin{aligned}
& \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}}^{\varepsilon_{k}}(\mathrm{~V}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}(\mathrm{~V}, \cdot)-\mathrm{B}_{\substack{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}}}^{\varepsilon_{j}}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}(\mathrm{v}, \cdot) \quad ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B}}^{1,1} 0 \\
& \begin{array}{r}
\leq \\
\square
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
\leq \\
E_{1}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \times \nabla p_{s-v}^{\alpha} B_{1,1}^{0}
\end{aligned}
$$

$+\left|b^{\varepsilon_{j}}(\mathrm{~V}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}(\mathrm{~V}, \cdot) \underset{\mathrm{B}_{\mathrm{p}, 1}^{-\beta+\Gamma}}{ }\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{1,1}^{0}}^{\mathrm{h}} \quad \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha} \mathrm{B}_{1,1}^{0}$
$\leq$
C $\left|\left(b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p, q}^{\beta}}+\left|b^{\varepsilon_{j}}(v, \cdot)\right|_{B{ }_{p, q}^{\beta}}(v-t)^{\theta}\left(\rho_{t, \mu}^{\varepsilon_{k}}-\rho_{t, \mu}^{\varepsilon_{j}}\right)(v, \cdot)_{B_{p}^{-\beta+1}}^{\varepsilon_{j}+\Gamma}$
$+\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{j}}\right)(v, \cdot)_{B{ }_{1,1}^{0}} \times(v-t)^{-\theta}(s-v)^{-\frac{1}{\alpha}}$.

The fact that we made the $L^{1}$ norm of the mollie densities appear spares us a normalization as in the previous computations. Namely, assuming w.l.o.g. that $S \leq 1$, we can write from ( 35 ) and the HIder inequality:

$$
\begin{aligned}
& \left|\left(\boldsymbol{\rho}_{\mathrm{t}_{\mathrm{k}}}^{\varepsilon_{\mathrm{k}}}-\boldsymbol{\rho}_{\mathrm{t}_{\mathrm{t}, \mu}^{\varepsilon_{j}}}\right)(\mathrm{s}, \cdot)\right|_{\mathrm{B}_{1,1}^{0}} \quad \mathrm{~h} \\
& \leq C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)}+\left|b^{\varepsilon_{j}}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)}\left|\boldsymbol{\rho}_{t_{, \mu}^{\varepsilon_{k}}}-\boldsymbol{\rho}_{\mathrm{t}_{\mathrm{j}}}^{\varepsilon_{j}}\right|_{L_{w_{\theta}}^{\infty}\left((\mathrm{t}, \mathrm{~S}], \mathrm{B}-\mathrm{B}_{\mathrm{p}, 1}^{\beta+r}\right)}+\sup _{\mathrm{v} \in(\mathrm{t}, \mathrm{~S})}\left|\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{1,1}^{0}} \\
& \times Z_{s} \frac{d v}{(v-t)^{r^{0 \theta}}(s-v)^{\frac{r 0}{\alpha}}}{ }^{\frac{1}{r_{0}}}
\end{aligned}
$$

$$
\begin{aligned}
& x(S-t)^{\frac{1}{r}-\left(\theta+\frac{1}{\alpha}\right)} \text {. }
\end{aligned}
$$

Since $\frac{1}{r^{0}}-\left(\theta+\frac{1}{\alpha}\right)>0$, we can take the supremum in $s$ on the above l.h.s. and absorb the corresponding term appearing in the r.h.s. This yields:

$$
\left.\sup _{s \in(\mathrm{t}, \mathrm{~S}]}\left|\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{j}}}\right)(\mathrm{s}, \cdot)\right|_{\mathrm{B}_{1,1}^{0}} \leq C\left|b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right|_{\mathrm{Lr}\left(\mathrm{~B}_{p, q}^{\beta}\right)}+\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{j}}\right|_{L_{w_{\theta}}^{\infty}\left(B_{p}^{0}, 1\right.}^{-\beta+r}\right),
$$

which indeed gives, from Proposition 2 and the previous part of the proof, that
$\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}\right)_{k}$ is a Cauchy sequence in $L^{\infty}\left((t, S], L^{1}\right)$. We then derive $(32)$ by completeness. This concludes the proof in the considered case. We already indicated how to modify the previous arguments if pvqvr=+m.

Under (C2 , i.e. for $\beta=-1$, let us emphasize that using the structure condition $\operatorname{div}(b) \in L^{r}\left(B-\frac{1}{p}\right)$, one could reproduce the previous arguments writing in the case $p, q, r<+\infty$ instead of ( $\overline{33}$ )

$$
\begin{aligned}
& \leq C \quad\left|\left(b^{\varepsilon_{k}}-b^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p, q}^{\beta}}+\mid\left(\operatorname{div}\left(b^{\varepsilon_{k}}\right)-\left.\operatorname{div}\left(b^{\varepsilon_{j}}\right)(v, \cdot)\right|_{B_{p, q}^{\beta}} \quad \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}(v, \cdot)_{B_{p} p_{0,1}^{-\beta+\Gamma}}^{2}\right. \\
& +\left|b^{\varepsilon_{j}}(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}}+\left.\operatorname{div}\left(\mathrm{b}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)\right|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{\mathrm{t}_{\mathrm{j}}, \mu}^{\varepsilon_{j}}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\Gamma}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\Gamma}} \\
& \times p_{s-v}^{\alpha}{ }_{B_{1,1}^{-\beta}} .
\end{aligned}
$$

A gain, as already indicated in Remark 4, ollce the integration by parts is performed the analysis involving the singularities corresponds to the previous one for $\beta=0$.

Let us now prove that the limit point in the previous lemma is a distributional solution to the FokkerPlanck equation (9) and also satises the Duhamel representation (8).

Lemma 8. Assume (C1 or (C2) is in force and $S<T_{1}$. Let $\left(\varepsilon_{k}\right)_{k \geq 1}$ be decreasing sequence and $\boldsymbol{\rho}_{t, \mu}$ be the limit point of $\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}\right)_{\mathrm{k}}$ exhibited in Lemma 7,i.e. (32] holds. Then $\boldsymbol{\rho}_{\mathrm{t}, \mu}$ satises the Fokker-Planck equation (9) and also enjoys the Duhamel type representation (8). In particular, $\boldsymbol{\rho}_{\mathrm{t}, \mu} \in \mathrm{L}_{\mathrm{w}_{\theta}}^{\infty}(\mathrm{t} ; \mathrm{S}], \mathrm{B}_{\mathrm{p}, 1}^{-\beta+\vartheta \Gamma}$ ).

Proof. The claim can be obtained by replicating the arguments of Lemma 9 in [8]. For the sake of completeness, we just draw the essential points of the demonstration, leaving further details to a line-byline reading of [B]. Let $\boldsymbol{\rho}_{\mathrm{t}, \mu}$ be the cluster point given by Lemma 7 .

Starting from weak formulation associated with $\quad \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}, \boldsymbol{\rho}_{\mathrm{t}, \mu}$ satises, for any $\quad \phi \oplus\left([\mathrm{t}, \mathrm{S}) \times \mathrm{R}^{\mathrm{d}}\right)$ and $k \in \mathrm{~N}$,

$$
{ }_{\mathrm{t}}^{\mathrm{Z}_{\mathrm{s}} \mathrm{Z}} \quad \boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \mathrm{x}) \partial_{\mathrm{s}} \phi+\mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}} \cdot \nabla \phi+\mathrm{L}^{*}(\phi)(\mathrm{s}, \mathrm{x}) \mathrm{ds} \mathrm{dx}=-^{\mathrm{Z}} \phi(\mathrm{t}, \mathrm{x}) \mu(\mathrm{dx})+\Delta_{\boldsymbol{\rho}_{\mathrm{t}, \mu}, \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}}^{1}+\Delta_{\boldsymbol{\rho}_{\mathrm{t}, \mu}, \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{\mathrm{k}}}}^{2}
$$

for

$$
\Delta_{\boldsymbol{\rho}_{t, \mu}, \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}}^{1}=\mathrm{Z}_{\mathrm{s}} \mathrm{Z} \quad \boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \mathrm{x})-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{x}) \quad \partial_{\mathrm{s}} \phi+\mathrm{L}^{*}(\phi)(\mathrm{s}, \mathrm{x}) \mathrm{ds} \mathrm{dx}
$$

and

$$
\Delta_{\boldsymbol{\rho}_{t, \mu}, \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}}^{2}=\mathrm{Z}_{\mathrm{s}} \mathrm{Z}_{\mathrm{t}} \mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}} \boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \mathrm{x})-\mathrm{B} \underset{\boldsymbol{\rho}_{\mathrm{t}, \mu}}{\boldsymbol{\rho}_{\mathrm{k}}^{\varepsilon_{k}} \boldsymbol{\rho}_{\mathrm{t}, \mu}} \boldsymbol{\rho}_{\mathrm{t} k}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{x}) \cdot \nabla \phi(\mathrm{s}, \mathrm{x}) \mathrm{ds} \mathrm{dx}
$$

As it is clear that $\left(\partial_{s}-\left(L^{\alpha}\right)^{*}\right) \phi \in L^{1}\left([t, S), L^{\infty}\left(R^{d}\right)\right)$, we readily get from (32)that $\left|\Delta_{\rho_{t, \mu}, \boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}}^{1}(\phi)\right| \underset{\mathrm{k}}{ } 0$.
For the second term $\Delta_{\rho, \boldsymbol{\rho}_{k}}^{2}(\phi)$, we simply have to reproduce the computations of the previous Lemma observing that the heat kernel, which induced time singularity is now replaced by a time-space smooth
function. Write indeed,

$$
\begin{aligned}
& \leq \quad t_{t} \boldsymbol{\rho}_{\mathrm{t}, \mu}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{K}}}(\mathrm{~s}, \mathrm{x}) \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}} \cdot \nabla \phi(\mathrm{~s}, \mathrm{x}) \mathrm{dsdx} \\
& { }^{t} Z_{s} Z
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}\right|_{\mathrm{L}^{\infty}}\left((\mathrm{t}, \mathrm{~S}], \mathrm{L}^{1}\right) \quad \mathrm{ds}\left|\mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}}(\mathrm{~s}, \cdot) \cdot \nabla \phi(\mathrm{s}, \cdot)\right|_{\mathrm{L}^{\infty}\left(\mathrm{R}^{d}\right)} \\
& Z_{S}
\end{aligned}
$$

$$
\begin{aligned}
& \leq|\nabla \phi|_{L^{\infty}}\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}\right|_{\mathrm{L}^{\infty}}\left((\mathrm{t}, \mathrm{~S}], \mathrm{L}^{1)} \mathrm{t}_{\mathrm{t}} \mathrm{dS}|\mathrm{~b}(\mathrm{~s}, \cdot)|_{\mathrm{B}}^{\mathrm{p}, \boldsymbol{q}}{ }^{\beta}\left|\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{~s}, \cdot)\right|_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta}}\right. \\
& +{ }_{t}^{Z_{s}} d s\left|\left(b-b^{\varepsilon_{k}}\right)(s, \cdot)\right|_{B_{p, q}^{\beta-r}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}(s, \cdot)\right|_{B_{p, 1}^{-\beta+\Gamma}}+|b(s, \cdot)|_{B_{p, 9}^{\beta}}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}\right)(s, \cdot)\right|_{B_{p, 1}^{-\beta+\theta r}} \\
& \mathrm{Z}_{\mathrm{t}} \mathrm{ds}(\mathrm{~s}-\mathrm{t})^{-\theta^{0}} \frac{\frac{1}{\mathrm{r}}}{} \\
& +\left|\left(b-b^{\varepsilon_{k}}\right)\right|_{L^{r}\left(B_{p, q}^{\beta-r}\right)} Z_{t} \mathrm{ds}(s-t)^{-\theta r^{0} \frac{1}{r_{0}}} \\
& +|b|_{L \cdot\left(B_{p, q}^{\beta}\right)} \sup _{s \in(t, S]}(s-t)^{\theta}\left|\left(\boldsymbol{\rho}_{t, \mu}^{\varepsilon_{k}}-\boldsymbol{\rho}_{t, \mu}\right)(s, \cdot)\right|_{B_{p-1}^{-\beta+\theta r}} \quad Z_{s} d s(s-t)^{-\theta 0^{\frac{1}{\rho_{0}}}!}
\end{aligned}
$$

using Lemma 5 for the last inequality. We eventually derive from Lemma 7 ard Proposition 2 tha $\Delta_{\boldsymbol{\rho}, \boldsymbol{\rho}_{\mathrm{k}}}^{2}(\phi) \rightarrow 0$ and we conclude that $\boldsymbol{\rho}_{\mathrm{t}, \mu}$ satises ( $9 \sqrt{\square n}$ a distributional sense.
The representation (8) could be established similarly. Namely, the point is formally to replace $\phi(s, x)$ by $(s, x) \nexists p_{s-t}^{\alpha}(x-y)$ for a given xed $y \in R^{d}$. We also refer to Lemmas 3 and 9 of [8 $\square$ or further details.
The nal control stated is also a direct consequence of Lemma 7.

Lemma 9. Under the assumptions and with the notations of Lemma 7, the equation
(8) admits at most one solution in $\left.L_{w_{\theta}}^{\infty}\left((t, S], B_{p^{0}, 1}^{-\beta+\vartheta \Gamma}\right)\right)$ for any $S<T_{1}$.

Proof. The proof is here very close to the stability analysis performed in Lemma 7 (see also Lemma 10 in [8] for similar issues). A s in the indicated lemma we present the proof under ( C1. We refer to Remark 4 and the end of the proof of Lemma $7 \mathrm{f} \mathrm{\phi r}$ the modications under ( C2.
A ssume that $\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}$ and $\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}$ are two possible solutions to (8.. Then, for a.e. $\mathrm{t} \leq \mathrm{s} \leq \mathrm{S}, \mathrm{y}$ in $\mathrm{R}^{\mathrm{d}}$,

$$
\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}(\mathrm{s}, \mathrm{y})-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}(\mathrm{s}, \mathrm{y})=-\mathrm{Z}_{\mathrm{s}} \mathrm{~d} \mathrm{~h}^{\mathrm{h}}\left\{\mathrm{~B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}(\mathrm{v}, \cdot)-\mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}(\mathrm{v}, \cdot)\right\} ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha}(\mathrm{y})
$$

Similarly to (33) (34) write

$$
\begin{align*}
& \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}(\mathrm{v}, \cdot)-\mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}}(\mathrm{v}, \cdot) \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}(\mathrm{v}, \cdot) \quad ? \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \underset{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\theta r}}{ } \\
& \leq \mathrm{C}|\mathrm{~b}(\mathrm{v}, \cdot)|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\theta \Gamma}} \quad \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p}, 0,1}^{\theta}!} \\
& +|\mathrm{b}(\mathrm{v}, \cdot)|_{\mathrm{B}_{\mathrm{p}, \mathrm{q}}^{\beta}} \boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,90}^{-\beta+\theta r}}\left(\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(1)}-\boldsymbol{\rho}_{\mathrm{t}, \mu}^{(2)}\right)(\mathrm{v}, \cdot)_{\mathrm{B}_{\mathrm{p} 0,1}^{-\beta+\theta r}} \nabla \mathrm{p}_{\mathrm{s}-\mathrm{v}}^{\alpha} \mathrm{B}_{1,1}^{-\beta}, \tag{36}
\end{align*}
$$

where $\vartheta=1$ if $p, q, r<+\infty, \vartheta \in(0,1)$ otherwise. From the HIder inequality and Lemma 6 , wet thus derive:

$$
\begin{aligned}
\left|\left(\boldsymbol{\rho}_{t, \mu}^{(1)}-\boldsymbol{\rho}_{t, \mu}^{(2)}\right)(\mathrm{s}, \cdot)\right|_{B_{p}^{-\beta, 1}}^{-\beta+\theta r} \leq & C|b|_{L^{r}\left(B_{p, q}^{\beta}\right)} \sup _{v \in(t, s]}(v-t)^{\theta} \mid\left(\boldsymbol{\rho}_{t, \mu}^{(1)}-\left.\boldsymbol{\rho}_{t, \mu}^{(2)}(v, \cdot)\right|_{B_{p}^{-\beta+1}} ^{-\beta+\theta r}\right. \\
! & Z_{s}^{\frac{1}{r 0}} \\
& \times \quad \frac{d v}{(v-t)^{2 r^{0} \theta}(s-v)^{r^{01-\beta} \frac{1}{\alpha}}}
\end{aligned}
$$

which in turn yields

Since under (C1, $\frac{1}{r^{0}}-\frac{1-\beta}{\alpha}-\theta>0$ and $S-t$ can be taken small enough, uniqueness follows by taking the supremum in the above l.h.s. and absorbing the r.h.s.

## 4. Well posedness of the non-linear McK ean V lasov SDE. From the Fokker-Planck equation to the non-linear martingale problem.

We will here rst focus on the integrability properties of the non-linear drift. Namely, we have the following result:
Lemma 10. Assume that ( $\mathbf{C 1}$ ) or ( $\mathbf{C 2}$ holds. Then, the mollied non-linear drift $B_{\boldsymbol{\rho}_{\mathrm{t}, \mu}}^{\varepsilon_{\mu}}$ in (4) is in $L^{r_{0}}\left((t, T], B_{\infty, 1}^{0}\right)$ with $r_{0} \in\left(\frac{\alpha}{\alpha-\left(1-\left.\beta\right|_{\beta \in(-1,0)}\right.}, \frac{r}{1+r \theta}\right)$ and there exists $C \geq 1$ s.t. for all $\varepsilon 0$ :

$$
\begin{equation*}
\forall t \leq S \leq T,\left|B_{\boldsymbol{\rho}_{t, \mu}^{\varepsilon}}^{\varepsilon}\right|_{L r o\left(\left(t, S ~ J, B_{\infty, 1}^{0}\right)\right.} \leq C(S-t)^{\frac{1}{r_{0}}-\frac{1}{r}+\theta}| |_{L^{r}\left(B_{\rho, q)}^{\beta}\right)} . \tag{37}
\end{equation*}
$$

Importantly, from the denition of $\theta$ in (19) and the range in which we take $r_{0}, \Theta=\frac{1}{r_{0}}-\frac{1}{r}+\theta>q^{3}$. Proof. From the Young inequality ( $\mathbf{Y}$, one gets for all $s \in(t, T]$ :

$$
\left|B_{\rho_{t, \mu}^{\varepsilon}}^{\varepsilon}(s, \cdot)\right|_{B_{\infty, 1}^{0}} \leq c_{Y}\left|b^{\varepsilon}(s, \cdot)\right|_{B_{p, q}^{\beta}}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}(s, \cdot)\right|_{B_{p 0,9}^{-\beta}}^{-\beta} .
$$

Take now $r_{0}$ as indicated, then $r>r_{0}$ and use the HIder inequality, $L^{r_{0}}: L^{r}-L^{\left(r_{0}^{-1}-r^{-1}\right)^{-1}}$ (with the usual convention if $r=\infty$ ), to derive:

$$
\begin{aligned}
& \leq C_{Y}\left|b^{\varepsilon}\right|_{L^{r}\left(B_{p, q}^{\beta}\right)}\left|\boldsymbol{\rho}_{t, \mu}^{\varepsilon}\right|_{L_{w_{\theta}}^{\infty}\left((t, S], B B_{p, 1}^{-\beta+\theta r}\right)} \quad \mathrm{t} \quad \mathrm{ds}(s-t)^{-\theta\left(r_{0} \frac{r}{r-r_{0}}\right)}{ }^{\frac{1}{r_{0}-\frac{1}{r}}} \\
& \leq C|b|_{L^{r}\left(B_{p, q)}^{\beta}\right)}(S-t)^{\frac{1}{r^{r}}-\frac{1}{r}-\theta},
\end{aligned}
$$

using Proposition 2 änd Lemma 6 for the last but one inequality.

Existence results. We rst specify the the canonical space introduced in Section 1.3

$$
\Omega_{\alpha}:=\begin{aligned}
& C\left([t, S] ; R^{d}\right), \alpha=2, \\
& D\left([t, S] ; R^{d}\right), \alpha \in(1,2) .
\end{aligned}
$$

A probability measure $\mathbf{P}$ on the canonical space $\Omega_{\alpha}$ solves the non-linear martingale problem related to (1) on [ $\mathrm{t}, \mathrm{S}$ ] if:
(i) $\mathbf{P} \circ \mathrm{x}(\mathrm{t})^{-1}=\mu$;
(ii) for a.a. $s \in(t, S], \mathbf{P} \circ x(s)^{-1}$ is absolutely continuous w.r.t. Lebesgue measure and its density belongs to $L_{w_{\theta}}^{\infty}\left((t, S], B_{p^{0}, 1}^{-\beta}\right)$.

[^2]

We recall that the smoothness properties required on the marginal laws of the canonical process of $\mathbf{P}$ allow to dene almost everywhere the non-linear drift in ( $M P_{N L}$. A nyhow, this latter might still have time singularities, which prevents from using standard results to ensure well-posedness.
From now on, for $\mathbf{P}(x(v) \in d x):=\mathbf{P}_{t, \mu}(v, d x)=\boldsymbol{\rho}_{t, \mu}(v, x) d x$, we denote with a slight abuse of notation $B_{p_{\circ \times( }(v)^{-1}}(r, \cdot)=B_{\boldsymbol{\rho}_{t, \mu}}(\mathrm{v}, \cdot)$.

Proposition 11. Let $\left(\mathbf{C 1}\right.$ or $(\mathbf{C 2})$ be in force. Let $\left(\mathbf{P}^{\varepsilon}\right)_{\varepsilon}$ o denote the solution to the non-linear martingale problem related to (4). Then any limit point of a converging subsequence $\left(\mathbf{P} \varepsilon_{k}\right)_{k}, \varepsilon_{k} \vec{k}_{k} 0$, in $P\left(\Omega_{\alpha}\right)$ equipped with its weak topology, solves the non-linear martingale problem related to (1].

Proof of Proposition 11. We prove tightness and then prove any converging subsequence solves the nonlinear martingale.
Tightness. From the Aldous tightness criterion (see e.g. [5, Theorem 16.10]) if $\alpha<2$ or the K olmogorov one if $\alpha=2$ [5, Theorem 7.3], in the current additive nQise setting, the tightness of $\quad\left(\mathbf{P}^{\varepsilon}\right)_{>}$o follows from the uniform (w.r.t. $\quad \varepsilon$ ) almost-sure continuity of $s \neq{ }_{t}^{s} B_{\rho_{t, \mu}}^{\varepsilon}\left(v, X V_{v, \mu}\right) d v$. Inequality ( 37 ) readily implies this property.
Limit points. Let $\left(\mathbf{P}^{\varepsilon_{k}}\right)_{k}$ be a converging subsequence and denote by $\mathbf{P}$ its limit. Additionally to the weak convergence of $\left(\mathbf{P}^{\varepsilon_{k}}\right)_{k}$ towards $\mathbf{P}$, Lemma 7 also gives that the marginal distributions $\quad \mathbf{P}_{\mathrm{t}, \mu}^{\varepsilon_{\mathrm{k}}}(\mathrm{s}, \mathrm{dx})=$ $\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon_{k}}(\mathrm{~s}, \mathrm{x}) \mathrm{dx}{ }_{k}$ strongly converge towards $\mathbf{P}_{\mathrm{t}, \mu}(\mathrm{s}, \mathrm{dx})=\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{s}, \mathrm{x}) \mathrm{dx}$ in $\mathrm{L}_{\mathrm{w}_{\theta}}^{\infty}\left((\mathrm{t}, \mathrm{S}], \mathrm{B}_{\mathrm{p}_{0}, 1}^{-\beta}\right)$. Following the proof of Lemma 10 , this strong convergence also yields the convergence of $\left(B_{\boldsymbol{\rho}_{t, \mu}}^{\varepsilon_{\varepsilon_{k}, k}}\right)_{k}$ towards $B_{\boldsymbol{\rho}_{t, \mu}}$ in $L^{r_{0}}\left((t, S], L^{\infty}\right)$. Indeed, for $r_{0}$ as in the quoted lemma:
with $\check{r}=r, \check{\theta} \theta$ if $r<+\infty$ and any nite $\check{r}$ large enough if $r=+\infty$ and $\check{\theta} \quad \frac{1}{r_{0}}-\frac{1}{r}-\theta \check{r}>r r_{0}$ in that case. Convergence now follows from Proposition 2 and Lemmas 6 and 7.
As a direct consequence of the above bound, we get that for all $\Phi \in C_{0}^{\infty}\left((t, T) \times R^{d}, R^{d}\right)$,

$$
\lim _{k \notin}^{Z_{T} Z} B_{B_{\rho_{t, \mu}}^{\varepsilon_{k}}}^{\varepsilon_{k}}(s, x) \cdot(\Phi s, x) d x d s=Z_{t}^{Z_{T} Z} B_{\boldsymbol{\rho}_{t, \mu}}(s, x) \cdot(\Phi s, x) d x d s
$$

which in turn is sucient to ensure that (e.g. [15, Lemma 5.1]): for any $\quad 0 \leq t_{1} \leq \cdots \leq t_{i} \leq \cdots \leq t_{n} \leq$ $\mathrm{t} \leq \mathrm{s} \leq \mathrm{T}, \Psi_{1}, \cdots, \Psi_{\mathrm{n}}$ continuous bounded, and for any $\varphi$ of class $\mathrm{C}_{0}^{2}\left(\mathrm{R}^{\mathrm{d}}, \mathrm{R}\right)$,
$E_{p} \varepsilon_{k} \Pi_{i=1}^{n} \Psi_{i}\left(x\left(t_{i}\right)\right) \underset{t}{B_{\rho_{t, \mu}}^{\varepsilon_{k}},}(v, x(v)) \cdot \nabla \varphi(x(v)) d v \rightarrow{ }_{k} E_{p} \quad \Pi_{i=1}^{n} \Psi_{i}\left(x\left(t_{i}\right)\right) \quad B_{\boldsymbol{\rho}_{t, \mu}}(v, x(v)) \cdot \nabla \varphi(x(v)) d v$.
This exactly means that $\quad \mathbf{P}$ solves the non-linear martingale problem related to (1).

## Weak uniqueness results.

Proposition 12 (Uniqueness result). Under the assumption (C1) or ( $\mathbf{C 2}$, for any $\mu$ in $P\left(R^{d}\right) \cap$ $\mathrm{B}_{p_{0}, q_{0}}^{\beta_{0}}\left(\mathrm{R}^{\mathrm{d}}\right)$ and $0 \leq \mathrm{t}<\mathrm{S}<\mathrm{T}_{1}$, with $\mathrm{T}_{1}$ as in Theorem 1, the SDE (1) admits at most one weak solution s.t. its marginal laws $\boldsymbol{\mu}_{s}^{\mathrm{t}, \mu}(\cdot)_{\mathrm{s} \in[\mathrm{t}, \mathrm{T}]}$, have a density for a.e. s in $(\mathrm{t}, \mathrm{S}]$, i.e. $\boldsymbol{\mu}_{\mathrm{s}}^{\mathrm{t}, \mu}(\mathrm{dx})=\boldsymbol{\rho}_{\mathrm{t}, \mu}(\mathrm{s}, \mathrm{x}) \mathrm{dx}$ and $\boldsymbol{\rho}_{\mathrm{t}, \mu} \in \mathrm{L}_{\mathrm{w}_{\theta}}^{\infty}\left((\mathrm{t}, \mathrm{S}], \mathrm{B}_{\mathrm{p}_{0}, 1}^{-\beta+\theta \Gamma}\right)$, $\boldsymbol{\rho} \mathrm{r}$ as in Lemmas 7 , 5 respectively.

Proof. Following Proposition 13 in [8Пit actually suces to check that $\quad \mathrm{B}$ viewed as the drift of a linear SDE belongs to $L^{S}\left(L^{\infty}\right)$ with $1 \leq s \leq \infty$ and

$$
\frac{\alpha}{s}<\alpha-1
$$

This is exactly Lemma 14 in the above reference, which appeals to the results of [10] in the linear setting.
Now, taking $r_{0} \in \frac{\alpha}{\left.\alpha-(1-\beta)_{\beta \in(-1,0)}\right)}, \frac{r}{1+r \theta}$ as in Lemma 10 precisely gives this condition with $s=r_{0}$. This completes the proof.

## Strong uniqueness results.

Proposition 13. Under the assumption (C1 or (C2), for any $\mu$ in $P\left(R^{d}\right) \cap B_{p_{0}, q_{0}}^{\beta_{0}}\left(R^{d}\right)$ and $0 \leq t<$ $S<T_{1}$, with $T_{1}$ as in Theorem 1 , there exists a unique strong solution to (1] such that its law $\mu^{\mathrm{t}, \mu}$ belongs to $L_{w_{\theta}}^{\infty}\left((t, S], B_{p^{0}, 1}^{-\beta+\theta \Gamma}\right)$ and such that for a.e. $s$ in $(t, S], \boldsymbol{\mu}_{s}^{t, \mu}(d x)=\boldsymbol{\rho}_{t, \mu}(s, x) d x$ whenever

- under C 1

$$
2-\frac{3}{2} \alpha+\frac{\alpha}{r}+h-\beta+\frac{d}{p}-\beta_{0}+{\frac{d}{p_{0}^{0}}}^{!} \quad v 1-\alpha+\frac{\alpha}{r}+h-\beta+\frac{d}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}+<\beta
$$

- under ( $\mathbf{C 2}$

$$
2-\frac{3}{2} \alpha+\frac{\alpha}{r}+\frac{h^{d}}{p}-\beta_{0}+\frac{d^{i}}{p_{0}^{0}}<\beta=-1
$$

Proof. Similarly to the weak well-posedness we focus on the integrability properties of the drift viewed as the one of a linear version of the M cK ean-VIasov SDE (1 $\quad$ where the law is frozen. This therefore amounts to prove that

$$
Z \quad Z
$$

\{DCBERNNDDRR \}

$$
b:[0, S] \times R^{d} 3(s, x) \nexists b(s, x)={\underset{R^{d}}{ }}_{Z}^{b}(s, x-y) \boldsymbol{\mu}_{s}^{t, \mu}(d y)=R_{R^{d}}^{Z} d y b(s, x-y) \boldsymbol{\rho}_{t, \mu}(s, y),
$$

satises a K rylov and Rckner type condition, see [30] if $\square \quad \alpha=2$, or the criterion in [50, Theorem 2.4] if $\alpha \in(1,2)$.
If $\alpha=2$ we have already proved in the weak-uniqueness part that $\quad b \in L^{r_{0}}\left(L^{\infty}\right)$ so that the Krylov Rckner criterion $2 / s+d /<1=\alpha-1$ actually holds with $s=r_{0},{ }^{`}=+\infty$. This gives strong uniqueness in the diusive case under ( $\mathbf{C 1}$ ) or ( $\mathbf{C 2}$.
Let us turn to $\alpha \in(1,2)$ which actually requires some smoothness properties additionally to the integrability conditions. Namely,

- For $\alpha \in(1,2)$, strong well-posedness holds whenever the drift $b$ dened in (3\$) satises (। $\Delta) *{ }^{2} b \in L^{S}\left(L^{`}\right)$, or equivalently, $b \in L^{S}\left(H^{\gamma}\right)$, where $H^{\text {r }}$ stands for the Bessel potential space and $\gamma^{\prime}$, s satisfy
\{\{cconvolill \}

$$
\begin{equation*}
y \in 1-\frac{\alpha}{2}, 1, \quad, \in \frac{2 d}{\alpha} v 2, \infty, \quad s \in \frac{\alpha}{\alpha-1}, \infty \quad, \quad \frac{\alpha}{s}+\frac{d}{-}<\alpha-1 . \tag{39}
\end{equation*}
$$

Note that the condition on $b$ in (ii) will actually follow if we manage to prove that $b \in L^{S}\left(B{ }_{;}^{\gamma}{ }_{1}\right)$. We indeed recall $B \stackrel{Y}{;}, \rightarrow H^{\gamma}$ when ${ }^{`} \geq 2$ (see e.g. [49] Th. 2.5.6 p.88] and from ( $E_{2}$ for all $\gamma>0$, $B{ }_{i}^{Y},{ }_{1} \rightarrow{ }_{2}^{Y}$.
From ( $\mathbf{Y}$ and for ' meant to be large (but nite) write:

Note that one can choose any ${ }^{`} 2<p^{0}$ close to $p^{0}$, since again ${ }^{`}$ is arbitrarily large but nite. Write from the HIder inequality, similarly to the proof of Lemma 10:

A gain, since $b \in L^{r}\left((t, S], B B_{p, q}^{\beta}\right)$ the natural choice consists in taking as $=r$ giving $1 / a^{0}=1-1 / a=$ $1-s / r \Rightarrow a^{0}=r /(r-s)$ and $\gamma=\vartheta \Gamma$. However, pay attention that, since the integrability index ${ }^{2}$
is slightly smaller than $p^{0}$ we considered for the previous analysis of the density, we need to modify a bit the regularity index and consider a slightly smaller $\quad \gamma$ than the one indicated above. Namely, we get
for any ${ }_{2}<p^{0}$ with $\bar{\Gamma}=\Gamma \quad-\bar{\eta} \bar{\theta}=\theta-\bar{\eta} \bar{\eta}:=\bar{\eta}\left(p^{0}-{ }_{2}\right)>0$, going to 0 when ${ }_{2}$ 2 goes to $p^{0}$ and with $\Gamma, \theta$ as in (17), (19) respectively. Indeed, we can reproduce the previous steps, starting from the proof of Lemma 5for the equation with mollied coecients, in order to take into consideration a slightly smaller integration index.
Write indeed:

- Under (C1
- Under (C2
with $1+\left({ }_{2}\right)^{-1}=\rho_{1}^{-1}+\rho_{2}^{-1}$.
A pply now the product rule ( Prod1 from Theorem 3, We get:
- Under (C1):
- Under (C2
with $\frac{1}{\rho_{1}}=\frac{1}{\varphi_{1}}+\frac{1}{\rho_{2}}$.
In order to repeat the previous procedure, one needs to take $\quad \bar{c}_{2}={ }_{2}$. On the other hand, the previous choice yields

$$
1+\frac{1}{2}-\frac{1}{\rho_{2}}=\frac{1}{\rho_{1}}=\frac{1}{2}+\frac{1}{1} \Rightarrow 1-\frac{1}{\rho_{2}}=\frac{1}{1} .
$$

To $t$ the previous estimates it then remains to apply the Young inequality ( $\quad \mathbf{Y}$ :

- Under (C1

$$
\begin{aligned}
& \leq C\left|b^{\varepsilon}(v, \cdot)\right|_{B_{p, q}^{\beta}} \boldsymbol{\rho}_{\mathrm{f}_{\mathrm{t}, \mu}^{\varepsilon}}(\mathrm{v}, \cdot)_{\mathrm{B}_{2,1}^{-\beta+\Gamma}}^{2} \nabla p_{\mathrm{S}-\mathrm{v}}^{\alpha} \mathrm{B}_{\rho_{\rho}, 1,1}^{-\beta} .
\end{aligned}
$$

- Under (C2

$$
\begin{aligned}
& \mathrm{B}_{\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}}^{\varepsilon}(\mathrm{v}, \cdot) \cdot \boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{v}, \cdot) \quad ? \nabla \mathrm{p}_{\mathrm{S}-\mathrm{v}}^{\alpha}{ }_{\mathrm{B},{ }_{2,1}^{-\beta+r}}
\end{aligned}
$$

with parameters $1+\frac{1}{1}=\frac{1}{p}+\frac{1}{2}$.
We thus deduce that $\frac{1}{{ }_{1}}=1-\frac{1}{\rho_{2}}=\frac{1}{p}+\frac{1}{2}-1 \Rightarrow \quad \frac{1}{\rho_{2}}=2-\left(\frac{1}{p}+\frac{1}{2}\right)<1$ since ${ }_{2}<p^{0}$. The procedure can be summed up in the following way: in order to silghtly decrease the integrability index in the density estimate, we can slightly increase, through $\rho_{2}$ the integrability which is asked on the gradient of the heat kernel. Using (HK we would get similarly to (21) inder ( $\mathbf{C 1}$ ) and (25) under ( $\mathbf{C 2}$,

$$
\begin{aligned}
& \left|\boldsymbol{\rho}_{\mathrm{t}, \mu}^{\varepsilon}(\mathrm{s}, \cdot)\right|_{\mathrm{B}}^{\mathrm{B}, 1}-\mathrm{B+} \mathrm{\Gamma}
\end{aligned}
$$

with

$$
\bar{\zeta}_{0}:=\frac{1}{\alpha}^{\mathrm{h}}-\beta+\frac{\mathrm{d}}{\mathrm{~d}_{2}^{0}}-\beta_{0}+{\frac{\mathrm{d}}{\mathrm{p}_{0}^{0}}}^{\mathrm{i}}, \frac{1}{2}+\frac{1}{{\underset{0}{0}}_{2}^{2}}=1
$$

Following, up to the previous modications, the arguments of Lemmas 5 and 7 ther yields to (40).
The previous computations give that we can actually take $\quad 2$ as close as we want to $p^{0}$ but in order to have ${ }^{\circ}<+\infty$. Also, for ${ }_{2}$ close to $\rho^{0}, \rho_{2}$ is close to one. Similarly, we can indeed take $\gamma=\bar{\vartheta} \Gamma$ with $\bar{\vartheta} \in(0,1)$, hence as close to 1 as desired.
It thus remains, to determine the conditions that will guarantee that strong well posedness holds, to check when the inequality

$$
\left\ulcorner>1-\frac{\alpha}{2}\right.
$$

is true.
$h \quad i$
Recall now that since $\zeta_{0}:=\frac{1}{\alpha}-\beta+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}$, and from (7)

$$
\begin{equation*}
\Gamma=\alpha+\beta I_{\beta \in(-1,0]}-1-\frac{\alpha}{r}--\beta+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}}-\eta=\alpha+\left.\beta\right|_{\beta \in(-1,0]}-1-\frac{\alpha}{r}-\bar{\alpha}_{0}-\eta \sqcap> \tag{0}
\end{equation*}
$$

The previous condition thus rewrites

$$
\beta\left(1+I_{\beta \in(-1,0]}\right)>2-\frac{3}{2} \alpha+\frac{\alpha}{r}+\frac{d}{p}-\beta_{0}+\frac{d}{p_{0}^{0}} .
$$

## 5. Connection with some physical and biological models.

We discuss in this section some specic applications of Theorem 1 . We consider models related to turbulence theory and particle methods in Computational Fluid Dynamics as well as systems arising from recent trends in Biology. We particularly focus on the three following equations:

- The (scalar) Burgers equation,
- The two dimensional vortex equation for the incompressible Navier-Stokes equations,
- The parabolic-elliptic K eller-Segel equations for chemotaxis.

The common feature of those three equations is that they can be written as scalar valued singular nonlinear transport-diusion PDEs of the following form:

$$
\begin{equation*}
\partial_{s} u(s, \cdot)+\operatorname{div} u(s, x) F(u(s, \cdot))-L^{\alpha} u(s, \cdot)=0, u(0, \cdot)=u^{0} \tag{41}
\end{equation*}
$$

where the driving $F$ writes $F(s, u)=K ?(x)$, for $K$ a time-homogeneous strongly concentrating kernel. Importantly the systematic interpretation of the solution $u$ - understood in a distributional sense - as the time marginal distributions $\boldsymbol{\mu}^{\mathrm{t}, \mu}$ of (1] - taking therein $\mathrm{t}=0$ - requires some preliminary considerations which startwith the initial condition $u^{0}$. Due to the conservative form of $(4 \sqrt{\prime}$, to ensure that $u(s, \cdot)$ can
be viewed as a probability measure, this property needs to be fulled by the initial condition $u(0, \cdot)$. While this naturally restricts the physical interpretation of the model involved, beyond this situation, the M CK ean-V lasov interpretation of (41)becomes trickier. We refer to [27] or 33] for related issues, see also Section 5.2 below.
The focus on the Burgers and Navier-Stokes equations will allow us to briey revisit some predominant literature from the eighties and nineties. For the sake of clarity, points of comparison with the literature will be essentially focused on probabilistic models, leaving purposely aside a more complete survey on the PDE analysis of (41). For the same reasons, precise comparisons on the smallness of the initial condition and possible range of the time-horizons $\mathrm{T}_{1}$ will be left aside.
5.1. The Burgers equation. In its most popular formulation, the Burgers equation corresponds to the scalar non-linear PDE:

$$
\begin{equation*}
\partial_{s} u(s, \cdot)+\frac{1}{2} \partial_{x}(u(s, \cdot))^{2}-v 4 u(s, \cdot)=0, s>0, u(0, \cdot)=u^{0}(\cdot), \tag{42}
\end{equation*}
$$

\{BBingeer $\$ \mathrm{DD}$ \}
where the solution $u$ models the speed motion of a viscous uid evolving on the real line $R$ under the joint action of a nonlinear transport operator $\quad \frac{1}{2} \partial_{x}(u(s, \cdot))^{2}=u(s, \cdot) \partial_{x} u(s, \cdot)$ and the viscous dissipation $4 u(s, \cdot)$ - for consistency with (1), the kinematic viscosity $v$ has to be set to $1 / 2$. While (42) initially depicts a one-dimensional pressure-less model of $N$ avier-Stokes equation, the Burgers equation nowadays applies in various disciplines such as aerodynamics, molecular biology, cosmology and trac modelling. Its fractional version 4

$$
\partial_{s} u(s, \cdot)+\frac{1}{2} \partial_{x}(u(s, \cdot))^{2}-L^{\alpha} u(s, \cdot)=0, s>0, u(0, \cdot)=u^{0}(\cdot),
$$


which substitutes the characteristic heat dissipation operator $\Delta$ with the fractional one $L^{\alpha}$, presents a particular interest for hydrodynamics and statistical turbulence (we refer the interested reader to [4] and references therein for a brief exposure of the physical interest of (43) and to [2] for the impact of modied fractional dissipativity on recovering some characteristic scaling laws in turbulence).
From ( $\beta$ ), it is easily seen that the McK ean-VIasov model related to the Burgers corresponds to an interaction kernel given by $\frac{1}{2} \delta_{\{0\}}$ where $\delta_{\{0\}}$ denotes the Dirac mass at 0 .
Properly, the resulting McK ean-V Iasov model formulates as

$$
\begin{equation*}
X_{s}^{0, \mu}=\xi+\frac{1}{2} \int_{0} \rho\left(v, X_{v}^{0, \mu}\right) d v+W_{s}, \xi \sim u^{0}, \boldsymbol{\rho}(v, \cdot)=\text { p.d.f of } \operatorname{Law}\left(X_{v}\right) \tag{44}
\end{equation*}
$$

or as

$$
\begin{equation*}
X_{s}^{0, \mu}=\xi+\frac{1}{2} Z_{0}^{s} \tilde{E}\left[\delta_{\left\{X_{v}^{0, \mu}-\tilde{X}_{v}^{0, \mu}\right\}}\right] d v+W_{s} \tag{45}
\end{equation*}
$$

## $\{\mathbb{M}$ d $\mathbb{O}$ KmBurgers

where $\left(\tilde{X}_{s}^{0, \mu}\right)_{s \geq 0}$ has under $\tilde{P}$ the same law as $\left(X_{s}^{0, \mu}\right)_{s \geq 0}$, provided the law of $X_{s}^{0, \mu}$ is absolutely continuous at all time $s \in(0, T]$. For the case $\alpha=2$, these formulations have been formally introduced in the seminal paper [34] (together with the interpretation of a model of the Boltzmann equation).
While [23], [7] and [42] focused on the particle approximation and associated propagation of chaos properties through analytic techniques, existence and uniqueness of a solution to (44) was, to the best of our knowledge, rstly established in [46].The author obtained therein the existence and uniqueness of a strong solution, with $\boldsymbol{\rho}$ in $L^{2}\left((0, T] \times R^{d}\right)$ for any arbitrary time horizon $T$ (see Theorems 2.5 and 4.1 therein) under the condition $u^{0} \in L^{1}(R) \cap L^{\infty}(R)$.
In the fractional case $\alpha \in(1,2)$, similar weak existence results have been successively established in [22] in the case of a symmetric stable noise with $\quad 1<\alpha<2$ and $u^{0}$ lying in the Sobolev space $H^{1}(R)=W^{1,2}(R)$. U niqueness is only established for one-time marginal distributions in the class $\quad \boldsymbol{\rho} \in L^{\infty}\left((0, T] \times L^{2}(R)\right) \cap$ $L^{2}\left((0, T] \times H^{1}(R)\right)$ (see Theorems 2.1 and 3.1 of the indicated reference).
Recall from ( $E_{3}$ that a Dirac measure belongs to the Besov $B_{p, \infty}^{-d / p}{ }^{0}$ for $p \in[1, \infty]$. In particular, the interaction kernel in (44) ies in the space $L^{\infty}\left(B_{p, \infty}^{-1 / p^{0}}\right)$. Accordingly, we derive from condition ( $C 1$ that weak well-posedness holds if

$$
\begin{equation*}
1-\alpha+\frac{\mathrm{h}}{1-\beta_{0}+\frac{1}{\mathrm{p}_{0}^{0}}}+<-\frac{1}{\mathrm{p}^{0}} . \tag{46}
\end{equation*}
$$

\{qoaddcoefffSSM

[^3]M eanwhile, ( $\mathrm{Cl}_{\mathbf{s}}$ becomes

$$
\begin{equation*}
2-\frac{3}{2} \alpha+1-\beta_{0}+{\frac{1}{p_{0}^{0}}}^{\mathrm{i}}+-\frac{1}{\mathrm{p}^{0}} . \tag{47}
\end{equation*}
$$

The model (44) enters the setting of Assumption ( C1 for a variety of situations, provided $\mu$ is more than a probability measure , the threshold $-\beta_{0} G \frac{1}{p_{0}^{0}}$ in (46) and (47) preventing for instance atomic initial state in (44), Illustratively, taking $p=1=d$ and therefore $\beta=-\frac{1}{p^{0}}=0, r=q=\infty$, one can derive from ( $\mathbf{C 1}$ ), (46) that weak uniqueness will hold as soon as either $p_{0}>1, \beta_{0}=0$ or $\beta_{0}>0, p_{0}=1$. From (C1s $1_{s}$, (47), we can observe that strong uniqueness will hold as soon as $\beta_{0}+\frac{1}{p_{0}^{0}}>3\left(1-\frac{\alpha}{2}\right)$. This situation specically reduces in the $B$ rownian case, to $\quad \beta_{0}+\frac{1}{p_{0}^{0}}>0$.
Let us now turn to the specic case $p=2$ for which our approach allows to complete some results in the literature. From the above conditions (46), (47), the weak wellposedness of (44) proyided $\beta_{0}+\frac{1}{p_{0}}>\frac{5}{2}-\alpha$ and extends into a strong wellposedness result provided $\beta_{0}+\frac{1}{p_{0}^{0}}>\frac{5}{2}-\frac{3}{2} \alpha+1$. In particular, from ( $E_{1}$, we cover the previous setting of [4■ n this case. In particular, from ( $E_{1}$ ) which implies $L^{1} \cap L^{\infty} \rightarrow L^{p_{0}}, \rightarrow$ $\mathrm{B}_{p_{0}, \infty}^{0}$ for $p_{0} \in[1, \infty]$, we cover - slightly extending the initial distribution to $\quad \mathrm{B}_{p_{0}, \infty}^{0}$-the class of strong solutions in [46] whenever $p_{0}>2 \Leftrightarrow 1-\frac{1}{p_{0}}=\frac{1}{p_{0}^{0}}>\frac{1}{2}=\frac{5}{2}-\frac{3}{2} \alpha+1$. In the fractal case, $\alpha \in(1,2)$, identify $W^{1,2}=B{ }_{2,2}^{1}$ (see e.g. [49], Theorem 2.5.6, p. 88, and Theorem 2.3.9, p. 61), we recover the existence result of [22], and add to this result, weak uniqueness of the corresponding SDE provided $\frac{3}{2}<\alpha<2$, and strong uniqueness provided $\quad \frac{5}{3}<\alpha<2$.

### 5.2. The vortex equation in dimension 2. The vortex equations (or vorticity equations) model

 the rotational properties of an incompressible Newtonian turbulent uid ow. The motions of such a uid are described, at each time $s$, and each point $x$ of $R^{d}, d \in\{2,3\}$, through their macroscopic velocity $u(s, x)=\left(u^{(1)}(s, x), \cdots, u^{(d)}(s, x)\right)$, and their evolution, characterized by the incompressible $N$ avier-Stokes equations:$$
\begin{aligned}
& \partial_{s} u(s, x)+(u(s, x) \cdot \nabla) u(s, x)=-\nabla p+\frac{1}{2} 4 u(s, x), \nabla \quad u(s, x)=0, s \geq 0, x \in R^{d} \\
& u(0, x)=u^{0}(x)
\end{aligned}
$$

For simplicity, we purposely focus the presentation of the equations on function -solutions $u$ rather than distributional solutions, and remain in the classical dissipative case $\alpha=2$. We also, again, set the kinematic viscosity to $1 / 2$. The divergence free constraint $\quad \nabla u(s, x)=0$ reects the incompressibility of the ow and $\nabla p$ stands for the gradient of the pressure acting on the uid.
In the case of a two-dimensional $(d=2)$ ow, the vorticity $w(s, x):=\operatorname{curl}(u)(s, x)=\nabla x \quad u(s, x)$ is a scalar function driven by the equation

$$
\begin{align*}
& \partial_{s} w(s, x)+\left(u(s, x) \cdot \nabla_{x}\right) w(s, x)=\frac{1}{2} 4 w(s, x), s \geq 0, x \in R^{2},  \tag{48}\\
& w(0, x)=\nabla x \quad u^{0}(x) .
\end{align*}
$$

This case is thus simpler than the three dimensional case, $d=3$, for which the vorticity is a eld, i.e. the previous equation must then be understood as a system of 3 equations. The vorticity equation somehow decouples the non-linearity and allows to avoid to directly handle the pressure term (the curl of a gradient is zero). The original velocity $u$ can be recovered, up to an additive constant, from the vorticity w using the identity $\Delta u=\begin{gathered}\nabla{ }^{\perp} w=\begin{array}{c}-\partial_{2} w \\ \partial_{1} w\end{array} \\ -\nabla x \quad w, d=3\end{gathered}, d=2$, which follows from the incompressibility property and formally leads to the identity

$$
u(s, x)=K * w(s, x)
$$

where $K$ stands for the Biot-Savart kernel. Its expression actually appears applying the adjoint of the
operator $-\nabla \perp$ for $d=2$, resp. $\mathbb{Z} \quad$ for $d=3$, to the Poisson kernel $P$, i.e. $u=\begin{aligned} & (-\Delta)^{-1}\left(-\nabla{ }^{\perp} w\right), \\ & (-\Delta)^{-1} \nabla \quad w, d=3\end{aligned}$

Namely,

$$
K(x)=\begin{gather*}
\left(\begin{array}{l}
-\nabla \perp P(x), d=2, \\
\nabla P(x) x, d=3
\end{array}\right.  \tag{49}\\
R
\end{gather*} \quad \text { with } \quad P(x)=\quad \begin{aligned}
& -\frac{\log (|x|)}{(2 \pi)} \text { if } d=2 \text {, } \quad \frac{1}{4 \pi|x|^{d-2}} \text { if } d=3, ~
\end{aligned}
$$

using as well the convention $K * w(x)={ }_{R}^{R} \nabla P(x-y) \times w(y) d y$ when $d=3$. As for the Burgers equation, the fractal/fractional version of the $N$ avier-Stokes equations, and by extension of (48)

$$
\begin{aligned}
& \partial_{s} w(s, x)+\left(u(s, x) \cdot \nabla_{x}\right) w(s, x)=L^{\alpha} w(s, x), s \geq 0, x \in R^{2}, \\
& w(0, x)=\nabla u^{0}(x),
\end{aligned}
$$

(50) \{F ractatyabltextax $\}$
presents a particular physical interest - we again refer to [2], and to the exhaustive presentation in [28].
Within the diusive setting $\quad \alpha=2$, Chorin exploited in [1] the vorticity equations to develop particle methods -commonly known today as vortex methods- for the simulation of turbulent uid ows. In [33], $M$ archioro and Pulvirenti addressed the link between the two-dimensional vortex equation and the McK ean-V lasov model. They later exploited this link to validate Chorin's particle method, introducing a smoothed mean-eld particle approximation of (48) where the Poisson kernel $\quad \mathrm{P}$ is regularized at the neighborhood of 0 . Then, the authors established that the time marginal empirical measures propagate chaos toward the solution to (48), even in the zero viscosity limit. Osada [41] established a similar result for a non vanishing viscosity and without any smoothing of K. While these results apply to a peculiar probabilistic interpretation of (48), M ØIØard [36,3 © considered a M cK ean-V lasov representation of (48) of the form:

$$
\begin{equation*}
X_{s}^{0, \mu}=\xi+Z_{0}^{Z_{s}} \tilde{E}\left[h_{0}\left(X_{0}^{0, \mu}\right) K\left(X_{r}^{0, \mu}-\tilde{X}_{r}^{0, \mu}\right)\right] d r+W_{s}, \tag{51}
\end{equation*}
$$

## \{MS521D\}\}

where again $\left(\tilde{X}_{s}^{0, \mu}\right)_{s \geq 0}$ has under $\tilde{P}$ the same law as $\left(X_{s}^{0, \mu}\right)_{s \geq 0}$, and $h_{0}$ is a pre-factor which derives from the formulation of the problem in the McK ean setting, i.e. solutions are sought as density functions whereas the initial condition $w(0, \cdot)$ is not necessarily one. We again refer to [2] for additional related details.
The well-posedness of ( $\$ 1$ ) along a quantitative particle approximation - was rst established -in terms of a nonlinear martingale problem- in [36] (see Theorems 1.2 and 2.4 therein), for a non-negative initial condition $w_{0}$ in $L^{1} \cap L^{\infty}$ (see Theorems 1.2 and 2.4 of the same reference), and later extended in [37] $\square$ (Theorems 1.2 and 3.4 ), to the case of $w(0, \cdot)$ being a Radon measure of the form $\mathbb{k} u^{0}$ where $u^{0}$ belongs to a suitable Lorentz space.
Let us now discuss what can be derived from the approach developed in the current work in this setting.
Observe rst from (49) that for the two-dimensional vortex equation

$$
K(x)=\frac{\left(-x_{2}, x_{1}\right)}{2 \pi\left(x_{1}^{2}+x_{2}^{2}\right)}
$$

Observe that in the distributional sense $\operatorname{div} K=0$. Since $|K(x)| \leq C /|x|, K$ can be viewed as an element of $L_{\text {loc }}^{2-}$ for $>0$ arbitrary. Essentially the singularity of $K$ is localized in the neighborhood of 0 , with $K$ being smooth and bounded outside this region. We can so focus our attention on a truncated version of the kernel given by the drift $\quad b(x)=\left.K(x)\right|_{B(0, R)} ^{*}(x)$, where the cut- $\quad I_{B(0, R)}^{*}$ stands for a mollication of the indicator function of the ball $B(0, R)$ with support in $B(0, R+1)$ for a given radius $R>0$. As such, $b \in L^{2-}$ and, since the embeddings ( $E_{1}$ and $\left(E_{2}\right.$ yield $L^{2-} \rightarrow B_{2-, \infty}^{0} \rightarrow B_{p(1), \infty}^{-1}$, it also holds that $b \in B_{p(1), \infty}^{-1}$ with $p()=(4-2)^{-1}$ increasing as $\rightarrow 0$. Observe that the truncation destroys the divergence free property of $K$, as div $b(x)=\left.P_{i \notin 1,2\}} K_{i} \partial_{x_{i}}\right|_{B(0, R)} ^{*}(x) \quad \in 0$ for $|x|$ in $[R, R+1]$. Nevertheless $\operatorname{div}(b) \in L^{2-}$ and therefore both $b$ and $\operatorname{div}(b)$ can be viewed simulatenuously as elements of $B B_{p(), \infty}^{-1}$.
Hence, the localized drift $b$ associated with the two-dimensional vortex equation enters the setting of (C2) and (C2s with $r=q=\infty, p=p(), d=2$ provided $\frac{d}{p()}<\beta_{0}+\frac{d}{p_{0}^{0}}$. The corresponding inequalities then read respectively as

$$
\begin{equation*}
1-\alpha+\frac{}{2-}-\left(\beta_{0}+\frac{2}{p_{0}^{0}}\right)<-1, \quad \overline{2-}<\beta_{0}+\frac{2}{p_{0}^{0}} \tag{52}
\end{equation*}
$$

\{CONPCQMORTVE
and

$$
\begin{equation*}
2-\frac{3}{2} \alpha+\frac{}{2-}-\left(\beta_{0}+\frac{2}{p_{0}^{0}}\right)<-1 . \tag{53}
\end{equation*}
$$

\{CON迆OMORTV
This precisely implies that weak and strong uniqueness can respectively be derived under the conditions

$$
\beta_{0}+\frac{2}{p_{0}^{0}}>2-\alpha \text { and } \beta_{0}+\frac{2}{p_{0}^{0}}>3-\frac{3}{2} \alpha
$$

since a corresponding $>0$ can then always be found. In the case $\alpha=2$, this means that as soon as $\beta_{0}+\frac{2}{p_{0}^{0}}>0$ then weak and strong well-posedness hold. In particular, these results hold for $\quad \beta_{0}>0, p_{0}=1$ or $\beta_{0}=0, p_{0}>1$.
We essentially focused above on a localized version of the Biot-Savart kernel. Up to some renement of the analysis leading to Theorem 1, lih order to handle the tails of the kernel (which are bounded, smooth but do not satisfy the same integrability conditions observed near 0) we believe the results should extend to the complete Biot-Savart kernel. We would therefore recover the results of [36] and [37] for $\alpha=2$ and provide some tractable conditions in the strictly stable case.
To complete this section, we may briey mention the three-dimensional case. The M cK ean-V lasov model related to the three dimensional vortex equation was (formally) introduced in [14]. The corresponding well-posedness and the validity of a smoothed particle approximation were then obtained in [17, 18]. The increased complexity of the three dimensional case naturally extend to its M CK ean-V lasov interpretation, the corresponding model involving an intricate systems of coupled nonlinear dynamics. Despite this complexity, we are condent that we could also recover those results (as well as a stable extension) from our current approach.
5.3. The Keller-Segel model. The Keller-Segel equations are a system of second order PDEs describing the joint evolution of the distribution $v_{s}(d x)$ of cells (e.g. bacteria) and the concentration of chemo-attractant $\quad c=c(s, x)$, which induces a signicant force eld in the cell evolution. In its parabolicelliptic form, and assuming that the cell distribution has a density, i.e. $\quad v_{s}(d x)=u(s, x) d x$, the equations write as
\{HSSEEP\}

$$
\begin{align*}
& \partial_{s} u(s, x)+\chi \nabla \quad(u(s, x) \nabla c(s, x))-\frac{1}{2} 4 u(s, x)=0 \\
& -4 c(s, x)=u(s, x) \\
& u(0, x)=u^{0}(x), c(0, x)=c^{0}(x) \text { given. } \tag{54}
\end{align*}
$$

The coecient $\quad \chi$ modulates the intensity ${ }_{R}$ f the action of the concentration. Formally, writing again $c(s, x)=(-\Delta)^{-1} u(s, x)$ we have $c(s, x)={ }_{R^{d}} P(x-y) u(s, y) d y$ so that $\nabla c(s, x)={ }_{R^{d}} \nabla P(x-y) u(s, y) d y:=$ $(K * u(s, \cdot))(x)$ for $K(z)=-z /|z|^{d} C_{d}$ (where the constant $c_{d}$ depends on the considered dimension. This leads to consider a kernel of the form $b(x)=(x)$ to derive the corresponding $M c K$ ean-V lasov interpretation. The kernel is strongly attractive, and compared to the vortex equations is not divergence-free. In particular this can lead to blow-up phenomena, i.e. the cells aggregate at 0 , leading to a degeneracy of $v_{s}$ to the Dirac measure $\delta_{\{0\}}$. The way these blow-up phenomena emerge is inherently related to the smallness of $u^{0}$ and $\chi$. In dimension 2, it is known, see e.g. the monograph of Biler [3], that global wellposedness will hold provided $\ll 8 \pi$. The motivation to model diusion through a (non-local) fractional diusion comes from the fact that organisms may adopt $L \emptyset v y$ ight search strategies for their nutriment. In that setting, dispersal is then better modeled by non-local operators ([13], [61).
To show how (54) enters in the framework of the assumptions of Theorem 1, wemay proceed as in the case of the vortex equation, observe rst that the kernel $\quad K$ belongs to $L_{\text {loc }}^{p}$ for $p<\frac{d}{d-1}$. Hence, setting $b=I_{B(0, R)}^{*}, R>0$ where as above $I_{B(0, R)}^{*}$ stands for a mollication of the indicator function of the ball $B(0, R)$, we get $b \in L^{p}$ for $p<\frac{d}{d-1}$. Using again the embeddings ( $E_{1}$ and ( $E_{2}$ we thus derive that for $>0, b \in B_{p_{d}(), \infty}^{\beta_{d}()}$ with $0-\frac{d}{\frac{d}{d-1}-}=\beta_{d}()-\frac{d}{p_{d}()}$. In order to rst enter the setting of ( C2 this leads to consider $\beta_{d}()=-1$ and consequently $p_{d}()=\frac{d}{d-2+\frac{(d-1)}{d}} \times\left(1-\frac{(d-1)}{d}\right)$. It now remains to check that the parameters can be tailored so that $\operatorname{div}(b)$ also belongs to this function space. In the distributional sense $\operatorname{div}(K)=\delta_{\{0\}}$ and $K_{i} \partial_{x_{i}}\left(I_{B(0, R)}^{*}\right) \in L^{p}, p<\frac{d}{d-1}$. Recall from $\left(E_{3}\right.$ that $\delta_{\{0\}} \in B_{; \infty}^{-d^{\prime}}{ }^{0},{ }^{0} \in[1,+\infty]$. Therefore, to concur with the setting one must take $\quad{ }^{\bullet} 0=d$ and therefore ${ }^{`}=\frac{d}{d-1}$. Consequently $\quad=\frac{1}{d-1}$
and so ${ }^{`}=p_{d}()$. These choices precisely ensure that $\quad b, \operatorname{div}(b) \in B_{\substack{d \\-1 \\-1 \\-1}}^{\infty}$. It can be pointed out that for the K eller-Segel model, it is the Dirac concentration of $\operatorname{div}(K)$ which imposes the functional setting of the kernel - as opposed to the Vortex case for which the kernel was predominant (beacause of its divergence free property).
A ssumption (C2 for the weak well-posedness of (1) for $r=q=\infty, p=\frac{d}{d-1}$ gives $^{5}$

$$
1-\alpha+d<\beta_{0}+\frac{d}{p_{0}^{0}}
$$

and (C2s,

$$
2-\frac{3}{2} \alpha+d<\beta_{0}+\frac{d}{p_{0}^{0}}
$$

In particular, in the the Brownian regime, the condition for the (local) weak/strong reads as

$$
d-1-\left(\beta_{0}+\frac{d}{p_{0}^{0}}\right)<0
$$

This will be fulled if e.g. $\quad \beta_{0}=0$ (no a priori smoothness of the initial data) and $p_{0}>d$ or at the other extreme, (imposing no specic integrability properties) provided $\quad \beta_{0}>d-1$ for $p_{0}=1$.
As for the vortex case, despite the localization of the kernel, the above conditions should be the ones under which weak and strong well-posedness for the M CK ean-V Iasov SDE associated with the K eller-Segel system (54) hold.
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[^4]
[^0]:    ${ }^{1}$ rewriting this quantity as $\quad-\beta+\frac{d}{\beta^{0}}-\left(\beta_{0}+\frac{d}{p_{0}}\right)$, we see that it actually corresponds to the dierence of the dierential/dimension indexes, with the terminology of [44], [45] asociated respectively with the spaces

    $$
    B_{p_{0}, 1}^{-\beta}, B_{p_{0}, q_{0}}^{\beta_{0}}
    $$

[^1]:    ${ }^{2}$ Observe that if the gap $\Gamma$ is small then both approaches are almost similar.

[^2]:    ${ }^{3}$ In particular $r_{0}<1 / \theta$.

[^3]:    ${ }^{4}$ also called fractal in some related papers, see [22]

[^4]:    ${ }^{5}$ We carefully mention that the condition one since $\alpha \in(1,2]$.

