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1 Computer Science Department, Ecole Militaire Polytechnique, Algiers, Algeria
2 SMarT Group, Loria, University of Lorraine, France

Abstract. In this paper, we tackle the problem of Arabic complex Ques-
tion Answering (QA), where models are required to reason over multiple
documents to find the answer. Indeed, no Arabic dataset is available for
this type of questions. To fill this lack, we propose a new approach to
automatically generate a dataset for Arabic complex question answer-
ing task. The proposed approach is based on using an effective workflow
with a set of templates. The generated dataset, denoted as ACQAD, con-
tains more than 118k questions, covering both comparison and multi-hop
types. Each question-answer pair is decomposed into a set of single-hop
questions, allowing QA systems to reduce question complexity and ex-
plain the reasoning steps. We then provide a statistical analysis of the
produced dataset. Afterwards, we will make the corpus available to the
international community.

Keywords: Question answering, Arabic complex questions, QA dataset.

1 Introduction

Question Answering (QA) is a challenging task in natural language processing
(NLP) that is used to evaluate machine reading comprehension (MRC). QA
systems are designed to provide short answers to questions formulated in natural
language. The majority of QA researches focus on single-hop QA, where a single
paragraph is supposed to be sufficient to answer the question. Although, models’
performance has been further boosted in recent years, particularly since the
introduction of machine learning techniques such as BERT[5], they still lack the
ability to perform multi-hop reasoning across multiple documents. A Multi-hop
system has to aggregating dispersed pieces of evidence to predict the right answer
(sentences highlighted in blue italic in Figure 1). In this example, the question can
not be answered by matching its tokens with a single sentence in one paragraph.
This area of research has recently received considerable attention, especially
since the release of large-scale complex QA datasets, such as hotpotQA. [14] and
ComplexWebQuestions [13].

Research in Arabic QA remains in its beginning stage. This delay is mainly
due to the lack of datasets compared with those available for other languages,
such as English [1],[10]. The existing Arabic QA corpora are either small datasets



Paragraph A, Algeria at the FIFA World Cup:
Algeria have appeared in the finals of the FIFA World Cup on four occasions in 1982,
1986, 2010 and 2014. They have once qualified for the knockout rounds.,...,. In 2014,
Algeria qualified for the first time into the round of 16.
Paragraph B, 2014 FIFA World Cup:
The 2014 FIFA World Cup was the 20th FIFA World Cup, the quadrennial world
championship for men’s national football teams organized by FIFA. It took place in
Brazil from 12 June to 13 July 2014, after the country was awarded the hosting rights
in 2007....
Question: Where was the world cup hosted that Algeria qualified for the first time
into the round of 16?
Answer: Brazil

Fig. 1: An example of the multi-hop questions in HOTPOTQA.

or unavailable publicly, and do not cover all categories of questions in terms of
type, domain and complexity. Furthermore, these datasets remain limited to
simple questions, where answers can be extracted from a single document. In
contrast, complex questions, that require reasoning over multiple documents to
infer the answer, have not been studied. To the best of our knowledge, there are
no datasets for complex question answering in the Arabic language. Moreover,
collecting complex questions is not trivial.

To address the above challenges, we propose a workflow to automatically
generate questions in order to produce a dataset for Arabic complex QA. The
approach covers both comparison and multi-hop questions, where the reasoning
over more than one document to find the answer is required. We rely on a
structured representation of information about a subject, named infobox, from
Arabic Wikipedia articles as data source. Moreover, we use a set of predefined
templates to create questions. The produced dataset provides, for each question-
answer pair, a set of passages as context and a set of sub-questions along with
their corresponding answers as a decomposition of the complex question into
simpler questions.

The remainder of the paper is organized as follows: Section 2 reviews existing
Arabic question answering datasets. The proposed methodology followed to build
the new dataset is detailed in section 3. Several statistics about the generated
dataset are presented in section 4. Finally, a conclusion and future work will
conclude this paper.

2 Related Work

Arabic is one of the most spoken languages in the world, mainly in the Mid-
dle East and North Africa region. Despite the large community of speakers,
research in Arabic QA is limited in terms of linguistic resources compared to
other languages, with only a few datasets proposed. The investigated existing
datasets, recently published in [1, 3] surveys, can be classified according to their
construction approaches into three classes:
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Machine Translation (MT) based datasets: It is a practical method to
generate datasets by translating well established datasets from other languages.
For instance, Arabic-SQuAD [8] which is a machine translation of SQuAD 1.1
[12], is composed of 48k paragraph-question-answer tuples. Atef et al. [2] pre-
sented AQAD, consisting of more than 17k questions and answers translated
from the SQuAD 2.0 [11].Othman et al. [10] use Google translation to trans-
late into Arabic a dataset released by [15]. The dataset was harvested from all
categories in the popular Yahoo! Answers community platform. However, this
class of datasets suffers from poor translation due to linguistic differences and
complexity.

Crowd-sourced datasets: depend on hired crowd workers to create the
dataset from scratch or to eliminate issues presented in existing resources. For
this category, we cite the ARCD (Arabic Reading Comprehension Dataset)[8]
and TyDiQA [4]. ARCD is composed of 1395 factoid questions asked by crowd
workers on articles from Wikipedia. TyDiQA is a multilingual QA dataset that
covers eleven typologically diverse languages including Arabic, with 204K question-
answer pairs. However, Crowd-sourcing approach is time-consuming and requires
funds to hire crowd workers.

Web scraping based datasets: rely on automatic process to retrieve QA
resources from the Web such as community QA (cQA) sites. In this direction,
a medical Arabic corpus for cQA named CQA-MD was proposed by Nakov et
al. [9]. The corpus contains over 100k questions-answers pairs collected from
Arabic Medical websites. Ismail and Homsi [7] introduced DAWQAS, a dataset
for Arabic Why QA systems. The dataset contains 3205 Why question-answer
pairs scraped from public Arabic Websites. The Web scraping based approach is
preferable when the targeted question type or domain are available on the Web.
However, it requires considerable efforts to annotate the crawled data.

In order to overcome the drawbacks of existing approaches, another method
for constructing QA datasets could be based on Automatic generation. This
method mainly relies on structured sources using logical rules and templates.
This approach is more appropriate when the resources for the chosen question
type are scarce. This motivate us, through the current work, to develop a method
to automatically produce a dataset for Arabic complex QA.

3 Methodology

A carefully designed dataset has an impact on the robustness of the systems as
well as the performance of the models built on it. For this reason, and due to the
unavailability of a dataset for the Arabic complex QA task, we designed a simple
workflow to automatically generate a dataset for the Arabic complex QA task.
Figure 2 describes the main steps involved in generating two types of questions:
comparison and multi-hop questions.

3.1 Comparison questions generation process

A comparison question is the type of questions that compares two or more similar
entities in some aspects of the entity [14]. For instance, the compared entities
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Fig. 2: The workflow of the proposed methodology to create ACQAD

from the question : ? ø


@ñ
	
«ðPð


B@ Ð


@ YK
ñ�Ë@ ,

�
ékA�Ó Q

	
ª�


@ 	áÓ ( Which country has

a smaller area, Sweden or Uruguay? ), are Sweden and Uruguay, and the aspect
of comparison is the area. The idea here is to find pairs of similar entities (A,B)
that share common aspects or properties f , and then create the question Q using
a template T . To find the answer a, property values f(A) and f(B) for entities
A and B respectively are compared and the result determines the answer.

Data Collection. We start by manually curating lists of entities from the
same category: animals (92 entities), Arabic cities (22 entities), and world coun-
tries (191 entities), totaling 305 entities. Then, we need to retrieve properties
of these entities to be used as comparable aspects. To accomplish this task, we
used the Wikipedia API3 and BeautifulSoup4 library to crawl and parse the
infobox from the Wikipedia page of each entity (see Figure 3). Properties are
presented in the infobox as (property; value) tuples. This structured representa-
tion facilitates the data collection process and eliminates the need for advanced
NLP techniques to extract the properties of an entity from plain text.

Pre-processing and properties selection. Since the data gathered from
Wikipedia infoboxes was entered by non-professional contributors and was not
subject to any formal writing guidelines. Contributors can use words in different
languages and introduce information using different styles and formats. There-
fore, we performed pre-processing on the raw data to make it usable for question
and answer generation. We first cleaned the data by removing special charac-
ters, diacritics, links, and non-Arabic words. Then, we normalized the writing of
property labels and values in order to have common properties and comparable
values.

For example, the property label
�
éÊJ
�

	
®Ë @ (family of an animal), may also be

found written as
�
é Ê J
�

	
¯. This is the same word as before, though without the

prefix “È@ ”. That prefix is the definite article in the Arabic language, typically
translated as “ the” in English. In this situation, we remove the prefix. Another

case in numerical values, the expression “
�
é K
ñ


J Ó

�
é J. �

	
�”, or the symbol “%”

both are used to describe a percentage. We chose to replace the expression by

3 https://ar.wikipedia.org/w/api.php
4 https://pypi.org/project/beautifulsoup4/
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Fig. 3: An example of some data collected from a Wikipedia infobox.

the symbol. In numbers writing, hundreds and thousands parts of a number can
be found separated by a dot “.”, a comma “,” or a space, and the same thing
for decimal numbers, which causes ambiguity. For hundreds and thousands, we
removed all separators, and for decimal numbers, we preserved the dot “.”.
After normalization, we proceed to properties selection. We remove all uncom-
pleted property-value tuples where the property or the value is an empty string
(e.g., titles of property groups ). We reject all non-comparable properties, such

as ù


ÖÞ�QË @ ©

�
¯ñÖÏ @ (official Website), and maintain only comparable properties with

values for at least two entities. Finally, we categorized the selected properties
into quantitative and qualitative.

Templates preparation. We define manually a set of templates to generate
comparison questions and their sub-questions. For each property as an aspect
of comparison, we create a list of templates that express the same question
but in different ways. This will create more diversity while producing questions.
Each template T has two variable tokens: X and Y , to be replaced by two en-
tity labels. For instance, comparing two animals in terms of gestation period,

? Y Ð

@ X , Èñ£


@ ÉÔg

�
èQ
�
�
	
¯ éK
YË ø




	
YË@

	
à@ñJ
m

Ì'@ AÓ (Which animal has a longer ges-

tation period, X or Y ?).

Templates are categorized according to the answer type into: Yes/No ques-
tions, or Choice questions where the answer is one of the compared entities. For
more variety, we add templates with the opposite predicates of the ones used in

the previously prepared templates. For the previous example, instead of Èñ£

@

(longer), we use Qå�
�
¯

@ (shorter).
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Furthermore, we provide each comparison question with its decomposition
in the form of two sub-questions derived from the initial question. Each sub-
question seeks the value of an entity’s property. Similarly, a set of templates for
the sub-questions is created for each property with one variable X to be replaced
by each entity label. For the previous example, one of the sub-question templates
would be: ? X Y

	
J« ÉÒmÌ'@

�
èQ
�
�
	
¯ ÐðY

�
K Õ» (how long is the gestation period of X?).

Generation method. From the set of entities, we make a list of combinations
of two entities A and B from the same category. For each couple of entities, we
generate questions about common properties in which they have values. For
each property f , we select a random template and replace variable tokens in the
pattern string with entity labels.

To produce the answer for the generated question, we compare the prop-
erty values f(A) and f(B) considering that the question concerns superiority
or inferiority, yes/no, or a choice between entities and whether the property is
quantitative or qualitative. We obtain at the end four types of answers: yes/no,
equality if f(A) = f(B), and one of the compared entities A or B if it concerns
a choice question. Subsequently, we generate the two sub-questions in the same
manner, with the difference that the answer for each sub-question is the property
value.

As our dataset is a text-based extractive dataset, we provide two paragraphs
as context. Each paragraph is obtained by extracting the text in the infobox from
the entity’s Wikipedia page. These paragraphs serve also as a context for the
sub-questions. The final structure of the dataset contains generated comparison
question-answer pairs along with the two compared entities, the comparison
aspect, two paragraphs as context, and two sub-questions with their answers.
Eventually, we randomized and sampled the generated dataset.

3.2 Multi-hop questions generation process

Multi-hop questions require a model to reason using information taken from mul-
tiple documents to determine the answer [14]. Consider the following question,

? 1928 ÐAªË
�
éK
ñ

�
J
�
�Ë@

�
éJ
J. ÖÏð


B@ H. AªË


B@

�
IÒ

	
¢
	
� ú




�
æË @

�
é
	
JK
YÖÏ @

�
ékA�Ó

	
©ÊJ.

�
K Õ» (How large is

the area of the city that organized the 1928 Winter Olympics?). The model must
identify, as a first hop, “the city that organized the 1928 Winter Olympics”, and
then “its area”. From the example, we notice that it can be split into three
parts: a hidden entity (a city), an unambiguous feature of this entity (organized
the 1928 Winter Olympics), and a property of the hidden entity (the area). The
idea to form a 2-hops question is to ask about a property of an entity that has
an unambiguous feature. Therefore, the first hop is to find the entity that has
the unambiguous feature, and the second hop is to determine the answer to the
question concerning that entity’s property. We propose below a formal method
to generate multi-hop questions that enable to automatically produce a corpus.
In the following, we note by E = {x} a set of entities, R = {r} a set of unam-
biguous features, and F = {f} a set of properties.
With:

r(X) = x, x ∈ E (1)
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x is the hidden entity which is the answer to the first hop.

f(x) = y (2)

Where y is the value of the property f for the entity x, considered as the answer
to the second hop.

A 2-hops question is formed by replacing the entity x by r(X) from equation
1 in equation 2.

f(r(X))) = y (3)

Example:

let’s take an unambiguous features r1: AJ

�
®K
Q

	
¯

@ ú




	
¯

�
ékA�Ó YÊK.

Q�. »

@ ( the biggest

country in Africa).
r1(X) = Q


K@ 	Qm.

Ì'@ (Algeria) (4)

Q

K@ 	Qm.

Ì'@ (Algeria) is the hidden entity x. Let’s take the property f1 : ��


KQË @ (pres-

ident of ).
Using the equation 2,

f1(Q

K@ 	Qm.

Ì'@) = Q

K@ 	Qm.

Ì'@ ��


KP (president of Algeria) = 	

àñJ.
�
K YJ
j. ÖÏ @ YJ.« (5)

After substitution and adding an appropriate question word, the produced 2-
hops question will be:

? AJ

�
®K
Q

	
¯

@ ú



	
¯

�
éËðX Q�.»


@ ��



KP ñë 	áÓ ( who is the president of the biggest country in

Africa ? ), and the answer to this question would be: 	
àñJ.

�
K YJ
j. ÖÏ @ YJ.«

Data collection. To generate multi-hop questions in the form described
above, we need to collect entities having unambiguous features. We chose these
features to be either unique, such as records, or time-related, such as events,
to ensure that only one entity has the feature. Table 1 shows the entity classes
collected accompanied with unambiguous features examples. Beside that, infor-
mation such as the competition date, its round, the record set, the tournaments
season, the start and the end dates are also collected to be used in the subsequent
steps of the workflow. Next, we collect properties of the entities from Wikipedia
infoboxes and we perform the same pre-processing steps as described in section
3.1.

Templates preparation. We propose a set of templates in order to pro-
duce a rich diversity of questions. Multi-hop questions templates are created as
a concatenation of the triplet : question word, property label and unambigu-
ous feature phrase. The question words are defined depending on the collected
property types (number, date, etc.), and the property gender (masculine or fem-
inine). Table 2 illustrates the appropriate question words used for some collected
properties.

Regarding the unambiguous features phrase, we use the information available
to formulate this part of the question template. For world and nature records cat-
egory, the unambiguous features are in form of superlative expressions. We use
these expressions as unambiguous feature phrases. Concerning Olympic records
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Entity class # Entities Unambiguous
features Type

Example

animals, countries,
places, and buildings

50 world and nature
records

�
HAJ
K
Y

�
JË @ ¨Qå�


@

( The fastest mammal )

players 25
Olympic records

Ð 100
�
�AJ.� ú




	
¯ ú



æ�AJ


�
®Ë @ Õ

�
Q̄Ë @

(100 meter world record )

players’ countries 21
�
IËñK.

	á�
�ñK
 I. «CË@ YÊK.

( Usain Bolt’s country )

host cities and coun-
tries

65
Olympic events

H. AªË

B@

�
I

	
¯A

	
�
�
J�@ ú




�
æË @

�
é
	
JK
YÖÏ @

2016
�
éJ

	
®J
�Ë@

�
éJ
J. ÖÏð


B@

( The city that hosted
the 2016 Summer Olympics )

tournaments 51

�
IËñK. Ém.

�� �
IJ
k

�
éËñ¢J. Ë @

Ð 100 ú



	
¯ AJ
�AJ


�
¯ AÔ

�
P̄

( The tournament where Bolt
set 100m world record )

Table 1: Collected entity classes with unambiguous features examples

and Olympic events categories, we employ the available information, mentioned
in section3.2, to formulate diverse, unambiguous features phrases. We use vari-
able tokens that correspond to these information in the templates. For instance,
G

�
èPðX ú




	
¯ C

�
é�

	
¯A
	
JÓ ú




	
¯ ú



æ�AJ


�
®Ë @ Õ

�
Q̄Ë @

�
�
�
®k ø




	
YË@ I. «CË@ “The player who set the

record in competition C in tournament G”. C denotes the competition, and G
denotes the tournament where the record was set. The full template example
will be:
? G

�
èPðX ú




	
¯ C

�
é�

	
¯A
	
JÓ ú




	
¯ ú



æ�AJ


�
®Ë @ Õ

�
Q̄Ë @

�
�
�
®k ø




	
YË@ I. «CË@ Èñ£

	
©ÊJ. K
 Õ»

The decomposition of the multi-hop question consists of creating a sequence
of sub-questions where each sub-answer solves a part or a hop of the question.
In our case, we adapted the triplet used to construct the multi-hop questions
templates for creating the sub-questions. The first sub-question template uses
an appropriate question word (e.g., who, what) with the unambiguous feature
phrase. The answer to this first sub-question is the hidden entity. The second
sub-question template uses the question word and the property label from the
triplet, in addition to the entity that is the answer to the first sub-question. The
following sub-questions illustrate the case of the previous example:

– sub-question 1: ? G
�
èPðX ú




	
¯ C

�
é�

	
¯A
	
JÓ ú




	
¯ ú



æ�AJ


�
®Ë @ Õ

�
Q̄Ë @

�
�
�
®k ø




	
YË@ I. «CË@ ñë

	áÓ

– answer to sub-question 1: entity P
– sub-question 2: ? P I. «CË@ Èñ£

	
©ÊJ. K
 Õ»

The final step is to generate the questions and their decomposition. For each
entity’s property, we select the appropriate question word. Then, we randomly
select one of the unambiguous feature phrases, and replace the variable tokens
with their corresponding information.
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Question word property

	
©ÊJ.

�
K Õ» (How much)

�
éJ

	
K A¾�Ë@

�
é
	
¯A
�
JºË@ ( population )

�
ékA�ÖÏ @ ( area )

èAJ
ÖÏ @
�
éJ.�

	
� ( water ratio )

ñë AÓ (What is)

	


�
KAêË @ 	QÓP ( phone code )

�
éJ

	
Kñ
	
KA
�
®Ë @ 	á�Ë@ ( legal age )

ÕºmÌ'@ ÐA
	
¢
	
� ( regime )

ù


ë AÓ (what is, for female)

�
éJ

	
JºË@ ( surname )

�
éÖÞ�AªË@ ( capital )
�
éÊÒªË@ ( currency )

Table 2: Examples of appropriate question words for collected properties

3.3 Collecting questions contexts

To answer multi-hop questions, models need more than one paragraph as a
context. For each question, we retrieve two passages called gold paragraphs.
The first paragraph is the summary of the entity’s Wikipedia article where the
unambiguous feature appears. The second paragraph is the text in the Wikipedia
infobox where we find the properties and their values. In all cases, we ensure that
the answer to the first sub-question appears in the first gold paragraph, and the
answer to the second sub-question appears in the second paragraph.

For both comparison and multi-hop questions, we add distracting paragraphs
to the gold paragraphs, following Yang et al. [14] and Ho et al. [6] setting. These
paragraphs are used to make the dataset more challenging and test the model’s
ability to find the answer in the presence of noise. We use the retriever module
from the SOQAL system [8]. We first retrieve the top 10 articles from Wikipedia,
which are very similar to the question using the 1-gram TF-IDF formula. Then
we use it again to select, from the retrieved articles, the top-8 paragraphs as
distractor paragraphs. Finally, we mix the gold and the distractor paragraphs
to obtain the context.

4 Dataset Analysis

In this section, we analyse the dataset by providing statistics regarding the
number of questions generated, questions and answers length, and the types
of answers. All results are presented for comparison and multi-hop questions
separately.

4.1 Quantitative analysis of generated questions

The statistics of the generated ACQAD dataset are presented in Table 3, where
Q denotes the question and A denotes the answer. We provide the number of
instances produced per entity type for comparison questions and per unambigu-
ous feature type for multi-hop questions. The number of questions generated
depends on the number of entities within each type and the properties retrieved
for these entities.
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The dataset consists of 118841 questions in total. Comparison questions have
the most instances, while multi-hop questions have fewer since it is difficult
to find entities with unambiguous features. The list of entities’ types can be
extended in the case comparison questions to cover more topics (for instance :
people, companies, events, etc.).

The average answer length of comparison questions is smaller than that of
multi-hop questions. This is due to the fact that there are numerous yes/no
answers for comparison questions.

Question type

Comparison Multi-hop

Entity type #Entities #Examples
Unambiguous
features type

#Entities #Examples

Animals 92 8625
world and nature
records

50 519

Arabic cities 22 462 Olympic records 46 1425

World countries 191 106769 Olympic events 116 1049

Total 305 115856 Total 212 2985

#Avg. Q 10.47 #Avg. Q 19.05

#Avg. A 1.14 #Avg. A 3.77

Table 3: Statistics per type related to the generated questions

Figure 4 shows the distribution of question length for comparison and multi-
hop questions. The varied lengths of questions represent various complexity lev-
els. We obtain almost the same range of questions length compared to the bench-
mark hotpotQA [14] where most questions contain between 10 and 40 tokens.
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Fig. 4: Distribution of Questions lengths
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4.2 Answer types

Answer types for comparison questions are restricted to yes/no, one of the com-

pared entities for choice questions, or equality word ø


ðA �

�
� if the property

values being compared are equal. Statistics of answer types are given in Table 4.
Yes/No type is abundant since most templates used while generating comparison
questions are of type yes/no. As it is uncommon to find two equal values, the
equality type is nearly non-existent.

Table 5 presents the answer types for the multi-hop questions. As is shown,
the generated dataset covers a variety of questions centered around persons, or-
ganizations, locations, dates, and numbers, as well as other answer types. We
notice clearly the domination of the number type because the majority of prop-
erties values are quantitative.

Answer Type %

Yes/No 71.67
Entity 27.49
Equality 0.84

Table 4: Type of Answers for Compar-
ison questions

Answer Type % Examples(s)

Number 53.9
�
é
	
J� 62

Person 7.8 	
àYK
AK. ñk.

Date 10.1 1991 Q�.Ò��
X 26

Location 5.7 �
I�.

�
JË @

�
é
�
®¢

	
JÓ

Organization 1.3 XPñ
	
®
	
KA
�
J�

�
éªÓAg.

Other 21.2 ú


¾K
QÓ


@ PBðX

Table 5: Type of Answers for Multi-
hop questions

5 Conclusion and future work

In this paper, we presented the creation process of ACQAD, an automatically
generated dataset for Arabic complex question answering task. To the best of
our knowledge, no dataset for Arabic language is available for this task. Our
corpus consists of more than 118k questions. We relied on Wikipedia as data
source and a set of predefined templates to generate high quality questions. The
dataset provides with each question a set of sub-questions as decomposition. The
proposed method can be adapted to any language that is lacking datasets for
complex QA task. Future work will aim to establish baseline models with which
researchers may compare their approaches and results. Furthermore, the focus
will be on extending ACQAD by including more multi-hop examples. Since we
now have a corpus, we will develop methods that leverage the data available to
answer complex questions.
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