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Common cameras are only sensitive to the intensity of light, discarding an essential feature of a light
wave: its phase profile, or equivalently, its wavefront profile. This Review focuses on a rising wavefront
imaging technique called quadriwave lateral shearing interferometry (QLSI), based on the simple use of a
2-dimensional diffraction grating, aka a cross-grating, in front of a regular camera. We detail the working
principle of QLSI and its implementation on an optical microscope. We highlight its microscopy applica-
tions in bioimaging and nanophotonics, in particular for the characterization of living cells, nanoparticles,
2D-materials, metasurfaces, microscale temperature gradients and surface topography. Finally, we draw a
critical comparison of QLSI with current quantitative phase microscopy techniques, namely DHM, SLIM
and DPM.

Quantitative phase microscopy (QPM) designates a family
of optical microscopy techniques aimed at mapping the phase
of a light beam after crossing the object plane of a microscope
[1, 2]. Fueled by the development of CCD sensors and compu-
tational progress, a large variety of high-resolution, full-field
QPM techniques emerged since the 90s, based on much different
experimental configurations, but all based on the same concept:
using interferences to convert the phase information into in-
tensity, detectable by cameras. Among the most popular QPM
techniques, let us cite digital holography microscopy (DHM)
[3, 4], DPM (diffraction phase microscopy) [5, 6] and spatial
light interference microscopy (SLIM) [7, 8]. QPMs found impor-
tant applications in biology, to image cells in culture. Cells are
mostly transparent, but they can imprint a phase shift to a light
beam leading to QPM images with much higher contrast than in-
tensity images. Moreover, the refractive index of a biological cell
being directly related to its mass density, QPMs have the ability
to map the bio-mass spatial density of biological samples [9, 10].
In recent years, QPM has emerged as a serious complementary
approach to the flourishing field of fluorescence microscopy in
bioimaging.

Quadriwave lateral shearing interferometry (QLSI) is an op-
tical wavefront imaging technique based on the use of a 2-
dimensional grating in front of a camera.[11, 12] When imple-
mented on a microscope, QLSI can be used as a QPM because of
the equivalence between phase and wavefront. QLSI is currently
attracting substantial attention because of its increasingly ac-
tive use in microscopy, and because it gathers several important
benefits in terms of simplicity (a grating in front of a camera),

sensitivity, spatial resolution and insensitivity to environmental
perturbation.

This review focuses on QLSI, from the fundamentals to its
applications. The first part introduces the concepts of phase
and wavefront in optics, and how they can be mapped. The
second part focuses on QLSI and its working principle. The
third part introduces the implementation of QLSI in microscopy,
a modality that we recently proposed to name cross-grating
wavefront microscopy (CGM), and review the applications of
CGM in biology, nanophotonics and surface topography. The
last part compares CGM with QPMs, namely DHM, DPM and
SLIM, for applications in biology.

1. OPTICAL WAVEFRONT AND PHASE IMAGING

A. Definition of W and ϕ

Optical wavefronts are surfaces connecting points of a light
wave with the same phase. Wavefronts are locally perpendicular
to wave vectors k, i.e., perpendicular to the direction of wave
propagation. The wavefront profile W impinging on a planar
sensor is defined as in Fig. 1. On this sensor, the phase profile ϕ
of the light beam is proportional to W, according to the relation:

ϕ =
2π

λ
W (1)

where λ is the wavelength of light. This equation involves ap-
proximations. The arbitrary additional phase constant, depend-
ing on the chosen origin of phase, has been set to zero for the sake
of simplicity, and a monochromatic light is considered. We also
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consider weakly diverging beams, which is a valid approxima-
tion when considering the wavefront impinging on the camera
sensor of a high-magnification microscope. The use of a single
wavefront also implies a scalar approximation. For polarized
light, one has to define two different wavefronts corresponding
to two orthogonal polarization directions.
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Fig. 1. Schematic of a light wavefront impinging on a sensor.
W is the wavefront profile, λ the wavelength in vacuum and k
the wave vector.

B. Imaging W and ϕ

The electric field amplitude impinging on the sensor, in the scalar
approximation, reads

A =
√

I exp (−ikW) =
√

I exp (−iϕ) (2)

where k = 2π/λ. When using conventional cameras, one only
accesses the intensity of light |A|2 = I.

To access W or ϕ, one has to make this beam interfere with
another. The so-called off-axis approach consists in making A
interfere with a reference light beam AR propagating along a
tilted direction kR (Fig. 2a), so that the intensity Ic measured on
the camera plane contains information related to ϕ:[1]

Ic(x, y) = |A(x, y) + AR|2

= I(x, y) + IR + 2
√

I(x, y)IR cos [kR · r + ϕ(x, y))] .

(3)

The image produced on the camera, called an interferogram,
displays fringes stemming from the term kR · r in the cosine.
Using a demodulation algorithm around the spatial frequency
of the fringes, the phase profile ϕ can be retrieved. This off-axis
configuration is at the basis of several QPMs, such as DHM and
DPM. There exist other approaches to measure phase profile
(such a phase-shifting methods). We chose here to present only
the off-axis configuration because it is a popular one, and be-
cause an educational and instructive comparison can be made
with QLSI, as shown hereinafter.

In off-axis lateral shearing interferometry (LSI), the beam of
interest interferes with a replica of itself that is both slightly tilted
and shifted (Fig. 2b). The resulted intensity profile measured by

the sensor reads thus[12]

Ic(x, y) = I(x, y) + I(x + a, y)

+ 2
√

I(x + a, y)I(x, y) cos[kR · r︸ ︷︷ ︸
tilt

+ ϕ(x + a, y)− ϕ(x, y)︸ ︷︷ ︸
shift

= a∂x ϕ

].

(4)

Importantly, in LSI, both the tilt and the lateral shift of the beam
are important: the tilt creates the fringes and the shift embeds
information on the phase or wavefront gradient, no longer on
the phase itself like in off-axis interferometry (Eq. 3).

The last instructive imaging technique that we shall present
is Shack-Hartmann (SH) wavefront sensing. SH wavefront sens-
ing is based on the implementation of an array of micro-lenses
(called lenslets) in front of a camera [13, 14]. When a light beam
is sampled by the lenslet array, it gives rise to an array of bright
spots in its focal plane where a camera is located (Fig. 2c). The
displacements of these spots are proportional to the local slope
(i.e. gradient) of the wavefront [13, 14], and their monitoring
enables the reconstruction of the wavefront gradient profile. Pro-
posed in 1971 by Shack and Platt [15], such a simple design can
thus map the wavefront gradient of a light beam. The main
limitation of SH wavefront sensing is its poor spatial sampling
(i.e., poor spatial resolution) limited by the lenslet size (between
100 and 300 µm), which provides images of typically 100× 100
pixels, while common cameras rather feature a pixel size of 10
µm. The consequence is that SH wavefront sensors can only
render the low frequencies of a wavefront. Such a limitation
makes SH wavefront sensors mostly suited for the study of op-
tical aberrations, where wavefront distortions are particularly
smooth and do not possess high spatial frequencies. So far, the
applications of SH wavefront sensing have been in optics and
laser metrology [16], ophthalmology [17] and adaptive optics
systems for astronomy [18, 19]. There exist other wavefront
imaging techniques.[20–24] We focus only here on SH wavefront
sensing because it is very popular, and because there is a close
relation with QLSI that we shall explain in the next section.

2. QUADRIWAVE LATERAL SHEARING INTERFEROME-
TRY (QLSI)

Quadriwave lateral shearing interferometry (QLSI) is a high-
definition wavefront imaging technique, invented and patented
by Primot et al. in 2000 (Fig. 3b) [11, 12]. It is based on the
LSI principle (Fig. 2b) where two waves interfere along each
crossed directions of space, say x and y (4 waves in total), and
where these 4 waves are generated by the 4 first diffraction
orders of a specific 2-dimensional grating placed at a millimetric
distance from a camera sensor (Fig. 3a). The unit cell of this
specific gross-grating, of dimension Γ× Γ, is designed to cancel
other orders than ±1. It consists of black (opaque) crossed lines,
Γ/6 in width (which cancels the orders ±3 and ±5), defining
transparent square holes on which a checkerboard 0− π pattern
was imprinted (which cancels even diffraction orders: 0, ±2,
±4, etc). This diffractive element is usually called a Modified
Hartmann Mask (MHM), for historical reasons. Since a MHM
is nothing but a 2D-grating, working as a grating, used as a
grating, I rather recommend to refer to it as a 2D-grating (or
"cross-grating" that is a synonym[25]), rather than a mask, for
the sake of simplicity and clarity.

As a result, the incident beam is reproduced in 4 replicas that
propagate along slightly shifted directions and that interfere on
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Fig. 2. Three different experimental configurations to access the phase, or equivalently the wavefront, of a light beam. (a) Off-
axis interferometry, (b) off-axis lateral shearing interferometry and (c) Shack-Hartmann wavefront sensing.

the sensor plane (Fig. 3c). The four images are shifted by only a
fraction of Γ (typically Γ/4) (Fig. 3a).

Let us adapt Eq. Eq. (4), related to LSI, to the case of QLSI
and the use of a grating. For the sake of simplicity, we write
the equations with only two diffraction orders instead of 4, say
along the x direction. Equation Eq. (4) now reads

Ic(x, y) =| 1√
2

A(x + a, y) +
1√
2

A(x− a, y)|2

=
1
2

I(x + a, y) +
1
2

I(x− a, y)

+
√

I(x + a, y)I(x− a, y) cos
[
(k+ − k−) · r

+ϕ(x + a, y)− ϕ(x− a, y)
]

=i1(x, y) + i2(x, y) cos
[
(k+ − k−) · r

+ϕ(x + a, y)− ϕ(x− a, y)
]

(5)

where k± = [±k sin(θ), 0, k cos(θ)]. The intensity prefactors
have been re-written i1 and i2 for the sake of clarity. Each of
the 4 beams propagates along an angle θ following the Bragg’s
law: λ = Γ sin θ. Let d be the grating-sensor distance, the lateral
shift a of each image replica reads a = d tan θ. Using these
two relations, which only exist when using a grating (and not
a wedge plate for instance), recalling that ϕ = 2πW/λ, and
assuming θ � 1, Eq. Eq. (5) can be simplified and now reads:

Ic(x, y) = i1(x, y) + i2(x, y) cos
[

4π

Γ
(x + d∇xW(x, y))

]
.(6)

When considering, not 2, but 4 beams, the final expression is
more complex, also involving derivatives along y, x + y and
x− y,[27] and does not yield fringes but an array of bright spots,
as shown in Fig. 3c. Four important comments can be made on
this particularly simple expression:

1. The Bragg’s law makes the phase ϕ disappear from the
equation, in favor of the wavefront W. Because of the use
of a grating, QLSI becomes a wavefront imaging technique,
and is not a phase imaging technique.

2. The wavelength (or the k vector), which was dominant in Eq.
Eq. (4) related to LSI, now disappeared in Eq. Eq. (6) related
to QLSI. The wavelength does not affect the measurements
and does not need to be known to reconstruct the wavefront
gradient. It is a benefit of using a grating, compared with
a wedge plate for instance. As a consequence, QLSI is an
achromatic technique and can be used with a broad band
illumination, e.g., from light-emitting diode or lamps. It is
even recommended to avoid laser illumination, which gives
rise to unwanted fringes like in DHM. However, the 0− π
checkerboard phase pattern of a QLSI cross-grating is cre-
ated by etching the glass substrate. Thus, the cross-grating
is supposed to work optimally for a particular wavelength.
However, a deviation from the 0− π values only reduces
the signal-to-noise ratio; it does not yield biased measure-
ments. In practice, a single QLSI grating can be working
properly over a range that typically spans from 500 to 800
nm, i.e., covering the full visible range. The periodicity
of the fringes only depends on the grating period Γ, and
it precisely equals Γ/2 (all the holes of the grating, being
0 or π, create identical bright spots on the camera plane,
which doubles the spatial frequency of the grating). Thus,
the fringes periodicity does not depend on anything else
and cannot be changed, for instance by changing the wave-
length or any tilt angle of optical components.

3. Periodic fringes are observed for any grating-sensor dis-
tance d, and with the exact same carrier-wave periodic-
ity. The light wave propagating after the grating is thus
propagation-invariant, just like a Bessel beam. A shadow-
like light propagation occurs[12, 26] (Fig. 3d). This singular
and counterintuitive wave propagation after a QLSI grating
is similar to the pattern observed after a Fresnel biprism
where, also, two waves propagate along two opposite an-
gles±θ, overlap, and interfere. This propagation-invariance
created by a QLSI grating comes from the 0− π checker-
board phase pattern and is what makes the QLSI grating so
convenient, and is the basis of the patent from Primot et al.
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Fig. 3. QLSI principle. (a) Side view of a wavefront diffraction between a QLSI cross-grating and the camera sensor, featuring 2
image replicas along two directions (two other replicas exist along y but are not represented here). (b) Schematic of a QLSI cross-
grating. (c) Typical raw intensity image recorded by the camera, which consists or a periodic array of bright dots with a period
of Γ/2. (d) Numerical simulations of the propagation of light between the grating and the camera sensor, for different wavefront
profiles, namely uniform, tilted, concave and convex. Reprinted with permission for [26]. Copyright 2021 IOP Publishing.

from 2000.[12, 28] Without the 0−π checkerboard, the light
pattern would become rapidly blurry after a few tens of mi-
crometers of light propagation. A contrasted pattern would
be recovered only periodically at wavelength-dependent
distances, according to the Talbot effect. As a consequence,
with a QLSI grating, the Talbot effect is cancelled and the
grating-sensor distance d is no longer critical. It can be con-
tinuously adjusted to any value. The further, the better the
sensitivity. However, d has to remain within a reasonable
range to avoid artifacts and loss of resolution.[29]

In practice, upon wavefront distortion, the bright-spot
pattern gets distorted, displaced, and the displacements of the
dots (barely visible to the naked eye) follow a simple shadow
description as in ray-optics (Fig. 3d). Note that this is exactly
how SH wavefront sensing works. Interestingly, although
the two families of wavefront imaging techniques depicted in
the previous section looked completely different (LSI and SH
wavefront sensing, Fig. 2b vs Fig. 2c), QLSI can be understood
in either ways.[14, 30] QLSI bridges the gap between these two
very different wavefront imaging approaches. Although the
name of the technique, QLSI, favors an LSI description, the SH
description is equally valid and even easier to understand and
explain to a non-specialized audience.

While the QLSI pattern of the cross-grating remains the most
popular option, variations of this cross-grating have been used,
with 3-fold or 4-fold symmetries [31], with different designs
of the unit cell [32–35] or a binary random mask [36]. A re-
cent study even demonstrated the possibility to use a non-

periodic optical element, simply consisting of a thin diffuser
[22], which creates a speckle-like pattern on the camera. This
modality slightly reduces the spatial resolution and/or the
field of view compared with QLSI, but remains much better
than Shack-Hartmann, and cost-effective. This technique re-
cently proved effective for applications in 3D-nanolocalization
of nanoparticles[37] and chemistry at the microscale.[38]

3. QLSI FOR MICROSCOPY: CROSS-GRATING WAVE-
FRONT MICROSCOPY (CGM)

A. Basic principle
When implemented on a microscope, a QLSI camera measures
wavefront distortion created by microscale, transparent objects
lying on the object plane (Fig. 4a). If n(x, y, z) is the refractive
index distribution of this object, then the wavefront distortion
equals the optical path difference (OPD) δ` = W defined by

δ`(x, y) =
∫
(n(x, y, z)− n0)dz (7)

where n0 is the refractive index of the surrounding medium (Fig.
4b). In the case n is uniform, Eq. Eq. (7) becomes

δ`(x, y) = (n− n0)h(x, y). (8)

where h the thickness profile of the object. These expressions are
valid in the projective approximation, where ray-optics applies
and where optical rays are not markedly deviated by refrac-
tion. For objects with dimensions close to the wavelength of the
incoming light, diffraction takes the lead and diffraction rings
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Fig. 4. Schematic of a CGM setup based on QLSI. (a) Experi-
mental setup, coupling a microscope with a QLSI cross-grating
and a camera. (b) Focus on the object plane of the microscope
where an incident planar wavefront is distorted by the imaged
object. (c) Derived implementation of QLSI where the cross-
grating is re-imaged in front of the camera by a relay-lens
system.

can be observed, and this simple description is no longer valid.
However, images can still be acquired, even if they exhibit Airy-
like patterns, and quantitative information can still be extracted
(see Sect. B related to nanophotonics applications).

B. Reference acquisition
In practice, the wavefront of the microscope illumination is never
perfectly flat. Imperfections, aberrations, pieces of dust on the
optics, etc, makes the acquisition of a reference image necessary
in CGM, which is subtracted during the image processing. Thus,
each image processing algorithm requires the specification of
a reference interferogram in addition to the interferogram of
interest.

Ideally, the reference image is acquired over a blank area of
the sample. For applications in biology, where cells are cultured
in high confluence, it is not always possible to find a clear area.
One way to circumvent this limitation consists in manually mov-
ing the sample stage, quite rapidly, during the acquisition of
typically 30 images that are subsequently averaged to create
the reference interferogram. The moving-trick is effective if the
exposure time per frame is at least 80 ms, in order to benefit
from a blurring effect on each image.

C. Background correction
For long acquisitions, some low-spatial-frequency distortions
in the OPD image may appear over time (typically minutes to
hours). They can be easily suppressed. Different algorithms
have been developed for this purpose. One can simply apply
a high-pass filter to the image, but this method has to be used
with caution. It enables the clear visualization of the interior

of living cells, but the quantitative nature of the measurements
tends to be lost, especially with large cells, such as eukaryotic
cells [39].

Another approach that does not affect the quantitativeness
of the measurements is to segment the cells, and fit the remain-
ing background area with polynomials to define a background
image to be subtracted. Reference [40] reports good results with
polynomials up to the 8th order. Some studies report the use of
Zernike polynomials.[41, 42] They are relevant to quantify the
aberrations on circular images, but fails in correcting rectangular
images, especially on the image corners. We rather recommend
the use of Legendre polynomials when imaging biological cells
for instance, which constitute a orthonormal basis for rectangu-
lar images.

The group of Kirschner introduced a background correction
method illustrated by CGM measurements, although it could be
applied to any QPM [43]. It looks more efficient than the method
described in Ref. [40]. In particular, the authors used tricks such
as using medians instead of means, and mixing wavefront with
wavefront gradient images for a better segmentation.

Pradeep et al employed a rolling-ball algorithm to flatten the
background, simply using the MATLAB imtophat and strel
functions.[44] The procedure eased the segmentation of living
neurons and their neurites.

Background distortion may affect dry mass measurements,
but mainly for large cells. For micrometric objects, such as bac-
teria or neurites, dry masses can be computed accurately, even
without background correction, by considering as a reference
OPD value the outer boundary of the cell.[45]

D. Wavefront sensing vs wavefront microscopy

Wavefront sensing is a common name, usually associated with
Shack-Hartman, and that normally refers to measurements
of beam aberrations, by extracting moments of first Zernike
polynomials.[17–19] Although QLSI is sometimes referred to
as a wavefront sensing technique, QLSI does much more than
simply sensing aberrations, thanks to its high-definition: it does
imaging. Thus, describing QLSI or CGM as wavefront sensing
looks reductive, and the names wavefront imaging and wave-
front microscopy should be favored.

E. Phase vs wavefront

Although CGM is a wavefront microscopy technique, it has al-
ways been assimilated as a phase imaging technique since its
introduction in 2009. The aim of this imprecision was to bet-
ter disseminate the technique within the biology community,
more familiar with phase microscopy, and for which wavefront
sensing looks reductive. The aim was also to make better un-
derstand that CGM occupied the same playground as QPMs.
Indeed, phase and wavefront are proportional quantities (Eq.
Eq. (1)), and both of them can yield dry mass measurements,
for instance. However, this intertwining vision gives rise to
confusion. Often, QLSI articles speak extensively about "phase"
while no phase measurements are reported. Some articles even
report "phase" images in nanometer units, mixing phase and
OPD. In most QLSI-related studies, it would suffice to simply
and exclusively speak about wavefront or OPD. This singularity
(measuring a wavefront profile) can be seen as a strength of
CGM. It should not be eluded.
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4. HISTORICAL REVIEW OF THE APPLICATIONS

Albeit invented in the early 2000,[12, 28] when QPMs were start-
ing to develop, no applications of QLSI was envisioned in mi-
croscopy at that time. The field has been progressing mainly
with the works of the groups of Primot and Chanteloup, and
supported by the creation of a French company, Phasics S.A. in
2003, exploiting the patent of Primot et al. At that time, QLSI was
rather aimed at challenging SH wavefront sensing applications
in adaptive optics or optical metrology.
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Fig. 5. Statistics on the 114 articles reporting QLSI exper-
iments, both for general purposes, and for microscopy
(CGM). (a) Number of peer-reviewed articles published over
the years, since the invention of the QLSI grating in 2000, until
September 2022. (b) Number or peer-reviewed articles pub-
lished in each active country.

Fig. 5a shows statistics on the peer-reviewed publications re-
lated to QLSI, implemented or not on a microscope. The first use
of a QLSI device in microscopy was reported in 2009, through a
collaboration between the group of Monneret and the Phasics
company.[27] In a pioneer article, the authors reported the use
of QLSI for imaging living cells, and demonstrated the capa-
bility of wavefront microscopy to tackle applications in biomi-
croscopy previously reserved to QPM techniques such as DHM.
The relevance of the use of QLSI in microscopy, i.e., cross-grating
wavefront microscopy (CGM), arises from three features: the
high-definition of QLSI (compared with SH), its simplicity, and
its low sensitivity to environmental perturbations.

Since then, more and more research groups have been using
CGM systems on microscopes, for long in France, and more
recently in other countries. Today, around 15 groups in the
world (8 in France, 5 in the USA, 1 in China and 1 in Canada)
are actively using CGM (Fig. 5b), and we expect this number to
rise in the coming years.

The objects of interest that have been observed over the
field of view of a microscope since 2009 are depicted in Fig.
6. They consist of (i) biological cells, the first and more impor-

tant application of CGM, (ii) microscopic temperature gradients,
where CGM turns into a temperature microscopy technique, (iii)
nanoparticles, (iv) 2D materials, such as graphene, (v) metasur-
faces, and (vi) microscale surface topography, in particular to
characterize optical damages made by pulsed lasers on optical
components.

Most of these studies can be described as belonging to two
main fields of applications: biology and nanophotonics. The two
next sections describe these two fields of application, while a
third one describes less-developed application related to surface
topography.

Substrate

planar wavefront

distorted wavefront

a Bio cell b Temperature !eld

c Nanoparticle d 2D material

e Metasurface f Surface roughness

Fig. 6. Different objects of interest in cross-grating wave-
front microscopy. (a) A biological cell, (b) a microscale tem-
perature field, created by a laser heating or resistive heating
of a microwire, (c) a nanoparticle, (d) a piece of 2D material,
such as graphene, (e) a metasurface and (f) a laser damage on
a surface.

A. Applications in cell biology
As mentioned above, the first use of a QLSI camera on a micro-
scope (an approach referred to as CGM here) was reported by
Bon et al. in 2009, in collaboration with the Phasics company.[27]
In this work, the authors demonstrated that wavefront imag-
ing could map the optical path difference (OPD) of a biological
sample with a spatial resolution and sensitivity that challenged
the existing quantitative phase microscopy (QPM) techniques.
CGM has been investigated by this same group for a decade,
followed by some others very recently.

Unlike fluorescence microscopy approaches, QPM tech-
niques, and in particular CGM, are label-free and non-
invasive.[50] They do not require the modification of the sample,
do not suffer from photobleaching and blue light toxicity. For
these reasons, they can be used to image biological samples for
arbitrarily long periods of time. QPMs do not offer the specificity
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Fig. 7. Overview of CGM images related to applications in biology. (a) OPD image of a living CHO cell (180×, 1.49 NA, home-
made CGM system). Reprinted with permission from [39]. Copyright 2014 Biophysical Society. (b,c) Dry mass images of a living
RPE cell (120×, 1.3NA, Sid4Bio/Phasics). The measured mass velocity field overlays the image in (c). Adapted with permission
from [46]. Copyright 2022 Springer Nature https://creativecommons.org/licenses/by/4.0/. (d) OPD image of living COS-7 cells,
along with the image of the norm of the OPD gradient, as a means to better visualize the cells boundaries and ease segmentation
(40×, 1.3NA, Sid4Bio/Phasics). Reprint with permission from [40]. Copyright 2015 SPIE. (e) OPD image of RPE cells. (f) Temper-
ature map of the same cells as (e) upon laser heating measured in parallel by CGM. Reprint with permission from [47]. Copyright
2018 Wiley. (g) Dry mass image of Geobacillus Stearothermophilus bacteria under germination activated by laser heating of gold
nanoparticles (66×, 1.3NA, home-made CGM system). Adapted with permission from [48]. Copyright 2022 Nature Springer
https://creativecommons.org/licenses/by/4.0/ (h) OPD of a human breast slice tissue (40×, 0.75NA, Sid4Bio/Phasics); (i) Re-
tardance image associated with (h); (j) Image of the orientation of the ordinary axis associated with (h); Reprinted with permission
from [49]. Copyright 2018 Elsevier. (k) OPD image of hippocampal neural cells,[29] (40×, 1.35NA, SID4-sC8/Phasics).

of fluorescence imaging, but appear as a powerful alternative,
and in particular to get a valuable information that fluorescence
cannot access: the dry mass of living organisms, as explained
further on.

Here is below a review of the different imaging modalities of
CGM that have been developed in the context of applications in
biology.

Label-free imaging of organelles. After its introduction in
2009, Bon et al. highlighted the ability of CGM to image living
cells with a sufficient resolution to observe vesicles,[51] mito-
chondria, and even microtubules[39] (Fig. 7a), although all these
organelles usually need to be fluorescently labelled to be imaged.
An impressive movie showing chains of mitochondria moving

along microtubules is provided with Ref. [39] . In this article,
the authors give many hints to optimise the spatial resolution in
CGM.

Dry mass. The refractive index of an object being directly
dependent on its mass density, QPM images contain informa-
tion that can be used to retrieve the dry mass of imaged cells.
Here lies one of the most important interest of QPM techniques:
the ability to measure masses using light. The method simply
consists in summing the pixels of the OPD image of the object of
interest:

δm = γ−1
∫∫

W(x, y)dxdy = γ−1 p2 ∑
pixels

Wij (9)
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where δm is the dry mass of the imaged object and γ is the
refractive index increment (the inverse of the dry-mass density).
Although this idea has been introduced in 1952,[52] one had
to wait the development of effective QPM techniques to see its
demonstration with high-resolution and precision, in 2008 and
in 2009, by Popescu et al.[9] and Rappaz et al.[10] Since then, dry
mass measurements using QPM have been reported by many
groups for a large variety of cell types (mammalian, cancerous,
bacteria, yeast, neurons, etc).[53]

The OPD can be converted in a straightforward manner into
dry mass surface density using

δρ = γ−1δ`, (10)

δρ [pg/µm2] = 5.6× 10−3δ` [nm]. (11)

Interestingly, neither the knowledge of the wavelength nor
of the pixel size are required to convert an OPD image into a
dry mass surface density. For instance, 100 nm of OPD always
means a dry mass surface density of 0.56 pg/µm2, no matter
the camera and the microscope. For this reason, wavefront
imaging looks more natural to retrieve dry mass than phase
imaging, which requires to knowledge of the wavelength as
well. This benefit of wavefront microscopy is only conceptual,
not practical, because the wavelength in the experiment is
always known anyway.

Cells in culture are highly dynamic, featuring strong varia-
tions of shapes and volumes, within time scales ranging from
sub-second for small vesicles to several days. The high contrast
of OPD images using CGM and the quantitative nature of the
dry mass measurements enable the effective monitoring of this
cell dynamics. In particular, observations can be conducted for
arbitrarily long periods of time, tenuous objects such as lamel-
lipodium, mitochondria or microtubules of the cell can be clearly
observed, and dry mass measurements quantify the growth rate.
Following these benefits, several articles have been published
for almost a decade that we present hereinafter.

The first use of CGM to measure dry masses dates from
2015,[40, 54] where the authors provided a detailed study of
the accuracy of the measurements, and how it depends on the
segmentation of the cell, the coherence of the illumination, and
the focus. A particular attention was put on the segmentation
algorithm. The segmentation procedure involves the use of the
two OPD gradients along x and y, which are the two images
that are primarily obtained from the raw camera image. Fig. 7d
plots the norm of the OPD gradient that is used in the segmenta-
tion algorithm. This way of visualizing OPD images helps the
segmentation, but it looks also very interesting as a means to
improve the image contrast, although it was not noticed in the
article. Moreover, since this image does not require image inte-
gration, it can be computed much faster than the OPD, which is
of interest for fast live imaging.

In 2015, Ohene et al. benefited from this high contrast of
CGM to monitor the deformation and condensation of living
cells during apoptosis.[55] The study mainly benefited from the
good contrast of CGM, not from the quantitative nature of the
measurements.

In 2015, the group of Piel used CGM to monitor the dry mass
of cells during mitosis, along with their volume measured using
fluorescence.[56] The authors showed that the dry mass did
not vary while the volume increased, evidencing a decrease in
mass density during mitosis. This work illustrates the benefit
of coupling CGM with fluorescence microscopy, a union that is

facilitated by the fact that CGM can be easily implemented on
standard microscopes.

In 2019, Pognonec et al. stressed the ability of CGM to replace
fluorescence microscopy in some studies, and suppress its in-
herent invasiveness.[54] The authors have shown that CGM can
replace fluorescence-activated cell-sorting (FACS) that normally
requires non-physiological cell handling or cell labelling.

In 2020, Llinares et al. used CGM to monitor the transmem-
brane water fluxes following hyper/hypertonic stresses.[57] The
readout was only the OPD profile. No measure of the cell surface
or dry mass were performed. The issue with this study is that
the measured OPD combines n, n0 and h according to Eq. Eq. (8),
and these three parameters varied during the experiments. How-
ever, the authors considered that only the refractive of the cell
n was varying. Neither CGM nor any QPM can easily measure
water content variations within live cells, because the measured
OPD signal is mainly stemming from the dry mass content of
the cell. For instance, as mentioned above, to monitor any cell
volume variation at constant dry mass, the group of Piel had to
combine CGM with fluorescence measurements.[56] They could
not have shown anything with only OPD measurements.

In 2021, the group of Zangle conducted dry mass measure-
ments using CGM on neural cells.[44] The group could automati-
cally segment somas and neurites, and measure their cumulated
dry mass over the field of view of the microscope for 120 h. First,
this work demonstrates the ability of CGM to conduct experi-
ments for arbitrarily long periods of time without affecting the
cells (in particular cells as sensitive as neurons), a strong benefit
compared with fluorescence microscopy. Second, the authors
could provide quantitative data on how mass is distributed
throughout the cellular bodies and neurites during their growth.
Third, many QPM techniques can hardly measure the dry mass
of biological objects as tenuous as neurites, highlighting the high
sensitivity of CGM.

In 2021, the group of Reed used CGM and dry mass mea-
surements to rapidly identify lymphoma cells that are resistant
to a therapeutic agent and cells that are not, overcoming the
difficulty of identifying drug-tolerant sub-populations during
the early stage of the treatment.[58]

Machine learning is currently having a strong impact on
many fields of research, and QPM is no exception.[59] To feed
a machine learning algorithm, many quantitative features can
be extracted from an OPD image. The dry mass and dry mass
density, as already mentioned, but also the area, the optical vol-
ume, the eccentricity, the perimeter, the shape factor, among
others.[60] In 2021, the group of Teitell used many of such pa-
rameters extracted from CGM images to feed a machine learning
algorithm and train it to classify tumor-reactive T cells, in a rapid
and label-free manner.[61]

In 2021, the same group contributed to the study of cardiomy-
ocytes (cells in the heart that make it contract) in vitro using
CGM. They imaged the evolution of the dry mass distribution
over 12 h, to investigate migratory characteristics of two cellular
populations, which exhibited strong differences.[62]

In 2022, the group of Zangle pushed forward the idea of
following mass migration within cells using CGM.[46] By pro-
cessing successive images of dry mass density, the authors could
retrieve the velocity field of mass transport within cells (Fig.
7b,c). The algorithm is based on registration of sub-images of
the field of view. This imaging modality provides a valuable
and versatile tool for the study of cells in culture because cells
are never immobile and because it enables the study of mass
transport in addition with mass distribution. The authors called
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this technique QPV for quantitative phase velocimetry.
Retardance. Some biological samples are birefringent, mean-

ing that the refractive index experienced by a light beam cross-
ing the sample depends on its polarization. One can define the
so-called ordinary (o) and extraordinary (e) axes for which the
refractive indices of the materials, no and ne, are different. Using
linearly polarized light along the o and e axes leads respectively
to the measurements of the following OPD images

δ`o = (no − n0)h, (12)

δ`e = (ne − n0)h. (13)

For an arbitrary polarisation angle θ, the measured OPD reads
[63]

δ`(θ) =
δ`o + δ`e

2
+

δ`o − δ`e

2
cos 2(θ − θ0) (14)

where θ0 is the orientation of the o axis. Using this expression,
acquiring a series of OPD images at various θ angles enables
thus the retrieval of the retardance of the sample, defined by

∆ = δ`o − δ`e. (15)

Aknoun et al. introduced this methodology in 2015 to map the
retardance of birefringent biological samples,[40] and later in
2018 for the study of the extracellular matrix of biopsies[49] (Fig.
7h-j).

Live cell temperature. Temperature variations, especially in
a liquid, produce variations of the refractive index. Refractive
indices of liquids tend to decrease with temperature due to the
expansion of the liquid. As a consequence, any temperature
gradient within a fluid has the ability to affect a light beam, a
phenomenon sometimes called a thermal lens effect (Fig. 6b) [64–
66]. In 2012, we introduced the possibility to map the wavefront
distortion created by the laser heating of plasmonic nanoparti-
cles, using CGM, and retrieve the temperature profile from this
measurement.[67] This work opened an unexpected functional-
ity of CGM: its use as a temperature microscopy technique. Nor-
mally, imaging temperature at the microscale required the use
of fluorescent compounds with temperature-dependent proper-
ties [68]. Temperature microscopy using CGM provided at least
three benefits compared with fluorescence-based approaches:
(i) it is label-free and non-invasive, (ii) it does not suffer from
common artefacts related to fluorescence microscopy [69–72]
and (iii) it does not suffer from photo- and thermo-bleaching
and can investigate arbitrarily large temperature increases,[73]
while common fluorescent molecules bleach at around 60◦C.

This approach has been used to map the temperature distri-
bution within and nearby living cells created by microscale laser
heating of gold nanoparticles (Fig. 7e,f), to guide the migration
of cells [74] and to study the expression of heat-shock proteins,
at the single-cell level [47]. More recently, it was used to measure
the temperature distribution at the microscale upon laser heat-
ing of thermophilic bacteria and archaea, avoiding the use of a
common heating stage with limited temperature range and large
thermal inertia [48]. Figure 7g displays an OPD image of the
germination of Geobacillus stearothermophilus induced by laser
heating, in which CGM was used both for temperature mea-
surements and dry mass measurements. Note that DHM also
recently demonstrated its ability to map microscale temperature
distributions.[75, 76]

B. Applications in Nanophotonics
Due to its high resolution and sensitivity, CGM managed to chal-
lenge applications in bioimaging that were normally dedicated

to QPM techniques, but it also opened a domain of investiga-
tion: the one of nanophotonic objects. Imaging nanophotonic
objects such as 2D materials or nanoparticles using CGM en-
ables the mapping of the full electromagnetic field of their image
through a microscope (in the scalar approximation). This infor-
mation is sufficiently rich to extract all the optical properties of
the imaged nano-object. Hence, CGM appears not only here as
a high-contrast microscopy tool, but also as a metrology tool,
exactly like in biology where CGM could also quantitatively
measure dry masses of living cells.

In the following, we explain how CGM has been used to map
temperature around plasmonic nanoparticles under illumina-
tion, and optically characterize 2D-materials, nanoparticles, and
metasurfaces.

Temperature microscopy. Heating metal nanoparticles using
light at their plasmonic resonance relates to a field of research
named thermoplasmonics, with applications in biomedicine,
fluid dynamics, Sun light harvesting among others [81–83].
Laser-heating of metal nanoparticles is also a means to con-
duct fundamental research in many fields of science because
many fields of science feature temperature-induced effects, e.g.,
chemistry, biology, fluid dynamics, phase transition, etc. Heat-
ing metal nanoparticles, and in particular gold nanoparticles,
enables the study of all these fields at the nano and micro scales.
The main challenge of this approach is not to heat, but rather to
measure the resulting temperature increase.

As explained in the biology part above, CGM can be used
as a temperature microscopy technique, by probing and post-
processing the wavefront distortion created by thermal-induced
refractive-index gradients (Fig. 6b). Before being applied to map-
ping the temperature in living cells, it was applied to map the
temperature around gold nanoparticles heated by laser absorp-
tion. From the raw interferogram image, not only the tempera-
ture distribution in 3D can be determined [84], but also the 2D
heat source density (power per unit area) on the substrate (Fig.
8e-h) [67]. Since 2012, this label-free temperature imaging tech-
nique has been used in around 16 articles, mainly by our group.
We shall not describe all the work related to this technique here.
We just mention the most important developments.

In 2014, thanks to the possibility to image temperature fields
at arbitrarily large temperature using CGM, it was demonstrated
that water boiling occurs around metal nanoparticles at around
200◦C, much above the boiling point of water [73]. This effect
is called superheating, and occurs because of the absence of
nucleation point (scratches, pieces of dust). This phenomenon
led us to demonstrate two applications: (i) the introduction of the
concept of hydrothermal chemistry at the microscale [85] and (ii)
the possibility to activate thermophilic organisms at arbitrarily
high temperature using laser heating of gold nanoparticles [48]
(Fig. 7e,f).

When heating arrays of nanoparticles with laser beam, the re-
sulting temperature profile is usually Gaussian-like, which may
be detrimental for applications that require a unique, uniform
temperature distribution, e.g., in chemistry or biology. To solve
this issue, two approaches have been developed, supported by
CGM temperature measurements: (i) using non-uniform gold
nanoparticles samples [86] or (ii) using non-uniform laser beam
profiles heating uniform gold nanoparticles arrays [87, 88]. In
these two similar approaches, any temperature profile at the
microscale could be produced, e.g., uniform, linear, parabolic,
etc. The second approach already led to applications in ther-
mophoresis control at the microscale [89] and in cell biology[48].
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Fig. 8. Overview of CGM images related to applications in nanophotonics. (a) Intensity images of two 100-nm gold nanospheres
at different focus values z; (b) Associated OPD images showing a contrast inversion of the OPD when passing the focus. Reprinted
with permission from [77]. Copyright 2015 Nature Springer. (c) Intensity image of a molybdenum disulfide (MoS2) flake and (d)
associated OPD image. Reprinted with permission from [78]. Copyright 2017 the American Chemical Society. (e) Scanning electron
microscope (SEM) image of a gold nanostructure; (f) Wavefront distortion upon laser heating of the nanoparticle; (g) heat source
density processed from the OPD image (f); (h) Temperature map processed from image (g). Reprinted with permission from [67].
Copyright 2012 the American Chemical Society. (i) SEM image of the border of a metasurface and (j) phase image of the whole
metasurface. Reprinted with permission from [79]. Copyright 2021 De Gruyter. (k) SEM image of a portion of a metalens and (l)
OPD image of the metalens, along with (m) the associated OPD aberrations. Reprinted with permission from [42]. Copyright 2021
the American Chemical Society. (n) Interferogram images of 100-nm fluorescent nanobeads, at various focus values z and (o) result-
ing phase images, weighted by the intensity images. Reprinted with permission from [80]. Copyright 2018 Nature Springer.

Note that DHM was also used to map temperature in 3 di-
mensions around laser-heated gold nanoparticles in 2019[75]
and 2021.[76]

Metrology of 2D materials. In 2017, Khadir et al. used CGM
to not only image one-atom-thick materials such as graphene
with a good contrast, but also fully characterize their optical
properties [78]. More precisely, CGM could quantitatively mea-
sure the complex refractive index n of 2D materials or equiva-
lently their complex optical conductivity σ defined by

J2D = σE (16)

where E is the complex electric field amplitude of the light within
the 2D material and J2D the two dimensional electronic current
density within the 2D material. The complex optical conduc-
tivity σ characterizes thus the response of the 2D material to

light in amplitude and phase, and it is all we need to know to
fully characterize the optical response of the 2D material. This
important physical quantity can be extracted from the normal-
ized transmittance

√
T and the optical path difference δ` images

using the expression

σ = ε0c(n1 + n2)

[
1√
T

exp
(

i
2π

λ
δ`

)
− 1
]

. (17)

√
T and W being images (matrices), σ is also an image, giving

the map of the complex optical conductivity of the imaged 2D
material. This spatial mapping of σ is an asset compared with
more conventional characterization techniques, such as ellipsom-
etry, that can only measure an average of the optical properties
of materials over macroscopic areas. With CGM, one can ob-
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serve defects, dislocations, etc, and make sure measurements
are performed on clean areas.

Of course, the complex refractive index n is more popular in
metrology of 2D-materials compared with σ. However, using n
makes sense only for a bulk material, not for a 2D material. For
a 2D material, n can be used provided a thickness h is assigned
to the material. In the case of graphene for instance, one usually
considers the interlayer distance of graphite to be the thickness
of graphene, but this remains a convention. A single-atom-thick
object does not possess clear boundaries.

Importantly, once a thickness h of the 2D material is defined,
the refractive index of the material cannot be simply calculated
from the OPD image using Eq. Eq. (8): δ` = (n − n0)h. Due
to multiple reflections within the 2D materials, this expression
is inaccurate, especially for large values of n. For instance, this
expression remains a good approximation for graphene, but not
for MoS2. Moreover, this expression would only give the real
part of the refractive index, not the imaginary part stemming
from absorption. Provided a thickness h is assigned to the mate-
rial, the complex refractive index n can also be retrieved from
σ, by numerically inverting an equation (Ref. [78] , Eq. (10)).
This study focused on two 2D materials: graphene and MoS2
(Fig. 8c,d), which are respectively 1-atom and 3-atom thick, and
reported values of σ and n with a very good agreement with the
literature.

Metrology of nanoparticles. In 2020, we introduced the pos-
sibility to measure the optical properties of nanoparticles imaged
by CGM [90, 91]. When imaging sub-wavelength objects, the
interpretation of the wavefront profile as an optical path differ-
ence (OPD) does not make much sense. The wavefront image
is clearly affected by diffraction and looks like an Airy pattern
(Fig. 8a,b). Still, one can extract precious information from the
transmittance and wavefront images because, once again, the
actual electromagnetic field of the nanoparticle image can be
mapped. Following the same spirit as with 2D materials, all
the optical properties of the nanoparticles can be retrieved from
the CGM images. In place of the optical conductivity for a 2D
material (see previous paragraph), the meaningful, equivalent
quantity for a nanoparticle is the complex optical polarizability
α defined by

P = αE0 (18)

where E0 is the complex electric field amplitude of the incoming
light at the nanoparticle location and P the complex amplitude
of the dipolar moment of the nanoparticle. α can be determined
from the normalized intensity T and OPD δ` images using this
expression:

α =
iλn
π

∫∫ [
1− exp

(
i
2π

λ
δ`

)]
dxdy. (19)

The way of calculating α is thus similar to σ, but with an impor-
tant difference: Eq. Eq. (19) involves an integral over the image,
i.e., a pixel summation (just like for the dry mass), making α a
scalar value, no longer a map of the object. In nanophotonics, α
is difficult to measure. One usually rather measures the three
cross-sections (extinction, absorption and scattering). Interest-
ingly, the sole knowledge of α enables the determination of the
three cross-sections at once, from a single CGM image of the
nanoparticle, a task that normally requires three different setups.

Here are the expressions to be used:

sext =
k0
n

Im(α), (20)

ssca =
k4

0
6π
|α|2, (21)

sabs = sext − sabs. (22)

The expression giving the extinction cross section sext is exact no
matter the size and shape of the nano-object. However, the two
following equations are only valid for dipolar nanoparticles, typ-
ically not exceeding 100 nm, although no detailed investigation
of the limitation of these expressions has been reported.

At the microscope focus, the OPD image of a metal nanopar-
ticle undergoes an inversion of the contrast (Fig. 8a,b). This
feature led Wenger and Bon to the idea of an autofocus system
based on the use of metal nanoparticles imaged using CGM [77].
This contrast inversion enables the tracking of the focus of a
microscope with a precision of 2.7 nm in the axial direction. The
authors patented the method in 2014 [92].

In the same spirit, in 2018, Bon managed to conduct CGM
measurements on single fluorescent emitters over a dark back-
ground, which is not the standard configuration in CGM [80, 93].
One cannot speak about distortion of wavefront here. The au-
thors of the study rather measure the curvature of the emitted
fluorescence light beams, which exhibits an inversion when
passing the focus (Fig. 8n,o). Quantifying this curvature enables
the accurate determination of the z-position of an emitter. This
principle was combined with localization microscopy on actin
filaments networks in 3 dimensions. Note that in this article, the
QLSI grating was special, in the sense that it only consisted of a
0− π checkerboard pattern without opaque lines.

Let us mention that off-axis DHM was also used recently
to characterize single nanoparticles,[94–96] with very similar
sensitivity and spatial resolution as CGM.

Characterization of metasurfaces. Metasurfaces are non-
uniform, dense arrays of nanostructures that are aiming at play-
ing with the shape of an optical wavefront [97]. For instance,
one can design ultra-flat lenses (called metalenses) using this
approach. Of course, the efficiency of metasurfaces strongly de-
pends on the nanofabrication process and some deviation from
the initial design can be observed, leading to aberrations of the
metasurface. Using wavefront imaging seems thus a natural
approach to characterize metasurfaces.

In 2019, Berto et al. pioneered the use of CGM as a tool
to characterize the wavefront distortion of metalenses, in the
context of the active control of the focal length of metalenses by
resistive heating of a fluid at the microscale [41]. In 2020, Khadir
et al. reported the use of CGM to finely characterize the optical
properties of metasurfaces and their imperfections, in particular
in terms of moments of Zernike polynomials (Figure 8k,l,m) [42].
In 2021, the group of Genevet used CGM as a characterization
tool of metasurfaces in the context of encryption applications
(Fig. 8i,j) [79].

Tackling the field of nanophotonics using wavefront mi-
croscopy requires the use of a technique that exhibits both high-
resolution and high-sensitivity, because the objects of interest
can be very small or very thin, leading to tenuous wavefront
distortion. It may explain why no other QPM technique has
been used in nanophotonics before. With these four applications
(temperature, 2D-materials, nanoparticles, metasurfaces), CGM
represents a tool of predilection for metrology in nanophotonics.
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C. Applications in surface topography
All the applications listed above are usually conducted on glass
coverslips. The roughness of a glass coverslip reported in Ref.
[39] is 0.7 nm. Such a roughness is measurable using CGM,
which corresponds to an OPD standard deviation of 0.37 and
0.13 nm in air and water respectively. This roughness usually
appears as a limitation to observe tenuous objects, but local
defects of the planar interface of the substrate can also be the
feature of interest for some applications. For instance, in a series
of three articles [98–101], the group of Gallais used CGM to
characterize microscale damage made by high-energy, focused
laser pulses on the surface of optical components. Of particular
interest of this series of articles is the use of CGM in a pump-
probe, stroboscopic approach to perform time-resolved OPD
imaging at the picosecond time scale [99]. The same group also
drilled microcraters on glass samples, filled with a liquid of
interest, as a means to measure the temperature-dependence of
the refractive index of the liquid [102].

5. CGM COMPARED WITH QPM TECHNIQUES

In this part, we compare CGM with QPM techniques, namely
DHM, DPM and SLIM, which are among the most popular
QPMs, and for which there exists data to be compared with. The
experimental setups related to these three QPMs are represented
in Fig. 9, where the CGM setup is also recalled.

A. CGM versus DHM
A CGM setup (Fig. 9a) consists of a standard microscope associ-
ated with a camera, in which a cross-grating has been added at
around 1 mm from the camera sensor [12, 26, 27]. The technique
is thus particularly simple to implement. Neither the illumina-
tion nor the detection parts of a microscope need to be modified.
CGM can be improvised on any scientific microscope, provided
it is endowed with a Köhler illumination. In particular, CGM
can be easily implemented on a fluorescence microscope.

In DHM (Fig. 10b), a laser illumination needs to be imple-
mented and the laser beam needs to be split before the sample
and recombined in front of the camera using beam splitters
(Fig. 9b) [103, 104]. DHM requires thus the use of a dedicated
microscope.

In 2018, Bélanger et al. compared three QPM techniques:
transport of intensity equation (TIE), CGM and DHM (Fig. 10c-
h) on optical waveguides [105], a study closely followed by
another one from Allier et al. also comparing CGM and DHM
[106], but on biological samples. As a general conclusion of these
articles, CGM and DHM approaches demonstrated similar per-
formances. The main difference is that phase images obtained
with DHM display an inherent higher noise level (Fig. 10g), in
contrast to CGM images that are naturally smoother (Fig. 10d)
because based on incoherent illumination while DHM uses a
laser illumination. However, after treatment of the DHM images,
both techniques yielded similar image quality (Fig. 10e,h). DHM
even featured a slightly better spatial resolution compared with
CGM. However, the authors used a Sid4Bio camera (Phasics S.
A.), which implies a camera pixel size of p = 7.4 µm and a grat-
ing pitch of Γ = 59.2 µm (i.e. a zeta-factor ζ = Γ/2p = 4). More
recent CGM cameras with ζ = 3 and a Γ = 39 µm yield higher
spatial resolution (Fig. 7k) [29]. In theory, because CGM and
DHM image processing methods are both based on a filtering
of spatial frequencies in the Fourier space, they both reduce the
image definition in the exact same way. It does not mean that
the spatial resolution gets affected. If the magnification of the

microscope is such that the image of oversampled, the final OPD
or phase images of CGM and DHM can reach the diffraction
limit.

Also, CGM is achromatic and can be used with broadband
illumination and with monochromators, which makes it easy to
scan the wavelength and investigate the optical properties of the
sample as a function of the wavelength, which is not the case of
DHM.[78]

DHM requires the use of a laser illumination, which is likely
to produce fringes or speckle on the images (Fig. 10h). On
the contrary, CGM can use an incoherent illumination, so that
fringes or speckle are never observed. However, the coherent
nature of the illumination of DHM, along with the associated
zero-NA illumination enables numerical refocusing over large
distances using DHM.[2, 76]

In DHM, the use of a reference arm makes the system very
sensitive to external perturbations, like air flow, thermal drift
or mechanical vibration. This drawback usually creates non-
uniform background on the phase images that need to be cor-
rected. This issue is cancelled by common-path techniques, such
as CGM, DPM or SLIM.

Like any wavefront imaging technique, which primarily mea-
sures a wavefront gradient, CGM is not sensitive to overall
variations of the phase of the imaged beam, called a piston. It
may be a limitation for some applications, but in general, when
imaging microscale scale objects contained within the field of
view of a microscope, like cells, the piston is not a quantity of
interest.

On the other hand, DHM is capable of measuring phase pis-
ton variations over time. DHM also offers the possibility to
play with the reference beam independently, for instance by im-
plementing acousto-optic modulators and achieve heterodyne
imaging to boost the signal.[107] DHM is also able to recon-
struct phase vortices, which was not possible using CGM until
recently.[108]

As mentioned earlier, DHM was also used in nanophotonics,
recently, to characterize single nanoparticles,[94–96] with very
similar sensitivity and spatial resolution as CGM.

B. CGM versus DPM and SLIM
Introduced in 2006 by Park et al.[5, 6], DPM looks similar to
CGM in the sense it involves a grating (Fig. 9c). However, there
are substantial differences. First, it involves a 1D grating, not
2D. Then, in DPM, the grating is conjugated with the camera
(not displaced by a millimetric distance), and there is a relay-
lens that makes accessible the Fourier plane where a mask is
placed to select and make interfere the 0 order and a 1st order.
The particularity of the 0 order is that it is spatially filtered: the
hole of the mask is small enough, typically from 10 µm[6] to 150
µm,[109] to fully smooth the corresponding image in the sensor
plane. This way, DPM is an off-axis technique, just like DHM,
where the reference beam is the zero order. DPM is thus a phase
microscopy technique, not a wavefront microscopy technique,
although it looks similar to CGM. The benefit of DPM compared
with DHM is that DPM is a common-path technique, just like
CGM, which makes it less sensitive to external perturbations.
The typical noise of DPM images is around 3 nm,[6] 10 times
more than CGM (0.3 nm).

Introduced in 2010, SLIM is a QPM that updates a Zernike
phase contrast microscope to make it quantitative (Fig. 9d).[7,
110] The basic principle is based on the use of a spatial light
modulator (SLM) conjugated with the back focal plane of the
objective, that imprints phase rings profiles. By acquiring a series
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.

of 4 images corresponding to 4 different phase shifts (0, π/2, π,
3π/2), a quantitative phase image of the sample can be obtained.
SLIM was shown to feature a noise amplitude of 0.3 nm on the
OPD,[7] similar as CGM.[29].[7] The use of an SLM in SLIM
not only makes the system significantly more complex but also
polarization dependent. This makes the method incompatible
with birefringence measurements and SLIM measurements may
be subject to polarization artifacts.

No comparative studies exist between CGM and SLIM or
DPM. However, comparison can be made by bringing together
images from different articles featuring the same kind of samples.
In this spirit, Fig. 11 collects QPM images of neurons that have
been acquired using these three techniques, namely CGM, DPM
and SLIM, and using similar color-scales. Neurons are composed
of a cell body, called the soma, surrounded by neurites, much
thinner, that eventually turn into axons or dendrites.

Images of CGM and DPM shown respectively in Figs. 11a
and 11b look very similar, at least qualitatively. Since these

measurements are made on different neurons, the comparison
should remain qualitative. In particular, they are characterized
by a bumpy soma. However, Fig. 11c that shows a DPM image
from another article does not feature such a bumpy soma. Most
of the inner part of the neuron has even a similar OPD value
as the surroundings, as if the soma did not contain biological
material (dry mass).

The same observation can be made regarding the OPD image
of a neuron acquired using SLIM (Fig. 11d). Here again, the
soma looks quite empty. Even the neurite in the bottom-right
quadrant looks optically thicker than the soma. One can also see
a dark area surrounding the soma. These unexpected features
observed in Figs. 11c,d typically arise when a high pass filter
is applied to the image. For instance, in Ref. [39], Bon et al.
applied a high-pass filter on CGM images as a means to better
highlight the interior of living cells, and the rendering was very
similar to the ones observed in Figs. 11c,d. However, when such
a high-pass filter is applied, one naturally loses the quantitative
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nature of the measurements (OPD in nm).

No high-pass filter was applied to these images, though. Pos-
sible reasons of this mismatch can be proposed. In DPM, the size
of the hole filtering the zero order is an important parameter. If
it is too small, the contrast on the camera is poor. But if it is too

large, the reference image (zero order) is no longer perfectly flat
and can contain some low spatial frequencies. And these low
spatial frequencies are subtracted to the image, which is equiva-
lent to a high-pass filtering process. Various sizes of the filtering
hole may explain why some DPM images looks consistent (Fig.
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11b) and some others not (Fig. 11c).
Regarding SLIM, the underlying theory is based on the idea

that any bright field image can be understood as the interference
between the illuminating field U0 and the field U1 scattered by
the imaged object. The phase profile of the light beam impinging
on the camera sensor can be retrieved by applying various phase
shifts between U0 and U1 using a spatial light modulator (SLM).
However, the SLIM theory assumes that the scattered field U1
deviates from the propagation direction of U0, to entirely cross
the phase ring. This is not always the case. For instance, when
uniform areas occupy the field of view (like a uniform slab[78]),
U0 and U1 propagate along the same path, so that the SLM
cannot apply a phase shift to one field and not to the other.
Besides, phase contrast only highlights boundaries of objects,
not flat areas, as shown by measurements on graphene.[112]
It may explain why flat areas, such as the center of the soma,
display anomalous phase values close to zero using SLIM, while
highly scattering areas, such as the neurites or cell edges, exhibit
a strong contrast (Fig. 11d).

6. OUTLOOK

Used for long by a reduced number of educated research groups,
CGM is experiencing today a large-scale dissemination in the
scientific community. This Review on CGM intends to favor
this dissemination by providing a comprehensive picture of the
theory, the working principle, the state of the art, the community
and the main driving forces and applications.

Compared with phase imaging techniques, CGM gathers
important advantages: (i) It is simple (a grating in front of
the camera of a regular microscope), (ii) it is potentially cost-
effective due to the low number of passive optical elements
to add to a standard microscope (grating and relay lens), (iii)
it is high-resolution (compared with other wavefront imaging
technique) and can reach the diffraction limit, (iv) it is sensitive
(0.3 nm/√Hz), (v) it is fast, reaching the acquisition rate of the
camera used, (vi) it is weakly sensitive to external perturba-
tions, being a common-path technique, (vii) it is achromatic (it
does not require the knowledge of the wavelength) and can be
used with an incoherent illumination, getting rid of fringes and
speckle. (vii) The image processing algorithm is available and
particularly simple, around 30 lines of code.[26, 113]

CGM, however, suffers from some limitations or difficulties:
(i) CGM does not provide absolute phase values compared with
a reference, because it measures wavefront gradients that are
subsequently integrated to yield a wavefront image up to a con-
stant integration value. (ii) The demodulation algorithm of CGM
reduces the image definition by a factor of 3 or 4 (in each direc-
tion), which can reduce the spatial resolution. This limitation
can be lifted by increasing the magnification of the microscope
(at the expense of the size of the field of view) or by using cam-
era with more pixels and smaller pixel size (at the expense of
the image processing time). (iii) The grating-camera distance
must be precisely known, which can be difficult to measure
experimentally, especially when using a relay-lens, but which
can be retrieved using calibrated samples of known OPD (like
micro-grooves characterized by atomic force microscopy). (iv)
QLSI gratings are not commercially available on-the-shelf yet,
to our knowledge. The fabrication of a home-made CGM/QLSI
system demands access to microfabrication facilities.

In the near future, one can expect CGM to spread in the mi-
croscopy community, first because the patent related to QLSI
expired in 2020, and then because the community starts consid-

ering wavefront microscopy as an equally relevant technique
compared with QPM,[2] which was not the case even until a
few years ago. In biology, CGM should gain popularity for at
least two applications: First, it can be used to easily measure dry
masses of micro-organisms in a particularly simple way: CGM
can be easily implemented, because it amounts to plugging a
camera on an pre-existing microscope, a strong advantage com-
pared with DHM for instance. [114, 115] Second, CGM could
challenge the use of Zernike phase-contrast microscopy, a very
popular microscopy technique that almost any bio-laboratory
owns, but that normally consists of a separated and dedicated
microscope. CGM can play the same role as phase contrast mi-
croscopy by providing highly contrasted images, but also with a
strong benefit: it can be implemented on a fluorescence micro-
scopes directly (confocal, spinning disc), enabling the characteri-
zation of the morphology of cells with high contrast on the exact
same location as the cells imaged by fluorescence microscopy.

In Nanophotonics as well, e.g., for applications in plasmon-
ics or metasurface science, CGM proved recently to be an ideal
metrology tool, which could favor the dissemination of CGM
due to the large size of this research community, and the need for
metrology tools considering the large variety of new exotic mate-
rials being developed for the fabrication of nano- and microscale
systems.

In addition to biology and nanophotonics, we envision CGM
to enrich other domains of research based on optical microscopy,
e.g., for the dynamical study of microscale chemistry and fluid
dynamics: growth of micro-crystals, mapping of fluids mixture
of various refractive indices, mapping of microscale concen-
tration fields, or tracking of nano/microbeads as tracers in 3
dimensions.
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