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Abstract. We investigate the possibility that the recently proposed OpenAI’s 
ChatGPT conversational agent could be examined with classical theory-of-mind para-
digms. We used an indirect speech understanding task, the hinting task, a new text ver-
sion of a False Belief/False Photographs paradigm, and the Strange Stories paradigm. 
The hinting task is usually used to assess individuals with autism or schizophrenia by 
requesting them to infer hidden intentions from short conversations involving two char-
acters. In a first experiment, ChatGPT 3.5 exhibits quite limited performances on the 
Hinting task when either original scoring or revised rating scales are used. We intro-
duced slightly modified versions of the hinting task in which either cues about the pres-
ence of a communicative intention were added or a specific question about the charac-
ter’s intentions were asked. Only the latter demonstrated enhanced performances. No 
dissociation between the conditions was found. The Strange Stories were associated 
with correct performances but we could not be sure that the algorithm had no prior 
knowledge of the test. In the second experiment, the most recent version of ChatGPT 
(4-0314) exhibited better performances in the Hinting task, although they did not match 
the average scores of healthy subjects. In addition, the model could solve first and sec-
ond order False Beliefs tests but failed on items with reference to a physical property 
like object visibility or more complex inferences. This work offers an illustration of the 
possible application of psychological constructs and paradigms to a conversational 
agent of a radically new nature. 
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1 Introduction 

Having a theory of mind is conceived as the capacity of an individual to impute 
mental states to himself or to others (either to conspecifics or to other species as well), 
such as intentions, beliefs, or knowledge (Premack and Woodruff 1978). In the present 
work, we address the possibility of applying these concepts and some available para-
digms to new artificial intelligence (AI) technologies, a conversational agent based on 
a Large Language Model (LLM), and highlight their potential contributions in the ad-
dressed areas. Historically, the concept was coined to investigate animals like chim-
panzees (Premack and Woodruff 1978), and was successful to study early child devel-
opment (Baillargeon, Scott, and He 2010) and pathological conditions like autism 
(Baron-Cohen, Leslie, and Frith 1985). To determine whether an individual without 
language or with non-proficient communication skills has a theory-of-mind (ToM), the 
preferred approach is to observe his/her behavior when he/she interacts with others (an-
imals or humans) in experimental conditions that require the use of these skills. How-
ever, the existence of articulate language and the ability to conduct conversations and 
process complex requests makes it seemingly easy to detect theory of mind abilities in 
the individual. Firstly, the use of mental state terms or concepts (i.e., “I believe”, “she 
thinks”, “he wants”, “they seek to” etc.) can be considered as a proof of the conceptual 
capacity to attribute volitional or epistemic mental states to another one. Secondly, lan-
guage is part of a pragmatic context of communication. It has long been conceptualized 
that our ability to communicate is largely based on the building of a shared knowledge 
with the interlocutor and that deciphering indirect or metaphorical language requires 
the understanding of the communicative intention of interlocutors (Sperber and Wilson 
1986). Authors have proposed to test the theory of mind through the comprehension of 
indirect language in the sense that pragmatics could be understood as a sub-module of 
ToM, however the intricacy of the two constructs does not mean that they should be 
confused theoretically and empirically (see discussion in Bosco, Tirassa, and Gabbatore 
2018). 

 
Cognitive neuropsychologists theorized that patients with schizophrenia suffer from 

communication and/or social cognition disorders that could be reflected by deficits in 
the comprehension of indirect speech (Frith 1992; Hardy-Baylé, Sarfati, and Passerieux 
2003). Experimental paradigms have been proposed to measure the deficit of patients 
and to measure their pragmatic skills (Bazin et al. 2005; Langdon et al. 2002; Mazza et 
al. 2008). Here, we consider the Hinting Task introduced by Corcoran et al (1995). This 
task was designed to test the ability of subjects to infer the real intentions behind indi-
rect speech utterances. The task consists of ten short stories presenting an interaction 
between two characters in which one character drops a very obvious hint. Allowing to 
detect deficits in schizophrenia, the task was selected by the SCOPE initiative to create 
a social cognition assessment battery (Pinkham, Harvey, and Penn 2018). More recently 
norms in healthy subjects and schizophrenic patients were published with both the orig-
inal scoring system and a new one proposed to improve psychometric properties by 
lowering ceiling effects (Klein et al. 2020). In the following study, we will consider 
both criteria to score a subject’s performance. 
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Before the creation of the hinting task, the attribution of epistemic mental states, 

namely beliefs and knowledge, could be tested through the so-called False Belief para-
digm also referred to as the Unexpected Transfer paradigm (Baron-Cohen, Leslie, and 
Frith 1985; Wimmer 1983). In its classical version, two dolls, Ann and Sally, are in-
volved in a short sequence in which one of them moves an object after the other doll 
has left the scene. The task is to figure out that the second doll will look for the object 
in the place she left it and not where it actually is. This task was regularly posed as a 
gold standard to attest the presence or deficiency of a first-order theory of mind (i.e., 
inferences about another's mental state) and different versions have been proposed in 
order to distinguish a capacity for mentalization from a simple memorization of the 
world’s state at a specific moment of the sequence. However, as Perner and Wimmer 
discussed, understanding the behavior of others is not based solely on inferring their 
representations in terms of their true or erroneous beliefs about the world: it is also 
necessary to take into account what others think about the thoughts of others, the so-
called second-order beliefs (1985). The paradigm of false beliefs of the second order is 
an interesting complexification in developmental psychology because it is supposed to 
be acquired later, around 5-6 years, in children than the ability to understand the first 
order, which would be evident between the ages of 3 and 5 (Miller 2009).  

 
Last, we focused in this work on Happé’s Strange Stories task which is another par-

adigm allowing to test mental and physical inference skills from short texts. This task 
was initially developed for studying pragmatics and ToM in children with autism 
(Happé 1994) and was revised with a control condition not involving mental state at-
tribution (White et al. 2009). It consists of unambiguous situations in which untrue ut-
terances are made by a character for different reasons (i.e., lie, sarcasm, double-bluff, 
etc.) depending on the context, the emotional content, or the relationship between the 
characters. The rationale for this task was to provide diverse real-life situations com-
pared to the first- or second-order false-belief tasks, for which autistic patients could 
possibly present non-ToM strategies to pass the test. Interestingly, such a paradigm 
highlighted reduced performances of autistic children in the mentalizing conditions 
(White et al. 2009). Note also that unlike the hinting task, this task does not target a 
stereotyped conversation situation in pragmatical terms. 

 
In the field of artificial intelligence, the development of conversational agents has 

recently made striking progress, allowing these models to produce responses that re-
semble human responses. These agents are disembodied and “purely linguistic” by na-
ture, and trained over extremely large text corpuses essentially from internet databases. 
If computer linguistic agents have increasingly sophisticated communication capaci-
ties, their internal architectures do not necessarily include models of mental states. This 
raises a fundamental doubt about the ability of these "stochastic parrots” according to 
the denomination of Bender et al. (2021), to take into account the communicative intent 
and share knowledge during a verbal exchange, because they have not been trained in 
such a situation: "Text generated by a LM [Language Model] is not grounded in com-
municative intent, any model of the world, or any model of the reader's state of mind. 
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It can't have been, because the training data never included sharing thoughts with a 
listener, nor does the machine have the ability to do that." 

      
In what follows, we investigate whether methods of assessments of pathological 

ToM in humans can be applied to a conversational agent. Usability of psychological 
constructs, like the Big Five Personality Model, with LLM was discussed by Pellert et 
al. who argued for adopting a new psychometric perspective (2022). We chose to focus 
on the recently proposed ChatGPT model1, which is the state of the art in this field. It 
is based on multiple steps fine-tuning of a transformer-based architecture with rein-
forcement learning for human feedback and the use of large-scale conversation datasets 
(see reviews of generative models in (see reviews of generative models in Gozalo-Bri-
zuela and Garrido-Merchan 2023). This model brought a lot of attention because it has 
extremely impressive skills to produce sound and well-formulated answers to a wide 
range of questions: its similarities with human experts has recently been investigated 
(Guo et al. 2023 p. 202). The use of deep learning techniques based on training over 
massive databases, makes it particularly complicated to answer the question of the ex-
istence, even implicit, of mental concepts represented within very complex, poorly in-
terpretable structures. It is interesting to note that the interpretability of deep-learning 
models, i.e., the way they can be understood by humans, is a complex question with 
legal, societal and ethical consequences (Carvalho, Pereira, and Cardoso 2019), and 
that it may be considered as sharing some logics with neuroscientists’ objectives of 
understanding brain computations and discovering neural codes.  

 
Recent studies reported experimental evidence of the manifestation of ToM skills in 

LLM. Through a conversation with the ChatGPT, Mortensen reported that the chatbot 
did not consider it had a ToM while it knew some about the concept (2023). Other 
authors assessed ChatGPT-3 with both a Chinese and an English version of Sally and 
Ann False Belief paradigm and introduced subtle variations in the phrasing of the test 
(Dou 2023). They reported quite dramatic differences in performances but acknowl-
edged that ChatGPT could score like a human subject at the test under certain condi-
tions. Yet, the reasons of these discrepancies remain unclear. Kosinski investigated suc-
cessive versions of this model (GPT-3 “davinci-001”, “davinci-002”, GPT-3.5 and 
GPT-4) with a False Belief test (2023). He reported a continuous improvement of the 
performances in the False Belief test that reached nearly a 95% success rate for GPT-
4, yielding similar results than a 7-year-old child. 

 
Building on Kosinski’s positive findings of GPT’s ToM skills, Ullman proposed to 

challenge GPT-3.5 with slightly modified versions of ToM tasks in order to find out 
subtle conditions that elicit failure (2023). The unfavorable conditions included state-
ments about visibility of the objects, uninformative labels placed on the objects, or in-
formation given by a trusted person, which can’t be taken into account properly by the 

 
1 OpenAI, ChatGPT: Optimizing language models for dialogue, 

https://openai.com/blog/ chatgpt/ (November 30, 2022). To access the web-based chat: 
https://chat.openai.com/chat 
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LLM. Errors in the slightly modified versions of TOM tasks highlighted negligence or 
incoherence in the hierarchization or the integration of information by GPT-3.5, leading 
the author to question the existence of a theory of mind in this model. Finally, another 
study based on the SOCIALIQA database and a progressive test procedure with an in-
creasing number of examples (k-shot probing), brought into light a limited capacity of 
GPT-3 to process mental states compared with factual questions (Sap et al. 2023). 

 
To further investigate ChatGPT’s skills, we conducted our study like a single clinical 

case study and tested with several evaluations of ToM abilities, i.e., the Hinting task, 
False Beliefs paradigm and the Strange Stories. Adult patients with clinical conditions 
like schizophrenia exhibit impaired performances in the hinting task, which impair their 
real-life functioning (Pinkham, Harvey, and Penn 2018), therefore we used their scores 
and that of healthy subjects, taken from the psychometric study of (Klein et al. 2020), 
to provide a clinically relevant range of values. This enabled us to place ChatGPT’s 
scores on a standardized scale. Following an exploratory approach, whenever it ap-
peared relevant, we slightly modified the tasks in order to investigate the AI’s skills by 
measuring performance improvement when specific cues were added. In these cases, 
we investigated changes in the wording of the questions to see the extent to which their 
focus on the characters' intentional states or expectations might have altered the accu-
racy of the responses. Two experiments were conducted and investigated two succes-
sive versions of ChatGPT (i.e., 3.5 and 4). 

2 Experiment #1 

2.1 Methods 

Hinting task. Free online OpenAI’s ChatGPT-3.5 (Dec 15th 2023 version) was inter-
rogated with a series of questions from the hinting task. For a subpart of the following 
procedure subsequent test sessions were conducted with the Jan 09th and 30th versions. 
In its original version, this task designed to assess patients with schizophrenia consists 
of ten situations described by three sentences involving two characters (Corcoran, Mer-
cer, and Frith 1995). In each situation, one protagonist says something that may be 
indirectly interpreted as a request toward the other character (see an example in Table 
1). Invariably, a question is asked “What does the character really mean when he says 
this?”, in order to test the chatbot or the human subject’s capability to infer a commu-
nicative intention. The expected answer is rewarded by two points (HINTING 1 scores). 
In the absence of a correct answer, a second version (HINTING 2) with an additional 
cue and a question focusing on the character’s request to his/her interlocutor is proposed 
(see Table 1). If respondents clarify the subjects’ intention (“George wants Angela to 
get him or offer to get him a drink.”), they score one-point. 

 
The text responses were rated independently by two of the authors (EBG and NV) 

according to specific and validated criteria (HINTING 1+2). Between each sentence 
the chatbot’s history was erased so that no context could interfere. Three scoring sys-
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tems were used in order to compare the model’s skills with those of healthy or individ-
uals with schizophrenia, and with the models’ itself. The first one is the original version 
described by Corcoran et al. (1995), the second one is a revised version from the 
SCOPE initiative by Klein et al. (Klein et al. 2020). The third scoring system 
(False/True) corresponds to the number of correct answers that are defined as the cor-
rect understanding of the intentional meaning of the sentence, allowing us to compare 
the scores with the two following conditions, for which no validated scoring system is 
available. 

 
To investigate ChatGPT’s errors when it deals with intentional situations, two other 

versions of the sentences were used. These modifications were made in an exploratory 
approach based on the observed errors in order to reveal the sensitivity of the model to 
the pragmatic aspects of the questions: 

1. Character’s Intention version (INJONCTION): the three sentences as described 
above (HINTING 1) are kept and the question from the second part of the task 
(HINTING 2) is added without the additional cue (see Table 1). This experimental 
condition thus clarifies the question by indicating that one character expects some-
thing from the other. However, no information is added to the context. Thus, perfor-
mances can be compared with that of HINTING 1. 

2. Communicative intention version (COMMUNICATIVE): In this version the ques-
tion of the original version (HINTING 1) was modified and indicated explicitly that 
a character likely had a “communicative intention” (see Table 1). This version al-
lowed us to test whether the chatbot could use this concept to urge an inference about 
the character’s intention. The fact that ChatGPT had some conceptual knowledge 
about “communicative intention” was tested with a direct interrogation (see Supple-
mentary Material 1.1). 

False beliefs task. The version proposed here of the False Belief task was designed 
specifically to test the capabilities of ChatGPT. The test was performed twice to check 
the answer’s coherence. It involves a description of a classic initial situation with two 
protagonists in a kitchen, Alan and Jenny, the latter placing her chocolate in the cup-
board. The object transfer sequence was made more complex than in the classical ver-
sions and was declined in several versions (two False Beliefs situations) in order to 
make sure that the model does not respond randomly based on the probability of the 
usual presence of chocolates in cupboards.  

 
The question is asked in two ways. Indeed, it appeared depending on the formulation, 

ChatGPT could answer very differently to the questions leading either to success or 
failure: 

• In the LOOK condition, the question is about where Jenny will look for the chocolate 
when she returns (see Table 1). 

• In the EXPECT condition, the question is about where Jenny expects to find her 
chocolate, introducing an interrogation about the mental state (see Table 1). 
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Strange stories mental and physical task. In this task, the ChatGPT is required to 
interpret short vignettes and is asked to explain why a character says something that is 
not literally true (White et al. 2009; Happé 1994). To succeed it has to attribute mental 
states such as desires, beliefs or intentions, and sometimes higher order mental states 
such as one character’s belief about what another character knows. Scoring system 
ranges from 0 to 2 points for each story depending on the quality of the interpretation. 
In addition, two conditions of equal difficulty are presented: MENTAL and 
PHYSICAL, the former focusing on pragmatics and mental state attributions and the 
second on physical states only (see Table 1).  

1.1 Results 

Please note that all the results of the evaluations of this article are available in the 
Supplementary Material. The data were reported as Google Sheets and processed with 
Jamovi (www.jamovi.org). 

Hinting task. ChatGPT 3.5 performs poorly at the first question of the task (HINTING 
1) with a number of correct answers between 1 and 4 on a total of 10 questions. How-
ever, this score is largely improved in the second part of the task when a cue and a 
question about the character’s demands is asked (HINTING 2). Indeed, more questions 
are answered correctly, raising the score to 8 or 9 on 10. Even if this improvement is 
significant, the use of validated rating systems by two raters shows that the overall per-
formances (HINTING 1+2) remain at 10 or 13/20 (Corcoran system) and 8 to 9/20 
(Klein system). Based on the work of (Klein et al. 2020), let’s remind that healthy sub-
jects (n=286) performed at 17.9/20 (SD=2) and 16/20 (SD=2.5), with both scoring sys-
tems respectively, and that the patients with chronic schizophrenia (n=375) scored 
15.7/20 (SD=3.4) and 13.7/20 (SD=3.4), at their first evaluation. In all cases, ChatGPT 
performed worse than human subjects with z-scores at -2.4 and -2.8 for Corcoran and 
Klein’s scores respectively (those values correspond to the best performance of 
ChatGPT measured in the present study compared with the normal distribution from 
the aforementioned article). 

 
Compared to the HINTING 2 condition, INJONCTION allowed ChatGPT to give 6 

or 8 correct answers out of 10, while COMMUNICATIVE only reached a score of 4/10. 
The scores obtained by ChatGPT given the conditions are reported in Table 2. 

 
In all cases and conditions, ChatGPT 3.5 was able to give a detailed answer from 

one to five sentences. In the majority of the cases, it provided several hypotheses, which 
often included the correct answer. In some cases, the model qualified its answers by 
expressing doubts (“It is difficult to say for certain”, “It is not clear from the information 
provided…”) or even incertitude (“It's not possible for me to accurately determine the 
true meaning behind Rebecca's statement.”). Answers and quotations are reported in 
Supplementary Tables. 
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False beliefs task. The conversational agent exhibits perfect performances at the False 
Beliefs task in the EXPECT condition (100% of good response, see Table 3). On the 
contrary the LOOK condition is failed at the exception of one item when the chocolate 
is returned to its initial place. We scored this answer as zero because the justification 
was wrong, leading to a total of 0% of good response. 

Strange stories mental and physical task. ChatGPT answered quite correctly to both 
MENTAL (13/16, 81% of good response) and PHYSICAL (12/16, 75% of good re-
sponse) conditions in the Strange Stories task (see Table 4) when the scoring system 
described in White et al. (2009) was used. 

2.2 Discussion 

The first observation of this experiment is the amazing quality of the answers given 
by ChatGPT-3.5. They are correctly organized, and present a dialectical effort to dis-
cuss several hypotheses. Of importance, characters’ names and roles are preserved in 
the answers. Our results concur with Guo et al.’s findings that this model provides “or-
ganized” with clear logic” answers which tend to be “long” and “detailed” (2023). 
However, such answers would not match the natural answers of human subjects unless 
they were urged to discuss all hypotheses and their probabilities. These rather long and 
hesitant answers could appear to a clinician as a way to avoid answering, an obsessive 
indecision or a smokescreen strategy. In some case the model moderates its own con-
clusions using formulations like “it is not clear that”. These utterances give the appear-
ance of the existence of some kind of metacognitive judgment. It also gives to the reader 
the impression that one preponderant answer strategy is based on a reformulation of the 
questions that does not require much inference skills. However, in many cases it ap-
pears that ChatGPT is able to conclude and even produces some intentional hypotheses 
as shown below. 

 
Second, the Hinting Task highlighted the poor intentional inferences of ChatGPT-

3.5 according to the criteria defined by Corcoran et al. (1995) or Klein et al. (2020). 
The scores obtained in both the initial and secondary questions do not compete with 
human performances even in psychopathological conditions. This result could totally 
exclude ChatGPT-3.5 from being considered as having intentional mental states infer-
ential skills. However, a more careful analysis of the responses shows that when the 
model receives additional cues and more focused questions about the intention of the 
characters, its responses are significantly improved. Eight to nine good responses out 
of 10 were given in the HINTING 2 condition, which is likely to indicate that ChatGPT-
3.5 has the ability to make intentional inferences, even if those scores are considered 
weak with the classical score formula. 

 
Additional experiments with the modified hinting task provide further insight into 

the factors that can help ChatGPT to respond correctly. First of all, adding 
(COMMUNICATIVE condition) a cue prior to the question and directing the model to 
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consider the most likely communicative intention does not seem to improve the re-
sponses (score from 2 to 4/10). 

 
A greater gain (scores of 6 or 8/10), although weaker than with the HINTING 2 

condition, is found when it is clearly specified that the task requires a statement about 
what the character wants the other character to do (INJONCTION). This result suggests 
that the injonction directs the answer to the mentalist concept and allows the inference 
of an intentional mental state. In this case, ChatGPT uses “X wants Y to”, “X asks Y 
to”, or “X would like Y to” to specify the intention. Thus, we find that some indications 
in addition to the question allow the language model to provide responses that encom-
pass the intentions normally presented in simple life situations. However, it has a heavy 
tendency to stay “strictly focused on the given question” as noted by Guo et al. (2023). 

 
Regarding the False Belief paradigm in Experiment #1, the results are also contrasted 

and depend directly on the questions asked. This is in line with Dou’s report of 
ChatGPT-3’s variable performances in a Ann and Sally False Belief test depending on 
complex combinations of phrasing and language (2023), and with the fact that alteration 
of ToM tasks can induce errors of ChatGPT-3.5 (Ullman 2023). We notice that 
ChatGPT has real capacities to exploit complex sequences of information indicating 
successive actions and even taking into account representations of a changing reality.  

 
We note in the case of False Beliefs an ability to take into account the knowledge of 

one of the characters to anticipate what she expects. Jenny will expect to find her choc-
olate in the cupboard, as that is where she put it before leaving the kitchen. Surprisingly, 
sometimes emotional elements are given to describe the possible reaction of the char-
acter to the location of the object.  

 
Example: ChatGPT-3.5: “She may be surprised or confused to find it in the 

fridge or on the table”. 
 
Let us note the failure of the model in the LOOK condition. In our case, this type of 

question seems to induce the necessity for the model to answer to the final position of 
the object and not to the position anticipated by Jenny. One explanation could be that 
ChatGPT is trying to answer the literal question: where will Jenny look for the object 
is a question corresponding to the final location of the object. But ChatGPT does not 
infer that this question is about Jenny's expectations (her mistaken beliefs) that will 
guide her search strategy. However, such interpretation is contradicted by Mortensen’s 
report of a correct answer in another version of Ann and Sally’s false belief paradigm, 
ending with a look question (“Where will Sally look for her marble?”) (2023). As indi-
cated above, our paradigm was, on purpose, made more complex, with several succes-
sive moves of the chocolate in order to dampen the success of a probability answer. It 
appears that subtle modifications of the formulation and the situation produce changes 
that are difficult to anticipate, sometimes allowing ChatGPT to either produce answers 
whose argumentation indicates that it has taken into account the mental state of the 
character or answers that are incompatible with a theory of mind. 
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Finally, the strange stories test also seems to bring positive results regarding the in-

ference capacities of the model. Such a level of performance is unexpected given the 
complexity of the stories (their length) compared to the simple situations used in the 
hinting task. It is possible, however, that these longer, more detailed contexts (often 
eight sentences) that are explicitly dealing with mental states such as the characters' 
beliefs, urges ChatGPT to use theory of mind concepts. However, as discussed in the 
limitations of the study, ChatGPT could have been exposed to the data on this task 
(logics, situations, etc.) during the learning procedure. It is therefore difficult for us to 
integrate the results of the Strange Stories task in our conclusions. This emphasizes the 
needs for the creation of large-scale test corpora and the design of theory of mind task 
generators to test models on unpublished sets of situations or stories. 

3 Experiment #2 

Taking into account the results from experiment #1 and some of the discrepancies in 
the ratings, the assessments were conducted again using the up-to-date GPT-4-0314 
model through its API. As shown with different paradigms by Ullman (2023) and Dou 
(2023) simple modifications of the false belief task could greatly alter GPT-3 perfor-
mance. To extend our investigations with GPT-4 and determine if the main conclusions 
are replicated, we wanted to see if the new version brought performance improvements 
to the Hinting Task and to the False Belief Task. We implemented supplementary first 
and second-order mental states conditions to the tasks to challenge the model with more 
complicated inferences. We added information about whether the character can or can-
not see the object or the action as proposed by Ullman (2023). Finally, we tested 
whether the implicit attribution of mental states like true or false beliefs could be used 
to feed deductive reasoning. 

3.1 Methods 

In Table 5 the different conditions are described. Code is provided in Supplementary 
Material 2. 

 
The HINTING 1+2 was scored with Klein’s method (Corcoran, Mercer, and Frith 

1995; Klein et al. 2020) by four independent raters among whom EBG and NV. Each 
input was tested three times to check the stochastic variability in the answers (Pellert et 
al. 2022).  

 
The False beliefs was also assessed in a revised version taking into account problems 

encountered in Experiment #1: for instance, the initial position where Jenny places the 
chocolate changed in order to check that other answers than “the cupboard” could be 
given. The false belief task was also revised in its phrasing to assess several possible 
situations concerning first and second order beliefs varying the number of characters. 
This allowed us to test the model’s flexibility when it infers characters’ expectations. 
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The use of second-order mental states ("X thinks that Y will look in Z") aims at increas-
ing the difficulty of the task according to theory of mind literature. Table 5 describes 
the conditions and provides examples. In the condition Visibility, we introduce the 
physical information about the fact that the object is left visible on the table, in order to 
prevent false belief to be used. In the Same vs. Different places conditions, two char-
acters’ beliefs attributions are required implicitly to infer if the character will look for 
the object at the same or a different place. 

3.2 Results 

Regarding the Hinting Task ratings, the percent overall agreement between raters 
was 84.44% and the fixed-marginal Fleiss’s kappa reached 0.69 (95% CI = [0.54, 0.85]) 
(4 raters, 3 levels, 30 cases) corresponding to a substantial agreement. Across the four 
raters and the three repetitions, the mean ratings of the Hinting Task using Klein’s sys-
tem was 13.4 (SD=1.3, range: [11 15]). These performances are equivalent to those 
found in adult patients with chronic schizophrenia (z-score=-0.08) but slightly inferior 
to the healthy controls group (z-score=-1.04) (Klein et al., 2020). Among 120 ratings, 
the 0, 1, and 2 values frequencies were respectively 2.5%, 60.8% and 36.7%. 

 
Interrater reliability of the False Beliefs ratings (45 items, 4 raters) reached the max-

imum agreement value of 100%. The conversational agent achieved a maximum per-
formance in 1st and 2nd order False Beliefs tests but failed at the 1st order Visibility and 
the 2nd order Different Place conditions (see Table 6). 

3.3 Discussion 

For the Hinting Task and the False Beliefs task, the more recent version of ChatGPT-
4 accessed through its API demonstrates a higher level of performance than in Experi-
ment #1. The text responses are also more concise, consisting of one or two sentences, 
and provide an acceptable answer to the question, allowing an easier evaluation of their 
correctness. 

 
The Hinting Task elicits clearer answers and is no longer based on contradictory 

arguments as reported above. When we compare the performance of ChatGPT-4 to the 
scores distribution of a control subjects group (Klein et al. 2020), we only observe a 
trend towards lower scores (-2.6 points, z-score=-1.04). Moreover, the model reaches 
average performances of patients with schizophrenia. Even if performances were im-
proved compared to Experiment #1, the error patterns, with a majority of items scoring 
1, could reveal that the additional cue and the request question are still helpful to suc-
ceed in the task. In the previous experiment, we argued that the indication to focus on 
the character’s demand could be an incentive to adopt an intentional reading. The re-
sults of the Experiment #2 are in line with this hypothesis. 
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The False Belief task brings a very high level of performance and contrary to exper-
iment #1, the use of the formulation "Where will [the character] look to find the choc-
olate?" does not seem to cause any difficulty. We also note that several changes of 
formulation, successive transfers of the object (up to three locations), the increase of 
the number of characters from two to three are not criteria that systematically penalize 
the model. Nevertheless, the robustness of the model with regards to these complexity 
parameters would benefit from being confirmed in other studies. 

 
However, as reported by Ullman, the model does not seem to be able to handle prac-

tical physical information such as the notion of visibility of objects (Ullman 2023). 
Indeed, the only condition of the first-order false beliefs leading to a failure consists in 
indicating that the supposedly hidden object is placed in evidence in the room, so that 
the character does not need to use his belief to guide the search. Providing this infor-
mation was intended to encourage the LLM to consider 1) the physical reality of the 
scene which requires practical knowledge of people's environment, 2) the consequences 
of this scenery on the character’s visual perception, and 3) the primacy of visual per-
ception in feeding the cognitive system and updating beliefs. It is possible that the learn-
ing corpus of this recent version of ChatGPT, that is entirely text-based and does not 
rely on physical immersion or bodily embodiment, did not allow it to be trained for one 
or more of these steps.  

 
The order of false belief attribution was similarly investigated with the introduction 

of a second order formulation such as "Where [first character] thinks that [second char-
acter] will look for the chocolate?" While this increment in the ToM orders corresponds 
to an increase in the complexity of the task, ChatGPT-4 still succeeds. Sap et al. re-
ported an slight decrease of performances of GPT-3-DAVINCI in a second order False 
Beliefs task by comparison with the first order one, at least when the number of exam-
ples in the k-shot language probing procedure varies from 2 to 8 (2023). The only fail-
ures are found when the implicit formulation of the Different place condition was used. 
Here again, this may indicate the sensibility of the model to unusual and complex story 
structures (Ullman 2023; Dou 2023). 

4 General discussion 

Detecting and evaluating manifestations of intentional reasoning and more generally 
of a theory of mind in an individual is a complex task that has given rise to numerous 
research and methodological proposals. In this paper, we investigate the ability of a 
recent and sophisticated model of conversational agent, OpenAI's two versions of 
ChatGPT (3.5 and 4), to use intentional reasoning to understand ambiguous language. 
To do so, we simply confronted the chatbot with items from well-known tasks that are 
standard in research on mentalization. If this simple implementation of a single case 
methodology cannot by itself solve the question of the presence of a form of theory of 
mind in natural language processing models, the analysis of the results reveals some 
intriguing and important methodological questions for the future. It should also be 
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noted that our approach was deliberately observational, as in clinical investigations of 
single cases. Indeed, we do not use, in our analysis, any knowledge of the information 
processing mechanisms or computations used by ChatGPT to generate responses. We 
considered ChatGPT like a human subject. We used simple scoring grids already de-
fined in clinical research to observe the quality of the responses. 

 
As shown by the results, the 3.5 version of ChatGPT does not exhibit spontaneous 

and reliable use of theory of mind inference to find the most likely interpretation of 
hints in simple conversations. However, in certain conditions, when the question fo-
cused on people's intentions, the conversational model produced correct interpretations 
with explicit and even well-argued references to mental states and improves its scores. 
Arguably, some capabilities to “infer” first-order mental states existed but were not to 
be favored by the model. In addition, some False Belief attribution and complex dy-
namic representation of the world existed. 

 
An interesting result of the second experiment with ChatGPT-4-0314 is the im-

proved performance and the better quality of the answers. Thus, for both the Hinting 
task and the false beliefs, the number of correct answers is increased. In particular, the 
model can handle complex False Belief tasks including a formulation where a second 
order mental state is questioned. Moreover, its ability to take into account indirect 
speech, without reaching that of an average-performing adult, reveals a capacity to infer 
the underlying intentions as soon as the questions are clarified. When the questions do 
not focus on the character’s requests toward another character, the answers do not focus 
regularly to the hidden intention. The analysis of the errors shows the sensitivity of the 
model to the test conditions as it is unable to process additional information of a prac-
tical nature (the visibility of an object for example), or complex formulations (false 
beliefs). 

5 Limitations 

The present study is obviously insufficient to clarify the question of the existence of 
a theory of mind in a numeric human-like model. The small number of items makes it 
difficult to draw a conclusion without being able to produce a statistical inference by 
repeating test trials. A longer procedure would be needed to test the model studied on 
multiple occasions. We note, however, that the small number of trials corresponds to 
the usual conditions for the use of tests in clinical practice. It is interesting that the 
sophistication of ChatGPT allowed us to consider it as a usual human subject. 

 
Let’s also note that successive versions of ChatGPT produce changes in measured 

performances as reported by Kosinski (2023). Based on that, we conducted the assess-
ment on two successive versions (ChatGPT-3.5 December 2022 and January 2023), and 
we found only slight differences that may be partly related to some stochastic parts in 
the model. An additional experiment with a newer version ChatGPT-4 in April 2023 
brought strong evidence of improved skills. Taken together, the results demonstrate a 
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difficulty posed by these evolving models in providing comparable data and replication 
of experiments. It is thus crucial that LLM developers make available a versioning of 
their models. 

 
Finally, we are not aware of the possible contamination of answers by the succession 

of questions we asked. Eliminating the question history does not guarantee a perfect 
reset of the response system (at least if we consider ChatGPT as a human being). More-
over, ChatGPT's large learning base could include the data and knowledge gathered 
about the tasks we used, due to the overwhelming literature concerning these para-
digms. A direct questioning of ChatGPT about the hinting task does not seem to reveal 
any particular knowledge of the task or its authors while it acknowledges that it could 
be useful (see Supplementary material 1.2). Concerning the False Belief tests, Kosinski 
acknowledges that they could have been seen by the model during the training phase 
(2023), and thus designs a novel test paradigm. In the present study, we also designed 
from scratch the tests we used. The drawback of this procedure is that our False Beliefs 
tests lack validation and prior psychometric knowledge. On the contrary, the Happé’s 
Strange Stories task is clearly referred to by ChatGPT as a well-known paradigm used 
to study social cognition deficits in autism (see Supplementary material 1.3). When 
investigating ChatGPT’s knowledge on these tasks, it provides intriguing answers: 

 
Question: Can you give an example of the Strange Stories task used to 

study autism? 
ChatGPT: Sure! Here's an example of a Strange Stories task scenario: "John 

is looking for his keys. He thinks they are in the kitchen, but they are not there. 
He goes to the living room and finds them on the sofa." After presenting this 
scenario to the participant, the researcher might ask questions like: 

Where does John think his keys are? 
Where do the keys actually end up being? 
Where does John find his keys? 

The answers to these questions can provide insight into the participant's 
ability to understand John's mental states and beliefs, which is an important 
aspect of theory of mind and social cognition. This information can then be 
used to better understand an individual's strengths and weaknesses in these 
areas, and potentially inform intervention plans for individuals with autism. 

 
While not being able to source in the literature the example given by ChatGPT and 

ensure its accuracy, it is not possible to exclude a deeper knowledge of this test by the 
model who may have been challenged with it during its training. For the experimenter, 
if we consider the design of tasks that can be used by both humans and machines, it will 
be necessary to guarantee their confidentiality, particularly since the AIs may be trained 
on any available data, even articles in scientific literature describing these same tasks. 
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6 Conclusion 

This study challenged a recently designed conversational agent, ChatGPT, with the 
hinting task, a classical intention reading task used to assess social cognitive skills in 
schizophrenia, and with a new False Beliefs test and the Strange Stories task. Adopting 
a radical, blind to technological considerations about the models’ design, cognitive psy-
cho-pathological and clinical perspective, we used this task as in a single case study 
and proposed revised versions in order to characterize the AI performances. The main 
finding is that some paradigms classically designed for human study are applicable in 
conditions quite close to their use in clinical or research settings. The psychological 
constructs that are attached to them (theory of mind, attribution of beliefs or intentions, 
communicative intention, etc.) seem to be implementable in research even though the 
conversational agent being studied is of a radically new nature. However, the results 
concur with Mortensen’s note that “In a way interaction with ChatGPT is unlike any 
other interaction we know as humans” (2023). These new cognitive agents of an artifi-
cial nature are likely to challenge the double-dissociations of performance found in hu-
mans that underlie neuropsychological constructs as we know them, which could lead 
to profound revisions of conceptual frameworks in neuroscience. 
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Table 1. List of experimental conditions used in Experiment #1. 

Experi-
ment 

Task Conditions names Nu
mber of 

items 

Rating sys-
tem 

Associated 
construct 

Rationale 

#1 Hinting HINTING1 and 
HINTING2 

10 + 
10 

(Klein et al. 
2020) + 
(Corcoran, 

Mercer, and 
Frith 1995) + 

False/true 

Attribution 
of intentions to 
others, infer-
ring indirect 

speech mean-
ing 

 

Two step validated task testing 
pragmatic language understanding in 
situations where a character produces 
indirect speech. In reference to ToM 
skills, the task requires the attribution 
of hidden and of communicative in-

tentions. 
Ex. HINTING1: George arrives in Angela's office after a long and hot journey down the motorway. Angela immediately begins to talk about some 

business ideas. George interrupts Angela saying: "My, my! It was a long, hot journey down that motorway!" What does George really mean when he 
says this? 

Ex. HINTING2: George arrives in Angela's office after a long and hot journey down the motorway. Angela immediately begins to talk about some 
business ideas. George interrupts Angela saying: "My, my! It was a long, hot journey down that motorway!" George goes on to say: "I'm parched!" What 
does George want Angela to do? 

#1 Hinting INJONCTION 10 False/true idem The same as HINTING2 but with-
out the additional cue. This allows to 
test the specific effect of the question 
focusing on the character’s demands. 

Ex. George arrives in Angela's office after a long and hot journey down the motorway. Angela immediately begins to talk about some business ideas. 
George interrupts Angela saying: "My, my! It was a long, hot journey down that motorway!" What does George want Angela to do? 

#1 Hinting COMMUNICATI
VE 

10 False/true idem The same as HINTING1 but with 
a focus on the concept of “communi-

cative intention”. 
Ex. George arrives in Angela's office after a long and hot journey down the motorway. Angela immediately begins to talk about some business ideas. 

George interrupts Angela saying: "My, my! It was a long, hot journey down that motorway!" Considering George's most likely communicative intention, 
what does he really mean when he says this? 

#1 False Be-
liefs 

LOOK 2 False/true First order 
false belief at-

tribution 

This test follows the unexpected 
object transfer paradigm allowing to 

test the capability to infer a first-order 
false belief. The question focuses on 

the character’s search strategy. 
Ex. Alan and Jenny are in the kitchen. Jenny puts her chocolate inside the cupboard. Then, she leaves the kitchen. Alan moves the chocolate to the 

table, and then he moves it to the fridge, and moves it again to the table. Later, Jenny comes back to the kitchen to eat her chocolate. Where will Jenny 
look to find it? 

#1 False Be-
liefs 

EXPECT 2 False/true First order 
false belief at-

tribution 

Same as in LOOK, but with the fo-
cus on the subject’s expectations (i.e., 

her mental state). 
Ex. Alan and Jenny are in the kitchen. Jenny puts her chocolate inside the cupboard. Then, she leaves the kitchen. Alan moves the chocolate to the 

table, and then he moves it to the fridge, and moves it again to the table. Later, Jenny comes back to the kitchen to eat her chocolate. Where will Jenny 
expect to find it? 

#1 Strange 
stories 

MENTAL 16 False/true Complex 
social situa-
tions under-

standing 

The task depicts various situations 
requiring the understanding of involv-

ing understanding of double bluff, 
white lie, 

persuasion, and misunderstanding, 
etc.   

Ex. Simon is a big liar. Simon’s brother Jim knows this, he knows that Simon never tells the truth! Now yesterday Simon stole Jim’s ping-pong paddle, 
and Jim knows Simon has hidden it somewhere, though he can’t find it. He’s very cross. So he finds Simon and he says, “Where is my ping-pong paddle? 
You must have hidden it either in the cupboard or under your bed, because I’ve looked everywhere else. Where is it, in the cupboard or under your bed”? 
Simon tells him the paddle is under his bed. Why will Jim look in the cupboard for the paddle? 

#1 Strange 
stories 

PHYSICAL 16 False/true Complex 
situation un-
derstanding 

This task is the control task corre-
sponding to MENTAL, not requiring 

mental state attribution. 
Ex. Two enemy powers have been at war for a very long time. Each army has won several battles, but now the outcome could go either way. The 

forces are equally matched. However, the Blue army is stronger than the Yellow army in foot soldiers and artillery. But the Yellow army is stronger than 
the Blue Army in air power. On the day of the final battle, which will decide the outcome of the war, there is heavy fog over the mountains where the 
fighting is about to occur. Low-lying clouds hang above the soldiers. By the end of the day the Blue army has won. Why did the Blue army win? 
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Table 2. Raw scores (scored as true or false) at the hinting task. Answers were obtained and 
scored at four different epochs. Maximum score is 10. 

Conditions ChatGPT 
version 

dec 15 jan 09 jan 09 jan 30 ChatGPT’
s maximum 

score 

HINTING 
1 

dec 15 2 4 2 1 4 

HINTING 
2 

dec 15 8 8 9 8 9 

INJONCTI
ON 

dec 15 6 7 6 8 8 

COMMUN
ICATIVE 

dec 15 4 2 4 4 4 
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Table 3. ChatGPT scores at the False Belief tasks and the False Photographs task. Note that the 
tests were performed twice and resulted in the same ratings. Maximum value is 2. 

Conditions jan 09 jan 09 

False Beliefs (LOOK) “Where will 
Jenny look to find it ?” 

0 
 

0 

False Beliefs (EXPECT) “Where 
will Jenny expect to find it ?”  

2 
 

2 
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Table 4. ChatGPT scores at both sets of stories from the Strange Stories task. Each condition 
consists of eight stories, scoring a maximum of two points. Maximum score is 16. 

Conditions ChatGPT ver-
sion 

Sco
res 

Mental stories (MENTAL) jan 30 13 

Physical stories 
(PHYSICAL) 

jan 30 12 
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Table 5. List of experimental conditions used in Experiment #2. 

Experi-
ment 

Task Conditions names Nu
mber of 

items 

Rating sys-
tem 

Associated 
construct 

Rationale 

#2 Hinting HINTING1 and 
HINTING2 

10 + 
10 

(Klein et al. 
2020) 

See table 
#XYZ 

See Table 1. 

#2 False Be-
liefs 1st order 

Move vs. No move 2 + 
2 

False/True First order 
ToM 

As in the LOOK condition of ex-
periment #1. 

Ex. Move: Alan and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan takes the 
chocolate and hides it inside the fridge. Later, Jenny comes back to the kitchen. Where will Jenny look to find the chocolate? 

Ex. No move: Alan and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan takes the 
chocolate and hides it inside the cupboard. Later, Jenny comes back to the kitchen. Where will Jenny look to find the chocolate? 

#2 False Be-
liefs 1st order 

Visibility 1 False/True First order 
ToM + prag-
matic reason-

ing 

As in (Ullman 2023), an additional 
information about the object’s visibil-
ity should prevent the character from 

using his erroneous belief about its lo-
cation.   

Ex. Alan and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan takes the chocolate 
and puts it on the table which is the first place one can see when entering the room. Later, Jenny comes back to the kitchen. Where will Jenny look to find 
the chocolate? 

#2 False Be-
liefs 1st order 

Trio 2 False/True First order 
ToM 

The Move condition is made more 
complex adding a third character. 

Ex. Alan, John and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan takes the 
chocolate and hides it in the fridge. Then, he leaves the kitchen. Then, John takes the chocolate and hides it in the trashcan. Later, Jenny and Alan come 
back to the kitchen. Where will Jenny look to find the chocolate? 

#2 False Be-
liefs 1st order 

Trio Different 
place vs. Same place 

1 + 
1 

False/True First order 
ToM 

The 1st order prediction about both 
characters behavior is used implicitely 

as an input into a deductive mecha-
nism. 

Ex. Different place: Alan, John and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan 
takes the chocolate and hides it in the fridge. Then, he leaves the kitchen. Then, John takes the chocolate and hides it in the trashcan. Later, Jenny and 
Alan come back to the kitchen. Will Alan and Jenny look for the chocolate at the same place? 

#2 False Be-
liefs 2st order 

Trio 4 False/True Second or-
der ToM 

These conditions contrast the sec-
ond order beliefs of one character 

about the false beliefs of another char-
acter having participated in the suc-

cessive moves of the object. 
Ex. Alan, John and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan takes the 

chocolate and hides it in the fridge. Then, he leaves the kitchen. Then, John takes the chocolate and hides it in the trashcan. Later, Jenny and Alan come 
back to the kitchen. Where Alan thinks that Jenny will look for the chocolate? 

#2 False Be-
liefs 2st order 

Trio different 
place vs. Same place 

1 + 
1 

False/True Second or-
der ToM 

The 2st order prediction about two 
characters’ false beliefs is used im-
plicitely as an input into a deductive 

mechanism. 
Ex. Different place: Alan, John and Jenny are in the kitchen. Jenny hides her chocolate inside the cupboard. Then, she leaves the kitchen. Then, Alan 

takes the chocolate and hides it in the fridge. Then, he leaves the kitchen. Then, John takes the chocolate and hides it in the trashcan. Later, Jenny and 
Alan come back to the kitchen. Does John thinks that Alan and Jenny will look for the chocolate at the same place? 
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Table 6. ChatGPT-4-0314 assessment with the revised version of the False Beliefs test, allowing 
to test its performance on 1st and 2nd order false beliefs inferences. Mean scores of the four raters 
and three repetitions are provided.  

Order of mental state Condition Number of items Mean Scores 

1st Order 

Move vs. no move 6 6 

duo_visibility 3 0 

Trio 6 6 

Same vs. Different place 6 6 

2nd Order 

Trio 12 12 

Trio Different place 3 0 

Trio Same place 3 3 
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