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Abstract
This Technical Design Report documents the plans to upgrade the ATLAS Trig-
ger and Data Acquisition system for the High Luminosity LHC (HL-LHC). The
HL-LHC is expected to start operations in the middle of 2026, to ultimately reach
a peak instantaneous luminosity of L = 7.5× 1034 cm−2s−1, corresponding to
approximately 200 inelastic proton-proton collisions per bunch crossing, and
to deliver more than ten times the integrated luminosity of the LHC Runs 1-3
combined (up to 4000 fb−1).

Meeting these requirements poses significant challenges to the Trigger and to
the Data Acquisition system to fully exploit the physics potential of the HL-
LHC. A baseline architecture, based on a single-level hardware trigger with a
maximum rate of 1 MHz and 10 µs latency, is proposed and documented. With
the help of a hardware-based tracking sub-system as co-processor, software-
based reconstruction follows to achieve further rejection. Up to 10 kHz event
data are sent into storage.

The Report describes in detail the physics motivations, the requirements, the
fundamental parameters, the technical design implementation, and the expec-
ted performance of the proposed upgrade. The Report also documents the
organisation of the Upgrade Project, its management structure, planning and
scheduling with a review of the major milestones, and costing information.
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Executive Summary

This Technical Design Report documents the strategy and the design of the ATLAS Trigger
and Data Acquisition System (TDAQ) system for the High Luminosity upgrade of the Large
Hadron Collider (HL-LHC). The Phase-II upgrade of the TDAQ system will enable the
broad physics programme planned for the HL-LHC, including a detailed exploration of the
mechanism of electroweak symmetry breaking through the properties of the Higgs boson,
searches for new physics through the study of rare Standard Model processes, searches for
new heavy states, and measurements of the properties of any newly discovered particles.

The HL-LHC is expected to start operations in the middle of 2026, and to reach nominally
a peak instantaneous luminosity of L = 5× 1034 cm−2s−1, corresponding to approximately
140 inelastic proton-proton collisions per bunch crossing, which could be maintained for
the duration of the HL-LHC project. In this configuration, approximately 250 fb−1 will be
delivered per year, for a total of 3000 fb−1 by the end of Run 6, ten times the integrated lu-
minosity of the LHC Runs 1-3 combined. The design of the HL-LHC accommodates large
safety margins with respect to heat deposition and integrated radiation dose. The perform-
ance of the HL-LHC could be accordingly increased to its ultimate configuration, where the
instantaneous luminosity is levelled at L = 7.5× 1034 cm−2s−1 and the experiments need
to cope with pile-up of up to 200 inelastic collisions per bunch crossing. The ultimate per-
formance configuration, as defined in the HL-LHC Technical Design Report, would provide
more than 300-350 fb−1 per year and a total integrated luminosity up to 4000 fb−1. This is
the configuration for which the HL-LHC TDAQ upgrade is designed.

Meeting these requirements poses significant challenges to the ATLAS TDAQ system to
fully exploit the physics potential of the HL-LHC. The ATLAS collaboration described its
initial plans and goals for the corresponding Phase-II upgrade of the detector in the Letter
of Intent in 2012, and in the Scoping Document in 2015. Two “custom-hardware" trigger
levels were proposed in the Scoping Document that allowed for data streaming off-detector
either after an initial trigger decision, or in some cases, at the full 40 MHz bunch crossing
rate. Since then, the design of the upgraded architecture of the TDAQ system has developed
further, resulting in a baseline architecture with a single-level hardware trigger that features
a maximum rate of 1 MHz and 10 µs latency.

The hardware-based Level-0 Trigger system is composed of the Level-0 Calorimeter Trigger
(L0Calo), the Level-0 Muon Trigger (L0Muon), the Global Trigger and the Central Trigger
sub-systems. In the L0Calo sub-system, the Phase-I calorimeter feature extraction trigger
processors will be complemented by a new forward Feature EXtractor (fFEX) to reconstruct
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Executive Summary

forward jets and electrons, matching the pseudo-rapidity coverage of the new tracker sys-
tem. The new L0Muon sub-system will use upgraded Barrel and Endcap Sector Logic and
New Small Wheel (NSW) Trigger Processors, for the reconstruction of muon candidates in
the barrel Resistive Plate Chambers (RPCs), in the endcap Thin Gap Chambers (TGCs) and
NSW detectors, respectively. In addition, Monitored Drift Tube (MDT) information will be
used in new dedicated processors to improve robustness and efficiency of the Muon Trig-
ger, its pT resolution and selectivity. The Global Trigger will replace and extend the Run 2
and Phase-I Topological Processor, by accessing full-granularity calorimeter information to
refine the trigger objects calculated by L0Calo, perform offline-like algorithms, and calcu-
late event-level quantities before applying topological selections. The final trigger decision
is made by the Central Trigger Processor (CTP), which can apply flexible prescales and
vetoes to the trigger items. The CTP also drives the Trigger, Timing and Control system
network to start the readout process of the detectors.

The result of the Level-0 trigger decision is transmitted to all detectors and trigger pro-
cessors, upon which the resulting detector and trigger data, respectively, are transmitted to
the Data Acquisition system at 1 MHz through the Readout and the Dataflow sub-systems.
Both sub-systems are based on commodity PC servers and standard networking infrastruc-
ture. The Readout sub-system includes custom input/output cards to convert the detector
front-end protocol data into standard network packets.

The upgraded EF system provides high-level trigger functionality, and consists of a CPU-
based processing farm complemented by Hardware-based Tracking for the Trigger (HTT)
co-processors. The EF system refines the trigger objects in order to achieve a maximum
output event rate of 10 kHz. The HTT includes regional (rHTT) and full-scan (gHTT) track
reconstruction capabilities. The EF trigger decision enables the transfer of data correspond-
ing to selected events from the Data Acquisition System (DAQ) to permanent storage.

Each system and sub-system will be capable of evolving to a dual-level hardware trigger
architecture as a mitigation strategy in case pile-up conditions at the HL-LHC either chal-
lenge the readout capabilities of detectors to the limits of the bandwidth available, or in
case the rates of hadronic trigger signatures with the needed thresholds exceed our cur-
rent allocations. The evolved two-level architecture specifies a Level-0 trigger rate up to
2-4 MHz and 10 µs latency, followed by a Level-1 trigger rate of 600-800 kHz and latency up
to 35 µs. Hardware-based track reconstruction is implemented in the Level-1 trigger system
by reconfiguring part of the HTT. The reconstructed tracks are combined with calorimeter-
and muon-based trigger objects in the Global Trigger, after which the Central Trigger forms
the Level-1 decision.

A management plan is in place to deliver the baseline TDAQ upgraded system fully com-
missioned by the end of Long Shutdown 3.
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1 Introduction

This Technical Design Report describes the upgrade of the ATLAS Trigger and Data Ac-
quisition (TDAQ) system for operation at the High Luminosity LHC (HL-LHC). The over-
all goal of the TDAQ Phase-II Upgrade Project is to design, build, and install new trigger
and data acquisition hardware with its firmware and needed software during the third long
shutdown of the LHC in 2024. In this document, the scientific motivation and the technical
implementation of the upgrade are detailed.

The Phase-II upgrade of the ATLAS TDAQ system must satisfy the broad ATLAS physics
programme planned for the decade-long HL-LHC, while coping with ultimate HL-LHC
conditions: a peak instantaneous luminosity seven times above the original LHC design
with up to 200 inelastic proton-proton collisions per beam crossing. During this period,
ATLAS aims to collect a total dataset of 4000 fb−1, allowing for a detailed exploration of the
mechanism of electroweak symmetry breaking through the properties of the Higgs boson,
searches for new physics through the study of rare Standard Model processes, searches for
new heavy states, and measurements of the properties of any newly discovered particles.
Both the necessity of a highly efficient selection of events with Higgs bosons in decay modes
useful for e.g. self-coupling measurements and of events accessing new physics scenarios
in regions of parameter space yet unexplored, requires exceptional trigger and data acquis-
ition performance over the decade-long HL-LHC run.

This upgrade design takes advantage of and surpasses the Phase-I upgrade of the ATLAS
TDAQ system, which will be installed during the second long shutdown of the LHC start-
ing in 2019. The Phase-I TDAQ upgrade was designed to efficiently select and record events
of interest at instantaneous luminosities that are up to twice that of the nominal LHC design
luminosity with up to 80 proton-proton collisions per beam crossing, while maintaining
trigger thresholds close to those used in Run 1. The HL-LHC is expected to start operations
in the middle of 2026 and the performance increase to its ultimate configuration, where the
instantaneous luminosity is levelled at L = 7.5× 1034 cm−2s−1 and the experiments need
to cope with a pile-up up to 200 inelastic collisions per bunch crossing. The Phase-II TDAQ
upgrade is designed to cope with this LHC ultimate luminosity.

The upgraded trigger system will take advantage of increased granularity provided by the
calorimeters, will improve efficiency for muon-based triggers and perform hardware-based
tracking profiting from the extended coverage of the planned Inner Tracker (ITk) [1.1]. A
factor of 10 higher trigger rates than the ones expected in Run 3 are needed to retain the
events to perform the physics programme in Run 4. The upgrade of the TDAQ system will
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Figure 1.1: Baseline upgrade programme of the LHC accelerator complex over the next two decades.
The plan shows the scheduled long shutdowns for the machine and experiment upgrades, and the
projected luminosities delivered by the LHC in a three-year run period following each long shut-
down [1.2].

provide the required bandwidth and processing capacity to efficiently select events at high
luminosity.

1.1 LHC Roadmap

The LHC and HL-LHC project schedule is shown in Fig. 1.1. After the consolidation of
the machine elements during the Long Shutdown 1, the LHC operated at a centre-of-mass
energy of

√
s = 13 TeV during Run 2, and delivered in the second half of 2017 an instantan-

eous luminosity in excess of L = 2.0× 1034 cm−2s−1, and an average of up to 〈µ〉 ' 60 min-
imum bias collisions per bunch crossing. By the end of Run 2 the LHC is expected to have
delivered a total of about 150 fb−1 to each of the experiments. During the Long Shutdown 2,
scheduled for 2019-2020, the luminosity production will be consolidated and the upgraded
(Phase-I) experiments will be able to record up to approximately 300 fb−1 during Run 3
(2021-2023). The HL-LHC project [1.2] is planned to begin collisions in the second half of
2026 and will allow ATLAS [1.1][1.3][1.4] to collect an integrated luminosity of 3000 fb−1

after ten years of operation. The HL-LHC upgrades of both the machine and the experi-
ments will occur in the Long Shutdown 3 between 2024-2026, allowing full exploitation of
the LHC physics programme.

The high luminosity configuration of the LHC will target an integrated luminosity a factor
of 10 higher than that expected to be delivered by the end of Run 3. Figure 1.2a shows
the possible evolution of the luminosity during the HL-LHC era. In Run 4 the luminosity
will progressively increase potentially attaining a levelled instantaneous peak luminosity

6



Table 1.1: Comparison of the nominal LHC parameters with those of three possible HL-LHC
schemes. The levelled luminosity is assumed for µ ' 140. The levelling time assumes no emit-
tance growth.

Parameter
Nominal LHC Nominal HL-LHC 25ns

[Design Report] [standard] [BCMS] [8b4e]
Beam energy in collision [ TeV] 7 7 7 7
Number of protons per bunch
[×1011]

1.15 2.2 2.2 2.3

nb 2808 2748 2604 1968
Number of collisions in IP1 and IP5 2808 2736 2592 1960
Beam current [A] 0.58 1.09 1.03 0.82
crossing angle [µrad] 285 590 590 554
beam separation [σ] 9.4 12.5 12.5 12.5
β∗ [m] 0.55 0.15 0.15 0.15
εn [µm] 3.75 2.50 2.50 2.2
εL [eVs] 2.5 2.5 2.5 2.5
Levelled luminosity
[×1034cm−2s−1]

- 5.32 5.02 5.03

Events / crossing 27 140 140 140
Levelling time [hours] - 8.3 7.6 9.5

of L = 5× 1034 cm−2s−1 (〈µ〉 ' 140 1), which would be maintained for the duration of the
HL-LHC lifetime. In this configuration, approximately 250 fb−1 will be delivered to each
experiment per year, for a total of 3000 fb−1 by the end of Run 5. The configuration assumes
160 days of physics operations of the LHC complex per year and a physics efficiency of
50%.

The main parameters of the HL-LHC have been re-optimised in 2016 [1.2]. Table 1.1 com-
pares the nominal parameters of the LHC with three possible HL-LHC configuration -
schemes, in operation in times in 2017:

• the standard 25 ns configuration,
• the “Batch Compression Merging and Splitting (BCMS)" scheme: a different config-

uration with reduced transverse emittance which may be utilised if operations with
high beam intensities result in unforeseen emittance blow up, and
• the “8b4e" configuration consisting of 8 colliding bunches followed by 4 empty (colli-

sionless) bunches which may be implemented to mitigate the impact of electron-cloud
effects.

1 The average number of interactions per bunch crossing values are calculated using the formula 〈µ〉 = L ×
σinel/nb × frev, where the total inelastic proton–proton cross section is assumed to be σinel = 85 mb at

√
s =

14 TeV, the LHC revolution frequency is frev = 11.245 kHz, and nb is the number of colliding bunches at the
ATLAS interaction point.
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(a) Nominal HL-LHC configuration.

(b) Ultimate HL-LHC configuration.

Figure 1.2: Planned instantaneous (•) and integrated ( ) luminosity profiles for two HL-LHC
configurations [1.2].
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Table 1.2: Comparison between the planned HL-LHC nominal and ultimate luminosity parameters.

Linst
∫
L per year

Configuration
[1034cm−2s−1]

〈µ〉
[fb−1]

Baseline 5 140 250
Ultimate 7.5 200 >300

If the performance of the HL-LHC can be pushed further and the experiments are able
to cope with pile-up up to 〈µ〉 ' 200 2, the ultimate HL-LHC scenario shown in Fig. 1.2b
could be realised. Table 1.2 presents a comparison between the two configurations. After
the Long Shutdown 4 (2030) the instantaneous levelled luminosity could reach L = 7.5×
1034 cm−2s−1, resulting to more than 300 fb−1 per year and up to 4000 fb−1 at the end of the
HL-LHC lifetime.

1.2 Physics Drivers for the HL-LHC Upgrades

The Phase-II TDAQ upgrade must support the broad ATLAS physics programme for the
HL-LHC; this programme has been presented and discussed in detail in several documents,
here listed in chronological order: (i) the Phase-II Upgrade Letter of Intent [1.4], dating
from 2012, (ii) the two reports submitted to the European Committee for Future Accelerat-
ors (ECFA) [1.5][1.6], published in 2013 and 2014 respectively, and (iii) the Scoping Docu-
ment [1.1] released in late 2015. Table 1.3 presents the wide spectrum of physics goals and a
representation of analyses that will be carried out by ATLAS to exploit the full potential of
the HL-LHC. Also given are the corresponding trigger signatures. These goals include un-
veiling the paradigm of electroweak symmetry breaking through precision measurements
of the properties of the Higgs boson, improved measurements of all relevant Standard
Model parameters including the study of rare Standard Model processes, searches for Bey-
ond the Standard Model (BSM) signatures and flavour physics. The trigger has to address
also specific challenges of the heavy-ion physics programme. This Technical Design Report
(TDR) documents a subset of analyses in Chapter 2, and Table 1.3 includes references to the
relevant sections in Chapter 2 for those selected analyses, focusing on the enhancements of
the physics object measurements enabled by the upgrades. Unless otherwise specified, the
trigger performance studies and the benchmark physics analyses have been carried through
assuming the pile-up conditions for the ultimate HL-LHC configuration, 〈µ〉 ' 200.

2 A benchmark scenario with a 〈µ〉 of approximately 200 is obtained by assuming nb = 2808 and a peak
instantaneous luminosity of L = 7.5× 1034 cm−2s−1. For more details, see the HL-LHC Technical Design
Report [1.2].
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1.2
Physics

D
rivers

for
the

H
L-LH

C
U

pgrades
Table 1.3: Outline of the main physics drivers relevant for the TDAQ system at the HL-LHC, including examples of final state processes
and their corresponding trigger signatures. Only a limited sub-set of those processes are documented in this TDR, reported in the sections
referenced in the last column. The abbreviation “diff" stands for differential.

Physics Drivers @ HL-LHC Processes Trigger Signatures TDR Sect.

Precision
measurements of
the properties of
the Higgs Boson

Couplings to fermions H → ττ, H → µµ, ttH, H → bb single/di-e or µ / di-τ 2.2, 2.4
Couplings to W/Z, diff. cross-sections H → γγ, H → W+W− →

`+ν`−ν, H → ZZ(∗) →
`+`−`+`−

e/µ, di-γ 2.3

Self-coupling HH → bbττ / bbγγ / 4b di-τ/γ, multi-jets 2.5
Scalar Higgs boson vs. BSM composite H → ``′, ZH → ``+ (inv) e/µ

Precision
Standard Model
Measurements

Forward/backward asymmetry Z → e+e−, µ+µ− single e/µ
Vector-boson scattering WWjj, WZjj single e/µ
Precision top mass and cross-sections tt production e/µ, large R-jets/multi-jets 2.1

Searches for BSM
Signatures

Searches for new vector bosons Vector Boson Fusion (VBF) Z′ →
``

high-pT single e/µ

Searches for electroweak SUSY χ+
1 χ0

2 →WHχ0
1χ0

1 Emiss
T , single/di-e, µ, τ 2.2, 2.6

SUSY top partners t̃1 → tχ0
1 large R-jets/multi-jets+Emiss

T
Dark matter ISR+χ0

1χ0
1 jets+Emiss

T
New resonances, SUSY Z′, χ0

1 → jjj jets, large R-jets, e/µ, γ,
Emiss

T

2.3, 2.5

Long-lived particles g̃→ qq̄χ̃0
1, χ̃±1 → π±χ̃0

1 high impact parameter,
Emiss

T

Flavour Physics
Lepton Flavour Violation τ → µµµ low pT di-µ
Searches for FCNC in top decays t→ u/c + H/Z single e/µ
Rare B-meson decays B→ µµ, Bs → J/Ψ + Φ low pT di-µ 2.10

Heavy-Ion
Physics

Light-by-light scattering γγ→ γγ low pT di-photons
Electroweak production W/Z/t single e/µ
In-medium parton energy loss (jets in
PbPb)

mono-jets jet, minbias

Quarkonia production J/Ψ, Υ low-mass di-e/µ 2.11
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Table 1.4: ATLAS HL-LHC Upgrade plans and reference to the detector system TDRs.

Detector System Upgrade scope CDS Reference

ITk Pixel Detector
Sensors, modules, mechanics,

CERN-LHCC-2017-021
FE electronics

ITk Strip Detector
Sensors, modules, mechanics,

CERN-LHCC-2017-005
FE electronics

LAr Calorimeter FE and BE electronics CERN-LHCC-2017-018
Tile Calorimeter Mechanics, FE and BE electronics CERN-LHCC-2017-019

Muon Spectrometer

{ FE electronics
CERN-LHCC-2017-017Inner Barrel MDT chambers

Inner Barrel RPC stations
TDAQ On-detector readout and trigger CERN-LHCC-2017-020

electronics (this document)

1.3 ATLAS Upgrade Strategies for the HL-LHC

The overall upgrade strategy of the ATLAS collaboration for the HL-LHC upgrades is de-
scribed in detail in the Phase-II Letter of Intent [1.4] and, more recently, in the Scoping
Document [1.1].

In most cases, the design and techniques proposed for the Phase-II upgrades represent an
evolution from the new designs and technologies already introduced during the Long Shut-
down 1 consolidation programme, and from the Phase-I upgrades now being prepared for
installation during Long Shutdown 2. This evolutionary approach leads to a relatively solid
understanding of the technical challenges, as well as the uncertainties on the costs and the
required resources, even at the present early stage of the Phase-II upgrade activities.

A synoptic view of the upgrade plans, with the references to the TDRs of each system, is
presented in Table 1.4. An internal ATLAS document [1.7] defines the trigger and readout
requirements on the interfaces to the front-end electronics systems of each detector in Table
1.4.

Inner Tracker

New silicon strip and pixel detectors will be installed during Long Shutdown 3 with a geo-
metrical acceptance up to |η| = 4.0. The final layout of the detectors has evolved with
respect to the layout presented in [1.1]. For example, five pixel layers and four strip layers
are planned for the ITk barrel. The full details of the ITk design are described in the ITk
strip [1.8] and pixel [1.9] TDRs.
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1.3 ATLAS Upgrade Strategies for the HL-LHC

Calorimeters

The readout electronics of both the LAr and Tile calorimeters need to be upgraded because
of radiation tolerance limits, and because the on-detector front-end electronics cannot op-
erate with the trigger rates and latencies required for the Phase-II luminosities. The current
FCal calorimeter will remain in Phase-II (contrary to the strategy presented in [1.1]). ATLAS
has evaluated that the risks of replacing the forward LAr calorimeter outweighed the pos-
sible performance and physics benefits.

Muon Spectrometer

The scope of the Muon Spectrometer upgrade focuses primarily on the improvement of the
performance of the muon trigger chambers. The Level-0 trigger electronics of the RPC and
TGC chambers will be upgraded. New RPC detectors will be added in the barrel (|η| < 1)
to significantly increase the solid angle coverage and the redundancy of the Level-0 trig-
ger system. The replacement of the MDT front-end readout will address the trigger rate
and latency requirements of the TDAQ system in Phase-II and allow the use of MDT hit
information to improve the muon pT resolution in the Level-0 trigger.

Other detectors

One new detector currently expressing interest as an upgrade for Phase-II but not having
reached the maturity of providing a TDR is the High-Granularity Timing Detector (HGTD),
a detector intended to distinguish between collisions occurring very close in space but
well-separated in time. The current proposed detector design is based on low-gain ava-
lanche detector technology that will cover the pseudorapidity region between 2.4 and 4.0,
with a timing resolution of 30 ps for minimum-ionising particles. High-precision timing
will improve the track-to-vertex association in the forward region, impacting jet and lepton
reconstruction, as well as offering unique capabilities for online and offline luminosity de-
termination. Should this detector be approved, it may impose requirements on the TDAQ
system as described in Section 4.1.4.

Trigger and Data Acquisition System

Since the ATLAS Phase-II Upgrade Scoping Document3 [1.1], the design of the architec-
ture of the TDAQ system has developed, resulting in a single-level hardware trigger in the
baseline design. This decision was reached through several approval steps:

3 The TDAQ scenario in the scoping document described two “custom-hardware" trigger levels that allowed
for data streaming off-detector either after an initial trigger decision, or in some cases, at the full 40 MHz
bunch crossing rate.
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• The TDAQ system prepared an IDR document that was reviewed in April 2016; the
resulting report was approved by the ATLAS Executive Board in June 2016.
• A sub-committee of the ATLAS Upgrade Steering Committee was appointed by the

ATLAS Upgrade Coordinator to address ATLAS-wide aspects of the trigger rates and
assess the capabilities and limitations of the detector systems’ readout architectures.
This sub-committee’s final report was discussed and approved by the ATLAS Up-
grade Steering Committee in November 2016, recommending a single-hardware-level
trigger architecture capable of evolving into a two-level (Level-0 and Level-1) hard-
ware trigger system based on the use of tracking reconstruction in the Level-1 trigger.
• The ATLAS Executive Board approved the TDAQ Phase-II Upgrade Project in Decem-

ber 2016; this was endorsed by the ATLAS Collaboration Board in February 2017.

The resulting baseline architecture design is based on a single Level-0 hardware trigger with
a detector readout rate of 1 MHz and a maximum latency of 10 µs. The Level-0 trigger de-
cision is formed using calorimeter and muon information. The Phase-I calorimeter trigger
processors will be maintained during the HL-LHC operations, and their firmware optim-
ised for the pile-up conditions and the extra latency budget available. The processors will
be complemented by additional processors that will implement more sophisticated, offline-
like algorithms to provide additional background rejection. The EF system will further
select events based on a commodity processor farm and a custom HTT to reduce the over-
all CPU requirements. The system is designed to accommodate an output rate of 10 kHz to
permanent storage, averaged over a fill.

Each system and sub-system is designed to be capable of evolving to a dual-level hardware-
based trigger architecture as a mitigation strategy in case pile-up conditions at the HL-LHC
either challenge the readout capabilities of certain detectors (for example of the innermost
layers of the ITk) to the limits of the bandwidth available, or in case the rates of hadronic
trigger signatures surpass the current predictions. This two-level hardware trigger design
specifies a Level-0 trigger rate up to 4 (2) MHz and 10 µs latency, followed by a Level-1
trigger rate of 600 (800) kHz and latency up to 35 µs. In this design, hardware-based track
reconstruction is implemented in the Level-1 trigger system by reconfiguring part of the
HTT; these reconstructed tracks are combined with calorimeter- and muon-based trigger
objects to form the Level-1 decision.

1.4 Baseline Architecture and Structure of the Upgrade Project

A high-level functional description of the architecture is presented in Fig. 1.3. The three
main systems are the Level-0 Trigger System, the Data Acquisition (DAQ) System, and the
Event Filter System4.

4 They are at the second level of the PBS in the project organisation.
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1.4 Baseline Architecture and Structure of the Upgrade Project

Figure 1.3: Design of the TDAQ Phase-II upgrade architecture, highlighting the organisation of the
Upgrade Project in three main systems: Level-0 Trigger, DAQ (Readout and Dataflow subsystems),
and Event Filter. Direct connections between each Level-0 trigger component and the Readout sys-
tem are suppressed for simplicity.
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Level-0 Trigger System

The hardware-based Level-0 Trigger system is composed of the Level-0 Calorimeter Trigger
(L0Calo), the Level-0 Muon Trigger (L0Muon), the Global Trigger and the Central Trigger
sub-systems. The L0Calo sub-system is composed of the Phase-I electron Feature EXtractor
(eFEX), jet Feature EXtractor (jFEX), and global Feature EXtractor (gFEX) complemented
by a new fFEX component to reconstruct forward jets and electrons. The L0Muon sub-
system comprises the Barrel and Endcap Sector Logic processors (for muon candidates
from the barrel RPC and TGC, respectively), the NSW Trigger Processor, and the MDT
Trigger Processor. The MUCTPI component interfaces the L0Muon sub-system with the
CTP. The Global Trigger uses full-granularity calorimeter information to perform offline-
like algorithms, refines the trigger objects calculated by L0Calo and L0Muon, calculates
event-level quantities, and executes topological algorithms. The CTP forms triggers based
on combinations of inputs or conditions received from the Global Trigger and other sources;
it applies pre-scale factors and introduces deadtime when necessary to avoid saturation in
the front-end and readout systems; and it ultimately makes the final decision on whether
the event is accepted, driving the Trigger, Timing, and Control system (TTC) network to
start the readout process of the detectors.

Data Acquisition (DAQ)

The result of the Level-0 trigger decision is transmitted to all detectors, upon which the
resulting trigger data and detector data are transmitted at 1 MHz through the Readout
subsystem (Readout) sub-system, which contains the Front-End LInk eXchange (FELIX)
and Data Handler components, and the Dataflow subsystem (Dataflow) sub-system, which
contains the Event Builder, Storage Handler, and Event Aggregator components. Together
these compose the DAQ system. They are based on commodity Personal Computer (PC)
servers and standard networking infrastructure. The Readout system includes custom in-
put/output cards to convert the detector front-end protocol data into standard network
packets.

Event Filter (EF)

The EF system consists of a CPU-based processing farm and a HTT co-processor. The main
function of the EF system is to refine the trigger objects in order to get down to the final
output rate. The HTT includes regional (rHTT) and global (gHTT) track reconstruction
capabilities. Events will be rejected as early as possible during their processing. The EF
trigger decision is communicated to the Dataflow system, which transfers accepted events
to permanent storage.
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1.5 Outline of this Report

The planned physical locations of the Phase-II TDAQ Upgrade components are described in
Section 16.1.1. The baseline choice is to install all of the Level-0 Trigger modular electronics,
the DAQ Readout components (FELIX and the Data Handlers) and the HTT electronics in
the main underground electronics cavern, USA15. The Dataflow and EF servers will be
installed in the surface-level counting room, SDX1.

1.5 Outline of this Report

This document is organised into three main parts: a general overview, detailed technical
descriptions of the sub-systems, and the project management and organisation.

Part I of this document contains this introduction, a description of the physics motiva-
tion for the upgrade (Chapter 2), the limitations of the Run 3 TDAQ system (Chapter 3)
and the subsequent requirements for the Run 4 TDAQ system (Chapter 4), followed by a
description of the proposed TDAQ system (Chapter 5). Chapter 6 contains the expected
performance of the Phase-II TDAQ System.

Part II of this document contains detailed descriptions of each of the components of the
proposed system, including hardware specifications and requirements for each component
(Chapters 7-13), as well as a discussion of the plan for a potential evolution of the system
(Section 14), should it be necessary. A system-by-system guide to this document is presen-
ted in Table 1.5, along with a list of each system’s components and the relevant section of
the document that contains their detailed technical descriptions.

Originally the Detector Control System (DCS) was a fully integrated component of the
TDAQ system and reporting to the TDAQ Management. After installation and commis-
sioning completed in 2008, ATLAS decided to support DCS operations through Technical
Coordination, with the scientific and technical personnel affiliated to the Technical Coordin-
ation Project Office. Tight integration between TDAQ and DCS groups will be required for
the Phase-II upgrades, as DCS functions will be carried through the Readout sub-system
in a few of the upgrade projects, namely ITk-strips and NSW. Outlines of the general DCS
plans and of the TDAQ interfaces are presented in Chapter 15 of this report. Nevertheless,
it should be highlighted that DCS is not part of the TDAQ Phase-II Upgrade Project scope,
and, consequently, no aspect related to its Project Management will be addressed in this
TDR.

The strategy for system integration, installation, and commissioning is described in Chapter
16. And finally, Part III of this document focuses on the upgrade project management as-
pects, covering:

• the organisation of the project and initial project management (Chapter 17);
• the product breakdown structure, CORE costs (presented for the baseline TDAQ ar-

chitecture), and spending profile (Chapter 18);
• the work breakdown structure, planning, and scheduling (Chapter 19);
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Table 1.5: Organisation of the ATLAS TDAQ system, mapped to the detailed technical descriptions
in Part-II of this TDR.

System Sub-system Component Technical Description

Level-0 Trigger

L0Calo

eFEX

Chapter 7
jFEX
gFEX
fFEX

L0Muon

Barrel Sector Logic

Chapter 8
Endcap Sector Logic

NSW Trigger Processor
MDT Trigger Processor

MUCTPI – Section 10.3
Global Trigger – Chapter 9

CTP – Section 10.1
TTC – Section 10.2

DAQ

Readout
FELIX

Section 11.4
Data Handlers

Dataflow
Event Builder

Section 11.5Storage Handler
Event Aggregator

EF
Processor Farm Chapter 12

HTT
rHTT

Chapter 13
gHTT

• the required human and financial resources (Chapter 20); and
• the risk analysis and mitigation strategies (Chapter 21).

The glossary in Appendix IV defines many of the common acronyms and terms used in this
document.
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2 Physics Motivation

The Phase-II TDAQ upgrade is designed to enable the HL-LHC programme which includes
a large and rich programme of studies that explores a wide range of topics including rare
and precision Higgs boson and Standard Model searches and measurements, searches bey-
ond the Standard Model including SUSY, heavy-flavour physics, and heavy-ion physics.

This chapter describes a subset of the physics measurements that represent the breadth
of the planned HL-LHC physics programme. The representative measurements used to
motivate the trigger requirements are selected to be both challenges to the trigger system
and central to the scientific goals. Beyond these specific examples, it is important that the
system be flexible and the requirements sufficiently general to support new experimental
analysis techniques and theoretical ideas in addition to the baseline programme.

The physics requirements for the trigger are a set of pT thresholds requirements for the rel-
evant objects (e, µ, τ, jet, ...) and combinations thereof (invariant masses, etc.). Ideal triggers
select the same events as the offline object-level reconstruction with good efficiency above
the threshold. The effective offline threshold is considered to be the offline reconstructed pT
where the trigger has reached approximately 90-95% of the plateau efficiency (maximum
efficiency for all pT); the exact definition relevant for each trigger varies. In general, system-
atic uncertainty-limited analyses (e.g., precision studies) do not use data where the trigger
is lower than 90-95% of the plateau efficiency because of the additional systematic uncer-
tainty incurred.

For each physics signature described in this chapter, a comparison is made between the
thresholds that would be possible in Run 4 conditions with and without the Phase-II up-
grade. The no-upgrade scenario, assumes a∼100 kHz Level-0 output rate, the Phase-I hard-
ware selections unchanged, and rate allocations comparable to those planned for Phase-I
(which has 100 kHz output rate for the first level). For the no-upgrade scenario, the triggers
are assumed to be completely limited by the hardware trigger and no additional Event Fil-
ter limits are added. Of particular importance for the system design are the single lepton,
di-hadronic τ, multi-jet, and missing transverse energy triggers.

The TDAQ upgrade takes advantage of the upgrades of the other ATLAS detector systems
to efficiently select physics within or beyond the Standard Model. This is achieved through
a cost-effective high-bandwidth readout and the ability to run sophisticated algorithms
to distinguish signal from background. The performance of the upgraded system comes
from a combination of the high-bandwidth DAQ, which accepts 1 MHz from the Level-0
hardware trigger, and improved object identification delivered at Level-0 by the upgraded
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2.1 Physics Signatures with Single-Electron and Single-Muon Triggers

calorimeter, muon, and global trigger systems. In order to support the high rate Level-0,
the software-based Event Filter uses hardware-based regional and global tracking systems,
rHTT and gHTT respectively, for track finding and fitting. Regional tracking is used to do
early rejection to reduce the rate below 400 kHz. High-precision global tracking is used in
the final selection to reduce the rate to 10 kHz.

The interplay between the Phase-II TDAQ system design (described in detail in Section 5)
and representative physics goals, mapped through the corresponding triggers, is summar-
ised in Fig. 2.1. For example, the Global Trigger enables a low-pT electron trigger at Level-0.
Regional-tracking is then used to reduce the high rate early in the Event Filter processing.
The L0Muon system provides good efficiency at a moderate rate supporting a low threshold
single muon trigger. A final example is that the Global Trigger enables low thresholds for
multi-jet and Emiss

T triggers at Level-0, after which regional tracking and then full-detector
tracking are used to reduce the background acceptance rate while preserving the physics
acceptance.

The kind of studies used to motivate the trigger thresholds can be classified into three cat-
egories: 1) the dependence of the sensitivity on the pT threshold for an analysis based on
simulated data including background modeling and systematic uncertainty estimates, 2)
the dependence of signal acceptance on the trigger threshold, and 3) the impact of the trig-
ger on a Run 2 result. The first category provides the most direct information, however
analysis techniques may improve over the long period before the end of the HL-LHC data-
taking. The second category shows the potential gain from the improved trigger accept-
ance, but does not investigate how much of this gain can be exploited in the full, optimised
analysis. The third category is instructive, but does not fully take into account the increased
challenges associated with higher instantaneous luminosities or the potential analysis op-
timisations that can be made with the benefit of two orders of magnitude more data.

The expected performance of the various trigger objects after the Phase-II upgrade is de-
scribed in Chapter 6, including how trigger acceptance rates depend on thresholds and
hardware configuration. Section 6.11 presents the allocation of the DAQ bandwidth re-
sources, describing the resulting list of trigger thresholds and acceptance rates referred to
as the trigger “menu”. The Phase-II trigger menu meets the physics requirements presented
in the following sections.

2.1 Physics Signatures with Single-Electron and Single-Muon
Triggers

Single-electron and single-muon signatures play a central role in LHC data analyses, since
leptons are clear signals of electroweak physics. It is therefore critical to record as many
events containing single leptons as possible, including W and Z events produced near
threshold. The low mass of the Higgs boson, for which precision measurements are a
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Figure 2.1: Schematic summary of the flow from the representative set of physics goals described in
this section (left column) to the hardware systems (right column) needed to achieve these goals. The
middle column lists the corresponding triggers required.
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2.1 Physics Signatures with Single-Electron and Single-Muon Triggers
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Figure 2.2: The integrated acceptance as a function of the single lepton pT threshold for four repres-
entative channels: W → `ν, H → ττbb̄, tt, and a compressed spectrum SUSY model relevant for
“Well-tempered Neutralino” motivated models. The Phase-II TDAQ upgrade would enable lower-
ing the single lepton Level-0 threshold to 20 GeV from 50 GeV, the projected threshold without the
upgrade.

primary motivator for the Phase-II physics programme, also requires these single-electron
and single-muon thresholds to remain low.

Among the physics processes selected by the single-lepton triggers are tt production, in-
clusive W → lν, HH → ττbb̄ with at least one τ → e or µ, and electroweak SUSY signa-
tures with low-pT leptons. The acceptance for each of these four processes as a function of
the lepton pT threshold is shown in Fig. 2.2. The SUSY model is a “Well-tempered Neut-
ralino” model that is designed to be consistent with the dark matter relic density [2.1]. A

threshold of 20 GeV provides good acceptance for WH, tt, and χ̃±1 χ̃0
2 → W±χ̃0

1Zχ̃0
1 with

significant losses if the thresholds are raised to the no-upgrade scenario.

The search for non-resonant HH production and anomalous Higgs boson self-couplings are
key goals of the HL-LHC programme. Modification of the Higgs boson self-coupling can
lead to changes the cross-section of order unity [2.2]. Specially, because of destructive in-
terference removing the coupling approximately doubles the HH cross-section. Figure 2.3
shows the sensitivity of the search for HH → ττbb̄, with one τ → e or µ and one τ de-
caying hadronically, as a function of the offline lepton pT requirement which is determined
by the trigger threshold. The points in the figure show the estimated sensitivity based
on fully simulated signals and backgrounds scaling from the Run 2 result to the HL-LHC
luminosity and centre-of-mass energy of 14 TeV. The analysis also includes a data-driven
estimate of the jets misidentified as τ leptons (fake-τ background), which leads the result to
be limited by the required minimum lepton pT (27 GeV) corresponding to the Run 2 trigger
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Figure 2.3: Exclusion limit on the ratio of the cross-section to the Standard Model cross-section,
σ/σSM, as a function of the leading lepton pT requirement for HH → ττbb̄ with one τ → e or µ
and one τ decaying hadronically. As discussed in the text, modifications of the Higgs self-coupling
can modify the cross-section by factors of order unity. The dots are based on scaling signals and
backgrounds from the Run 2 result and are thus limited by the lepton pT requirement of that analysis
to only show above 27 GeV. The acceptance shown in Fig. 2.2 has been used to extrapolate up and
down from 30 GeV. Above 30 GeV, the acceptance extrapolation shows good agreement with the
Run 2 scaled result.

threshold. Because the fully simulated result cannot be produced for a lepton pT threshold
below 27 GeV, the acceptance shown in Fig. 2.2 has been used to extrapolate (solid line) up
and down from 30 GeV assuming the expected limit just depends on the square-root of the
acceptance. Above 30 GeV, the acceptance extrapolation shows good agreement with the
Run 2 scaled result. The main background that would increase at lower lepton pT is the
fake e or µ leptons background, but they are not a major background in the analysis. The
acceptance scaling is therefore expected to be a reliable estimate of the gain from reducing
the threshold to 20 GeV, giving a≈ 70% gain in sensitivity, equivalent to having≈ 3×more
data than in the no-upgrade scenario with a 50 GeV trigger threshold. The HH → ττbb̄ with
one τ → e or µ and one τ decaying hadronically channel will be combined with other HH
channels including HH → ττbb̄ with hadronic taus (discussed in Section 2.4), HH → γγbb̄
(Section 2.3), and HH → 4b (Section 2.5). Each channel contributes significantly and further
possibilities are under investigation.
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2.3 Physics Signatures with Photons

2.2 Physics Signatures with Two Leptons

Even with a low single-lepton pT threshold, dilepton triggers are needed to augment the
acceptance in certain channels. Figure 2.4 shows the acceptance as a function of the leading
and subleading lepton pT thresholds for VBF H → ττ with both τ leptons decaying to e
or µ leptons and for the same compressed spectrum SUSY model, but with a more difficult
mass splitting. The SUSY model acceptance is relative to a preselection of two leptons
with pT > 3 GeV and Emiss

T > 50 GeV that is used for simulation in the current (Run 2)
analysis. A dilepton trigger with a threshold of 10 GeV on each lepton gives a substantial
gain in acceptance in the SUSY model. The relative acceptance gains compared to a single-
lepton trigger for the SUSY model is 39% while for VBF H → ττ it is only about 7%1.
Including a moderately low dilepton threshold will improve the sensitivity to the broad,
interesting class of signatures with small mass splittings similar to the SUSY model shown.
Figure 2.4 also shows that in the no-upgrade scenario, a dilepton trigger does not have a
high acceptance for these channels and will not effectively recover acceptance loss of the
high single lepton trigger threshold. Finally, without the upgrade, the muon efficiencies
would be significantly reduced, which has a large effect on the dimuon triggers because
they are impacted by the square of the efficiency.

2.3 Physics Signatures with Photons

Studies of processes involving H → γγ will enter a new regime of precision in the HL-
LHC. These processes will be a workhorse of precision inclusive and differential cross-
section measurements for the various production modes as well as from some beyond
the Standard Model processes involving a Higgs boson. Photon triggers, and in particu-
lar di-photon triggers, are essential to performing these measurements. Additionally, the
HH → bb̄γγ process is one of the key contributing channels for the overall HH sensitivity,
which is a key goal of the HL-LHC programme. Figure 2.5 shows the acceptance for VBF
H → γγ and HH → bb̄γγ as a function of the subleading photon pT threshold. The target
threshold of 25 GeV preserves 22% more acceptance than the no-upgrade scenario with a
35 GeV threshold.

Single-photon triggers also play a significant role through Initial State Radiation (ISR), such
as in searches for low-mass di-jet resonances, as seen in Fig. 2.6. In particular, low-mass di-
jet resonances are more accessible with photon ISR selections than with jet ISR selections.
Fig. 2.7 shows the di-jet invariant mass distributions for low-mass resonance search in par-
tial Run 2 data [2.3], for the photon ISR + di-jet signature (left) and jet ISR + di-jet signature

1 One can get these numbers by comparing the (20 GeV,10 GeV) point to the (10 GeV,10 GeV) point. For
example, for the SUSY model, 16% of events pass the (20 GeV,10 GeV) selection and 27% pass the
(10 GeV,10 GeV) selection, which means that 11% acceptance is added. That can then be compared to the
(20 GeV,0 GeV) which corresponds to the single lepton trigger and has an acceptance of 29%, giving a relat-
ive gain of 11%/28% = 39%.
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(a) VBF H → ττ where both τ leptons decaying
to e or µ. The acceptance at the target is 45% and
the acceptance in the no-upgrade scenario is 4%.

(b) Compressed Spectra SUSY. The acceptance at
the target is 27% and the acceptance in the no-
upgrade scenario is 1%.

Figure 2.4: Acceptance for VBF H → ττ and compressed spectra SUSY for dilepton triggers. The
SUSY channel is χ0

2χ±1 → lllνχ0
1χ0

1 where the masses are m
χ0

2
= 220 GeV, mχ± = 210 GeV,

m
χ0

2
= 200 GeV. For the SUSY example, the acceptance is relative to a preselection of 2 leptons

with pT > 3 GeV and Emiss
T > 50 GeV.
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Figure 2.5: Acceptance for VBF H → γγ and HH → bbγγ for di-photon triggers.
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2.4 Physics Signatures with Hadronically Decaying Tau Leptons
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Figure 2.6: Summary plot of ATLAS bounds in the coupling-mediator mass plane from di-jet res-
onance searches using 2015 and 2016 data. Observed (solid lines) and expected (dotted lines) 95%
CL upper limits on the coupling (gq) as a function of the resonance mass (mZ′) for a leptophobic Z′

model [2.4]. The darker blue curves show results from a search trigger is associated with a jet from
the candidate di-jet resonance [2.5]. The red and purple curves show results from a search trigger-
ing on an ISR photon or jet, respectively [2.3]. Finally, the lighter blue curves show results from a
trigger-level analysis (Trigger-object Level Analysis (TLA)) [2.6].

(right). The mass range for the photon is wider than the mass range for jets, both because
the trigger thresholds on the ISR photon are lower than those on the ISR jet and because
in the photon ISR + di-jet case there is less ambiguity in the jet assignment as in the case
when there are three jets where one is ISR and the other two are from the resonance. The
two searches are complementary in the range where they overlap, due to the increased rate
of jet ISR with respect to photon ISR. The sensitivity and mass range of both searches are
driven by the trigger thresholds on photon and jet. More information on the motivation
for low-coupling-constant di-jet resonance searches is given in Section 2.5. A low photon
trigger threshold will benefit the reach of these analyses both in coupling constant and the
minimum resonance mass accessible.

2.4 Physics Signatures with Hadronically Decaying Tau Leptons

With 64% of tau leptons decaying to hadrons, a dedicated tau trigger to discriminate between
these tau decays and quark- or gluon-initiated jets provides important support to the ATLAS

26



 [TeV]jjReconstructed m

210×2 210×3 210×4 310

E
ve

nt
s

210

310

410

510

 > 150 GeV)
γT, 

 (PγX + 

*| < 0.8
12

|y

 50 × σ = 350 GeV,  
Z'

 = 0.30), m
q

Z' (g

-value = 0.67p

Fit Range: 169 - 1493 GeV

 [GeV]jjm
200 300 400 500 1000S

ig
ni

fic
an

ce
 

2−
0

2

ATLAS 
-1=13 TeV, 15.5 fbs

Data

Background fit
BumpHunter interval

 [TeV]jjReconstructed m

210×4 210×5 210×6

E
ve

nt
s

410

510

610

 > 430 GeV)
T, j

X + j (P

*| < 0.6
23

|y

 50 × σ = 350 GeV,  
Z'

 = 0.30), m
q

Z' (g

-value = 0.6p

Fit Range: 303 - 611 GeV

 [GeV]jjm
400 500 600S

ig
ni

fic
an

ce
 

2−
0

2

ATLAS 
-1=13 TeV, 15.5 fbs

Data

Background fit
BumpHunter interval

Figure 2.7: The reconstructed di-jet mass distribution (filled points) for events containing (left) a
photon with pT > 150 GeV and two jets with pT > 25 GeV and (right) a jet with pT > 430 GeV
and two additional jets with pT > 25 GeV. The open points in both plots show the expected distri-
butions of a Z′ signal. The photon-triggered sample has a much better mass resolution because of the
lower trigger threshold of the photon trigger compared to the single-jet trigger.

physics programme. Additionally, these decays carry information about their parent parti-
cles, providing the ability to perform spin and CP measurements of heavy resonances that
decay to taus. Within the Standard Model, the mass dependence of the Higgs boson coup-
lings means that H → ττ is a process with a substantial rate and will be the most precisely
measured leptonic branching fraction of the Higgs boson decay channels. In addition, the
HH → ττbb process will be a significant contribution to the measurement of non-resonant
HH production. Figure 2.8 shows the acceptance for VBF H → ττ and HH → ττbb where
both tau leptons decay hadronically. Comparison to the no-upgrade scenario shows the
substantial gain in acceptance for the achievable target threshold of leading tau lepton
pT > 40 GeV and sub-leading tau lepton pT > 30 GeV; for VBF H → ττ the gain is
a factor of ∼ 3.7 and for HH → ττbb the gain is a factor of ∼ 2.5. Further acceptance
improvement for hadronic tau leptons could be made in the split hardware-level trigger
system as described in Section 14.5.

2.5 Physics Signatures with Jets

Jet triggers are used in a variety of topics including multi-jet triggers for the HH → 4b
signature and SUSY particles decaying to two Higgs bosons and Emiss

T . Single jet triggers are
relevant for di-jet resonance searches and searches where an ISR jet is used. As compared
to the previously mentioned photon ISR, jets provide higher rates, but also require higher
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2.5 Physics Signatures with Jets

(a) VBF H → ττ acceptance using ττ triggers
where both τs decay hadronically. The acceptance
at the target is 30% and the acceptance in the no-
upgrade scenario is 8%

(b) HH → ττbb acceptance using ττ triggers
where both τs decay hadronically. The acceptance
at the target is 32% and the acceptance in the no-
upgrade scenario is 13%

Figure 2.8: Acceptance for VBF H → ττ and HH → ττbb for dihadronic tau (ττ) triggers where
both τs decay hadronically.

pT selections. As shown in Fig. 2.6, the two methods are complementary; photon-triggered
ISR events are sensitive at low Z′ masses, while jet-triggered ISR events are more sensitive
at higher Z′ masses.

For the HH non-resonant process, a dedicated study [2.7] of the sensitivity as a function of
the offline jets pT threshold has been performed. The results are shown in Fig. 2.9 assuming
that systematics are not a strong limitation on the result. This shows that the loss due
to the trigger requirements below 50 − 60 GeV moderate (but non-neglible), and above
≈ 65 GeV the sensitivity in this important analysis degrades rapidly. The current estimated
achievable threshold for the upgraded system is 65 GeV. A no-upgrade scenario would
require a threshold of approximately 100 GeV, leading to a loss approximately a factor of
two on the σ(HH → 4b)/σ(HH → 4b)SM limit. Results with more pessimistic systematics
assumptions show similar trigger impacts. For a more detailed discussion of the analysis
and the impact of the system design on it, see Section 6.13. The Standard Model HH → 4b
non-resonant process cannot be observed with this channel alone, but the analysis would
be sensitive to an enhanced cross-section due to anomalous Higgs self-couplings.

Di-jet resonance searches can be motivated by a variety of physics models. In particular,
resonances with relatively small couplings to visible matter have been motivated by re-
cent dark matter models [2.4][2.8]. Figure 2.6 shows a summary of the ATLAS bounds on
the coupling gq as a function of the Z′ resonance mass. At high mass, above ∼ 1.5 TeV
(dark blue line), the single jet trigger is used. For di-jet resonances with masses below ∼
1 TeV, triggers are designed to select an ISR jet (purple line) or photon (red line, see also
Section 2.3) present in the process rather than the decay products of the resonance. The jet
pT threshold affects the lower bound of the di-jet+ISR search with ISR jet. This is because
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Figure 2.9: Expected 95% C.L. upper limit on the cross-section ratio
σ(HH → 4b)/σ(HH → 4b)SM as a function of the minimum pT requirement applied to
the fourth-leading jet, assuming that systematics are not a strong limitation on the result. As
discussed in Section 2.2, modifications of the Higgs self-coupling can modify the cross-section by
factors of order unity. Results with systematics show similar trigger impacts. For a more detailed
discussion, see Section 6.13.

the trigger selection of a high-pT ISR jet biases the distribution of the invariant mass of the
second and third leading jet for the QCD multijet background, which is problematic for the
background estimation used in these searches.

The single-jet pT threshold is driven by the Event Filter output limitation. The rate of high-
pT single-jet events that can be accepted by the Level-0 and used for combinations with
other signatures at the Event Filter is on the order of 25 kHz for HL-LHC; this corresponds
to a pT threshold of 180 GeV. Such a rate is much larger than the maximum recording rate
of 10 kHz. An alternative is to reduce the amount of recorded data for these events by re-
cording only the reconstructed objects in the Event Filter instead of the full detector data. In
order for this to work, the reconstruction in the Event Filter needs to be as close as possible
to a well understood offline reconstruction. This has been implemented in Run 2 and the
result is shown by the light blue line in Fig. 2.6 (named TLA in the legend). It provides a
substantial gain in sensitivity in the∼ 450− 1000 GeV Z′ mass range (purple line in the fig-
ure). This illustrates the value of a low single-jet threshold and reconstruction in the Event
Filter that closely follows the offline reconstruction (including having tracking available for
pile-up mitigation and calibrations). The mass range of this search is ultimately limited
by the Level-0 thresholds, and by the CPU requirements for obtaining tracks associated to
trigger jets that can guarantee a good pile-up suppression performance.
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2.6 Physics Signatures with Missing Transverse Energy
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Figure 2.10: Separation between (a) the W and b-quark as a function of the top-quark pT and (b)
the two quarks from the W as a function of the W pT in Z′ → tt̄ events.

For boosted W, Z, and H bosons and top quarks, the jets from the final state partons begin
to merge into a single large jet which requires a dedicated trigger. Analyses address this
by first reconstructing the entire heavy object as one large-radius jet reconstructed with
the anti-kt algorithm with a radius parameter of R = 1.0. In order to efficiently trigger
on these signatures, the trigger must similarly accept events with high-pT large-radius jets.
Figure 2.10 shows the angular separation between the W and b-quark as a function of top
quark pT in Z′ to tt̄ events and the separation between the two quarks from the W as a
function of the W pT in same events. They have separations smaller than the standard
R = 0.4 jets radius around 300-400 GeV, at which point the multijet trigger will begin to
lose efficiency; thus, 300-400 GeV is the appropriate target range for a large-R jet trigger. The
target threshold has been set at 300 GeV (see Section 6.8) while in the no-upgrade scenario,
the threshold would be ≈ 460 GeV.

2.6 Physics Signatures with Missing Transverse Energy

Missing transverse momentum (Emiss
T ) is a critical trigger signature for Standard Model

measurements (e.g., ZH → ννbb̄), searches for SUSY, and in searches for other new phys-
ics that result in events that do not interact with the detector (e.g. dark matter) This also
includes processes such as “disappearing tracks” where a charged particle is produced and
decays in the detector tracking volume. Figure 2.11 shows the acceptance as a function
of the missing energy threshold for ZH → ννbb̄ and a compressed SUSY scenario. In the
compressed SUSY scenario, the momentum of the invisible particles (observed as Emiss

T ) is
primarily due to the boost of the invisible system due to ISR. The Emiss

T distributions will
therefore be similar for all models in which the Emiss

T is due to ISR with only a weak depend-
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Figure 2.11: The integrated acceptance as a function of the missing transverse energy threshold for
representative channels. A representative compressed SUSY model and ZH → ννbb are shown.

ence on the mass of the invisible system. The typically achievable Emiss
T trigger threshold is

∼ 200 GeV for the current Run 2 trigger system. Operating the Phase-I system in Phase-II
conditions with no-upgrade would result in a threshold of 300 GeV. Each 50 GeV reduc-
tion in threshold corresponds to a gain of approximately 50%− 100% in acceptance for the
models shown. As discussed in Section 6.8, a target threshold of ∼ 200 GeV is achievable
in the baseline upgrade scenario.

2.7 Physics Signatures with Forward Electrons

The capability for triggering on forward electrons adds acceptance to the trigger system for
Phase-II. The acceptance for lepton triggers is generically enhanced, but the forward trig-
ger in particular extends the coverage for high-rapidity electroweak bosons. Central (C)
and forward (F) electrons are defined to be those with |η| < 2.5 and |η| > 2.5, respect-
ively. Candidate Z → ee events can be classified as CC, CF, and FF. Figure 2.12 shows the
distribution of Z boson rapidities accessible by the central trigger (CC and CF) and those
only accessible with a forward trigger (FF). This extended reach in boson rapidity translates
into an increased reach for determining the proton Parton Distribution Function (PDF). In
particular, the large and small x regions are significantly impacted. The impact will be sim-
ilar to the impact of recent LHCb [2.9] measurements on PDFs [2.10], but with significantly
greater statistical power (and a systematic benefit of measuring the central and forward
regions in the same experiment).
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Figure 2.12: Unique Z boson rapidity (ymee
) reach enabled by a forward electron trigger. The la-

bels CC, CF, and FF stand for central-central, central-forward, and forward-forward pseudorapidity
electrons, respectively. The y-axis is the yield with an arbitrary normalisation.

2.8 Physics Signatures with Exotic Objects

Some new physics scenarios produce signatures which are not identified by the standard
set of reconstructed objects (e, µ, τ, jet,...). For example, long-lived particles (LLPs) might
not have tracks associated with them, or might not point back to the beamline as prompt
objects do. In addition, models such as τ → µµµ and muon-jets resulting from Hidden Val-
ley models [2.11] can result in close-by muons that are not identified with high efficiency.
Figure 2.13, shows the opening angle between muons in a Hidden Valley model which
is much smaller than the current system can resolve (approximately 0.2 in ∆φ(µ, µ)). In
the no-upgrade scenario, these can only be recorded by the single muon trigger (estimated
to be 25 GeV, with the poor acceptance described in Section 3.2.2). In the upgraded scen-
ario, a dedicated trigger is under development for a dimuon trigger with a pT threshold of
≈10 GeV. The near-by muon conditions would be implemented in the new muon system
Sector Logic, NSW Trigger Processor, and MDT trigger processor descried in Chapter 8.

Dedicated signature-based triggers will be needed to address these exotic signatures, and
such work is ongoing. In general, the system must be flexible enough to allow the devel-
opment of a wide variety of dedicated triggers and accommodate new ideas introduced
between now and the end of HL-LHC data-taking. In addition to supporting such possibil-
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Figure 2.13: Example distribution of the muon momentum (y-axis) vs angular separation (x-axis)
for muons in muon-jets resulting from Hidden Valley models [2.11]. The Phase-I system cannot
find a second muon with in≈ 0.2 of another muon, which means that only single muon trigger with
pT > 25 GeV can be used significantly reducing the acceptance.

ities, it is important to maintain inclusive triggers such as the single-object (jet and photon)
triggers described above as well as Emiss

T and VBF inclusive triggers in order to maintain
sensitivity to exotic physics signatures.

2.9 Physics with an Inclusive Vector Boson Fusion (VBF) Trigger

The VBF process plays an important role in Higgs boson physics and beyond. After the
gluon-gluon fusion process it is the next largest Standard Model production cross-section.
Using the full granularity in the forward calorimeters in the fFEX and the topological cap-
ability of the Global Trigger allows for the possibility of combining two jets with a large η

separation to make an inclusive VBF trigger. This is particularly interesting for Higgs bo-
son decays that are difficult to trigger on, e.g. H → bb in the Standard Model. In addition,
there are a wide variety of possible BSM Higgs decay modes summarised in [2.12]. Many of
those modes, such as a single Higgs boson decaying to four b-quarks, are nearly impossible
to trigger on directly, because of the low resulting jet energies. Another option is to trigger
on the Higgs objects associated with the production mechanism as opposed to its decay
products. The WH and ZH processes provide single leptons (and motivate a low single
lepton threshold), but because they are lower cross-section than VBF and require the boson
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2.10 B-Physics Signatures

to decay leptonically, a VBF trigger such as the one described in Section 6.10 is a promising
option.

2.10 B-Physics Signatures

The B-physics analyses search for new physics effects indirectly, namely through possible
deviations from Standard Model predictions of precision measurements or by studying
very rare processes. To cope with high pile-up and the relatively low pT of the produced
b-hadrons, the ATLAS B-physics programme focuses on fully reconstructable b-hadron de-
cays with muons in the final state. In order to maximise signal yield, the muon trigger
pT thresholds need to be kept low. In Run 2 the lowest unprescaled di-muon trigger for
B-physics requires two muons, each with pT > 6 GeV. An acceptable rate of this trig-
ger is kept by additional topological selections at Level-1 (which is the first hardware
level in Run 2), applying loose cuts on the di-muon system invariant mass and opening
angle [2.13].

When no additional measures (as e.g. the Level-1 topological selections) are taken, the
lowest unprescaled di-muon trigger in the upgrade menu requires two muons with pT >

10 GeV. This would lead to a loss of signal yields in flagship B-physics analyses as seen in
Fig. 2.14. A dedicated di-muon trigger with topological selections is under investigation.
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Figure 2.14: The relative yield of signal B-meson decays (left: B0
s → µ+µ−, right: B0

s →
J/ψ(µ+µ−)φ(K+K−)) as a function of the pT thresholds applied on the muon candidate tracks.
The yields are normalised to the number of signal events passing di-muon pT trigger thresholds of
6 GeV on both the muon candidates. This particular configuration corresponds to the lowest unpres-
caled di-muon trigger in Run 2 used for B-physics analyses. Run 1/2 baseline offline cuts are applied
to the reconstructed B-meson decays [2.14][2.15].
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Another important aspect is the limited ability of the Run 2 Level-1 muon trigger to dis-
tinguish muons too close to one another in the momentum direction. The opening angle
between the two muons in the b-decays depends on the b-hadron momenta and the invari-
ant mass of the two muons. Figure 2.15 demonstrates this effect, showing signal events
fraction under the condition that the two muons are separated either in |∆η(µ+µ−)| > 0.2
or |∆φ(µ+µ−)| > 0.2 rad (typical Level-1 muon trigger granularity). This limitation be-
comes critical for B decays with small invariant mass di-muon pairs (namely B → µ+µ−X
and B → J/ψ(µ+µ−)X decays). A study described in Section 6.9 is underway to improve
the trigger acceptance for near-by muons.

0.99 0.98 0.98 0.98 0.98 0.97 0.97

0.98 0.98 0.97 0.97 0.96 0.96

0.96 0.96 0.96 0.95 0.94

0.94 0.94 0.94 0.93

0.92 0.91 0.91

0.88 0.88

0.84

6 7 8 9 10 11 12 13

 Threshold
T

Leading Muon p

6

7

8

9

10

11

12

13

 T
hr

es
ho

ld
T

S
ub

le
ad

in
g 

M
uo

n 
p

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
cc

ep
ta

nc
e 

of
 M

uo
n 

S
ep

ar
at

io
n 

C
ut

ATLAS Simulation
 = 14 TeVs

µµ → sB

Run 2 thresholds with
topological selections

0.86 0.85 0.83 0.80 0.77 0.72 0.67

0.78 0.77 0.74 0.70 0.66 0.60

0.68 0.66 0.63 0.58 0.52

0.55 0.53 0.49 0.43

0.41 0.39 0.34

0.27 0.25

0.16

6 7 8 9 10 11 12 13

 Threshold
T

Leading Muon p

6

7

8

9

10

11

12

13

 T
hr

es
ho

ld
T

S
ub

le
ad

in
g 

M
uo

n 
p

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
cc

ep
ta

nc
e 

of
 M

uo
n 

S
ep

ar
at

io
n 

C
ut

ATLAS Simulation
 = 14 TeVs

φψ J/→ sB

Run 2 thresholds with
topological selections

Figure 2.15: The fraction of signal B-meson decays (left: B0
s → µ+µ−, right: B0

s →
J/ψ(µ+µ−)φ(K+K−)) with muons separated well enough for the Run 2 Level-1 trigger, as a func-
tion of the pT thresholds applied on the muon candidate tracks. The separation condition used here
is that the opening angle of the two muons is either |∆η(µ+µ−)| > 0.2 or |∆φ(µ+µ−)| > 0.2 rad.
Run 1/2 baseline offline cuts are applied to the reconstructed B-meson decays [2.14][2.15].

2.11 Physics Signatures for Heavy Ion Collision

The ATLAS HL-LHC programme will also include a study of Heavy-Ion (HI) collisions
aimed at understanding the nature of a Quark-Gluon Plasma (QGP) and associated many-
body QCD, which have unique triggering requirements. Studies of the HI performance are
underway, but not yet complete. Described below is a qualitative summary of the selec-
tions used for HI programme. The system design is expected to provide similar perform-
ance gains to this programme as the pp programme, with significant improvements in the
tracking-based triggers that are computing-limited in Run 2.

Signatures with Jets Jets, di-jets, multi-jets and b-tagged jets are used to study the in-
teractions of colour charges in the QGP. The dominant issue for jet measurements in HI
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2.11 Physics Signatures for Heavy Ion Collision

collisions is the presence of a large amount of additional energy coming from the Underly-
ing Event (UE). The properties of this energy depend on the impact parameter, or minimum
distance, between the two colliding nuclei. Jet reconstruction in HI events needs to correct
for the contributions from the large UE. The proposed system allows for a such corrections
optimised for HI in the Level-0 trigger.

Signatures with Colourless Probes: Electrons, Muons, and Photons Prompt photons,
colourless probes, are an important tool for the study of the QGP. They probe the very
initial stages of the collision because due to their colourless nature they are transparent to
the subsequent evolution of the matter. The production rate of prompt photons is sensit-
ive to the collision geometry and to modifications of the parton distribution functions of
nucleons bound in a nucleus with respect to free nucleon. The complementary informa-
tion is provided by measurement of electrons originating from decays of W and Z bosons.
Furthermore, the photons or Z bosons provide a precise energy reference for the recoiling
jet in γ-jet and Z-jet measurements. These measurements are essential to the understand-
ing of interactions of colour charges with deconfined matter and are statistically limited
with current datasets. Two-photon reactions or photo-nuclear reactions in ultra-peripheral
heavy-ion collisions can be used to measure processes like light-by-light scattering that is
potentially sensitive to BSM physics or nuclear PDFs, respectively. The sophisticated al-
gorithms used for photon, electron, and muon identification in pp collision are also well
suited to these applications, and this physics benefits similarly from the upgrade.

Signatures with Muons In addition to the colourless probes discussed above, muon trig-
gers are used to select events where vector mesons are produced. Particularly J/Ψ and
Υ mesons directly probe the Debye screening of colour charges in the QGP. As the muon
triggers are not effect by the UE, no specific treatment of the muon triggers for the HI pro-
gramme is needed, however a low-threshold dimuon trigger is of particular interest. The
L0Muon system upgrades and the high DAQ rate will allow for strong performance.

Track-based signatures for HI physics

Ultra-peripheral Collisions Vector mesons produced in diffractive ultra-peripheral
collisions effectively image the geometric structure of the nucleus. As the different
vector mesons have different binding energies and different effective “sizes”, repeat-
ing such a measurement with as many vector mesons as possible (ρ, J/Ψ,..) would
allow imaging the target with projectiles of various size. Furthermore, there is an
open question of whether the J/Ψ meson can be produced perturbatively in reactions
involving two-gluon exchange. To trigger on these, low activity events, based on
Level-0 calorimetry, are processed with full-detector tracking.
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High multiplicity Events An enhancement in the production of particles with small
azimuthal-angle separation extending over a wide range of pseudorapidity differ-
ences, usually referred as “ridge”, has been observed in p+Pb. The data used in these
measurements are selected using several high-multiplicity triggers. These rely on the
a Level-0 requirement on the total transverse energy in the calorimeters and on the
requirement on the multiplicity of reconstructed charged-particle tracks in the Event
Filter. Full-detector hardware tracking will be a powerful tool for facilitating these
triggers.
Low pT Heavy Flavours and J/Ψ In decays of low-pT J/Ψ decays one of the two
muons may have insufficient momentum to reach the muon spectrometer and, as a
result, is not detected. Those muons can be recovered by looking at their tracks in the
inner detector, specifically full-detector tracking is again a powerful tool.

2.12 Summary of Requirements and Motivation for the Upgrade

The set of benchmark signatures discussed above leads to a list of thresholds and corres-
ponding physics requirements needed to exploit the full potential of the ATLAS HL-LHC
programme. Broadly, this includes maintaining low single-lepton, di-lepton, di-hadronic τ,
multi-jet, and missing transverse energy thresholds, as well as a complementary set of other
triggers which complete the full programme. In particular, the ability to make selections not
just with object momentum thresholds and multiplicity, but also the angular information
(known as topological triggers) allows specific scenarios to be addressed. The following
chapters describe the limitations of the Run 3 system in meeting those requirements, fol-
lowed by the TDAQ Phase-II upgrade plans to address the requirements. Chapter 6 then
describes the expected performance of the upgrades, including a example set of trigger
object pT thresholds (trigger “menu”) that achieve these requirements.
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3 Challenges and Limitations of the Run 3
TDAQ system

The pile-up conditions dictated by the expected design luminosity of the HL-LHC indicate
a need for a factor of ten increase in trigger rates compared to those expected in Run 3. This
increase in trigger rate exposes the following fundamental limitations in the Run 3 TDAQ
system:

• The readout bandwidth is limited by the detector front-end electronics and the avail-
able radiation-hard technology at the time of their construction.
• The Level-1 trigger rate in the Run 3 system cannot be increased beyond the 100 kHz

rate for which it was designed without an unacceptable increase in deadtime.
• The maximum latency of the Run 3 system is 2.5 µs; this latency is insufficient to

implement more powerful selection algorithms in order to reduce the trigger rate.
This limitation and the previous two will be ameliorated by the planned upgrades to
the detector front-end systems described in [3.1, 2, 3, 4], and [3.5].
• The Run 3 muon trigger system will have limited muon acceptance and reduced ef-

ficiency due to chamber integrated charge limits in the barrel region and high back-
ground rates in the endcap region when operated in Run 4 conditions.
• The readout and dataflow components of the Run 3 TDAQ system do not have the

flexibility or scalability required to cope with the factor of more than twenty increase
in bandwidth requirement resulting from the increased event size and higher data
rates.
• Finally, the extremely high pile-up environment presents a special challenge for charged

particle tracking algorithms; the Run 3 hardware-based tracking system will not be
able to maintain its high efficiency for track reconstruction at 〈µ〉 ' 200.

Thus, the Run 3 TDAQ system will not be able to cope with these high rates while keeping
the same requirements on physics objects such as electrons, muons, tau leptons, and jets.
As a result, without an upgrade of the TDAQ system, the Run 4 ATLAS physics programme
will be significantly degraded.

The Phase-I TDAQ System was designed to maximise the performance of the system within
tight constraints, as described above. These limitations are discussed in further detail in
this chapter. First, a brief description of the TDAQ Run 3 system architecture is presented
in Section 3.1. In the following three sections, the inherent limitations of each aspect of the
Phase-I System (the Level-1 Trigger, DAQ, and High-Level Trigger (HLT)) are described.
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3.1 Overview of the Phase-I Trigger and Readout Architecture

Discussions of the hardware components and strategies that will be reused for the Phase-II
System are also included. These restrictions steer the definition of the requirements for the
TDAQ architecture at HL-LHC, as described in Chapter 4.

3.1 Overview of the Phase-I Trigger and Readout Architecture

The ATLAS Run 3 TDAQ system [3.6] is designed to cope with a LHC luminosity ofL = 3×
1034 cm−2s−1 and 80 interactions per bunch crossing provided on-detector electronics in the
tracking detectors cope with it. The Phase-I upgrade was required to integrate adiabatically
new elements of the trigger architecture, within the constraints and the limits of the existing
detector systems, including an average trigger acceptance rate of 100 kHz at the output of
the Level-1 trigger system, a maximum Level-1 latency of 2.5 µs, and a 1 kHz rate at the
output of the HLT.

The three main objectives of improvements in the Run 3 TDAQ system design are to:

• increase the background rejection for electron/photon trigger candidates through the
upgrade of the electromagnetic calorimeter trigger electronics [3.7] and the corres-
ponding trigger processors;
• improve muon reconstruction and the rejection of “fake” candidates in the muon en-

dcap spectrometer by installing new precision and high efficiency detectors in the
NSW [3.8]; and to
• make use of full-event hardware-based charged particle track reconstruction (Fast

TracKer (FTK)) during event processing at the HLT CPU farms, e.g. boosting selectiv-
ity for certain signatures, as in events with b-jets or τ leptons, and improving object
isolation algorithms [3.9].

Run 3 TDAQ components are required, wherever possible, to be forward compatible with
the expected conditions at the HL-LHC. Figure 3.1 is a high-level architectural diagram of
the Run 3 TDAQ System. Event data move from the ATLAS on-detector electronics into the
front-end buffers at the bunch crossing rate of 40 MHz.

The Level-1 trigger system, built using custom electronics, processes data from the calorim-
eters and the muon detectors, searching for signatures such as large electromagnetic energy
deposits or high-pT muon tracks. These signatures, as well as global event quantities such
as missing transverse energy, are combined to form multiplicities and flags indicating if
topological or global event criteria have been satisfied. These multiplicities and flags are
then combined in the CTP with reference to up to 512 programmable trigger menu items;
the CTP box in Fig. 3.1 includes the local trigger processors and the TTC distribution sys-
tem. The main new components for Run 3 are highlighted in the architecture diagram: the
eFEX, jFEX and gFEX processors, the Level-1 Muon Trigger sector logic for the endcap, a
NSW trigger processor for muon reconstruction in the endcap region, the inclusion of Tile
Calorimeter information in the muon trigger, an improved MUCTPI capable of providing
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Figure 3.1: Schematic overview of the TDAQ system after the Phase-I upgrade, with an average
trigger acceptance rate of 100 kHz at the output of the Level-1 trigger system and a maximum Level-1
latency of 2.5 µs. The main objective of the system is to filter events and select up to approximately
one thousand events per second for recording to permanent storage.
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3.1 Overview of the Phase-I Trigger and Readout Architecture

precision muon inputs to the Level-1 Topological Processor (L1Topo), and an upgraded
version of L1Topo.

If the trigger conditions are met, a Level-1 Trigger Accept (L1A) is issued, initiating readout
and processing in the ReadOut Drivers (RODs), and subsequent transfer to the ReadOut
System (ROS). Readout data is transmitted from each of L1Calo, L1Muon, MUCTPI, and
L1Topo; these lines are suppressed from Fig. 3.1 for simplicity. At the same time, Regions
of Interest (RoIs) (small data packets describing event feature locations and energies) are
built and sent to the HLT to steer further event processing.

After a L1A is issued, the DAQ system is responsible for the transport and assembly of the
event data all the way from the sub-detector RODs to the logging to disk. While the readout
path remains unchanged for most systems, the new and upgraded subdetector systems,
such as the Muon NSW, L1Calo and the LAr calorimeter, deploy a FELIX-based readout
system, the first element of the DAQ system receiving front-end detector data and routing
it using commodity multi-gigabit network to further processing. The data are passed and
buffered in the ROS, till requested by the HLT farm, where they are assembled into events
(event building) and ultimately recorded to disk once accepted by the HLT.

The HLT selection is implemented with software running on a large farm of commercial
computer processors. The HLT executes chains of reconstruction and signature algorithms
that analyse the properties of the events, running essentially offline algorithms to make
a final decision within approximately one second. At this stage, a rejection factor of 100
is required, resulting in a recording rate of approximately 1 kHz. Wide-ranging software
upgrades will be needed for core software, trigger menus and algorithms. Furthermore,
the HLT system exploits the capabilities of the FTK, which is designed to provide charged
particle track reconstruction within 100 µs of every event accepted by the Level-1 Trigger.

The trigger rates and trigger latency are critical parameters for the Phase-I TDAQ system
design. These parameters are described in the following, and summarised in Table 3.1. The
Level-1 trigger latency is defined as the time from the collision to the output of the corres-
ponding L1A signal at the output of the CTP. The Level-1 readout latency is defined as the
time it takes for the L1A signal to reach the sub-detector front-ends. As no major changes in
the Level-1 readout latency are possible during the Phase-I upgrade, because of constraints
from detector front-end electronics that will not be replaced in the Phase-I upgrade, the
Level-1 trigger latency must remain within a strict budget of 1.9 µs and may generate at
most a sustained 100 kHz rate of accepted events. Thus, the overall Level-1 trigger latency
for the new Level-1 trigger components, such as the L1Calo Feature EXtractors (FEXs) and
L1Topo, are highly constrained.

While the Level-1 trigger latency is common to all trigger signals and is determined by
the slowest one, the Level-1 readout latency depends on the particular sub-detector. Many
of the new Run 3 components use high-speed digital optical links that are significant con-
sumers of the latency budget. However, several ATLAS detector subsystems, including
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Table 3.1: The main design parameters of the Run 3 TDAQ system, assuming a peak luminosity of
L = 3× 1034 cm−2s−1 and 80 interactions per bunch crossing. Specialised calibration data is not
taken into account.

Parameter Run 3 Value
Level-1 trigger latency ' 1.9 µs
Maximum Level-1 readout latency 2.5 µs
Level-1 trigger rate 100 kHz
Detector system readout deadtime (1.9 µs latency) < 2%
Number of detector readout data sources ∼ 100
Bandwidth of detector ROLs 1.28-9.6 Gb/s
Average readout event size at peak luminosity ' 2.9 MB
ROLs bandwidth at peak luminosity ∼ 290 GB/s
Maximum readout fraction of the ROS 50%
Average data collection bandwidth at peak luminosity ' 25 GB/s
Average output rate at peak luminosity 1.5 kHz
Number of data loggers ∼ 10
Average output event size (raw) at peak luminosity ' 3.5 MB
Average output bandwidth at peak luminosity ' 3.2 GB/s

large parts of the Inner Detector and the LAr Calorimeter, continue to use the same front-
end and readout electronics up to the end of Run 3.

The Level-1 trigger rate was specified to be 100 kHz in Run 2, and is maintained at that
rate in Run 3. The detector system readout deadtime is also a Run 2 parameter, which was
obtained through the introduction of a complex deadtime algorithm customised to each
detector’s needs. Overcoming both the maximum trigger rate and deadtime limitations
can only be accomplished by new front-end requirements and implementations.

The number of detector readout data sources includes the legacy readout links and the
new sources from the FELIX systems; the bandwidth of the detector ReadOut Links (ROLs)
is also specified in Table 3.1. The average readout event size includes the FELIX systems
of the NSW and LAr Calorimeter, but not all L1Calo data fragments. Finally, the ROS
maximum readout fraction is an internal limitation of the ROS, from its internal data paths
and processing power.

The bandwidth of data fragments received by the HLT is given by the average data collec-
tion bandwidth parameter. The average output event size is larger than the average readout
size due to the additional information provided by the HLT. Ten data loggers are estimated
to transfer data from the HLT to permanent storage. Finally, the average output bandwidth
is given, assuming a compression factor of 60% on the output event fragments.
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3.2 Features and Limitations of the Run 3 Level-1 Trigger System

ATLAS ATLAS

Figure 3.2: The complex deadtime fraction as a function of the Level-1 output rate for the LAr
calorimeter (left) and Semiconductor Tracker (SCT) (right), at the current latency of ' 1910 ns.
The different curves, created with simulation and cross-checked with data, show variations of the
“Leaky Bucket” (“Sliding Window") algorithm parameters implemented for LAr (SCT). A very
steep increase in deadtime can be observed when the Level-1 output rate increases above 100 kHz.

3.2 Features and Limitations of the Run 3 Level-1 Trigger System

The main limitations of the Phase-I Level-1 Trigger system are as follows. The first lim-
itation results from the front-end detector electronics. These electronics systems were de-
signed with the best available radiation-hard technology at the time of their construction,
but the 100 kHz trigger rate for which it was designed presents a fundamental limitation
to the DAQ system (as described in Section 3.3) as well as a fundamental limitation to the
Level-1 Trigger System. An appreciable increase in this rate would result in an unaccept-
able increase in deadtime, or the fraction of the data acquisition time in which no events
can be recorded, as shown in Fig. 3.2. The detector electronics also present the limitation on
the maximum latency: 2.5 µs. Without a higher rate or longer latency, the Level-1 Trigger
algorithms cannot be improved enough to cope with HL-LHC conditions.

The planned Phase-II upgrades to the detector electronics allow the design of the Phase-II
TDAQ system to overcome the remaining limitations from the Phase-I system. These in-
clude the limited granularity from the calorimeters, the muon trigger acceptance in the bar-
rel region, and the low background rejection of the muon trigger in the endcap regions.

3.2.1 Level-1 Calorimeter Trigger Limitations

The Phase-I FEXs are designed to match the Phase-I calorimeter trigger granularity and,
thus, they do not have the available input fibres to handle finer granularity calorimeter
information. They are therefore limiting the redefinition of the calorimeter-based trigger
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3.2.1 Level-1 Calorimeter Trigger Limitations

object selection in order to improve the trigger object identification and background rejec-
tion at 〈µ〉 ' 200. However, the coarser granularity algorithms will be utilised in Phase-II
as pre-processors to the fine granularity algorithms anticipated. The general purpose of
each Phase-I FEX will remain intact: e/γ and τ triggers will be handled by the eFEX sub-
system, single-jet triggers by the jFEX subsystem, and large-R (or multi-jet) triggers plus
the calculation of global quantities will be handled by the gFEX subsystem.

Electron and Photon Triggers

There are two key elements to an e/γ trigger: efficient cluster formation and strong jet rejec-
tion. A cluster algorithm, which is large enough in area to contain the energy of an electro-
magnetic shower, but small compared with a typical jet in order to reduce the background
rate, provides good e/γ pT resolution and a sharp efficiency curve. In addition, additional
discriminating variables, e.g. based on shower shape and activity around the cluster core,
are necessary at low pT for additional rejection against jets and reduce the overall trigger
rates. The clustering algorithm used in the eFEX approximates the clustering used in the
ATLAS HLT and offline, but is based on super cell calorimeter granularity that provides
information for each calorimeter layer with granularity up to ∆η × ∆φ = 0.025× 0.1 seg-
mentation in the front and middle layers. The basic steps of the algorithms developed for
Run 3 are:

• Electromagnetic clusters are built around a “seed" - a super cell in the middle layer of
the electromagnetic calorimeter, where most of the shower energy is deposited and
which is more energetic than any of the surrounding super cells.
• A cluster is formed by summing this cell with the more energetic of its neighbours in

the φ direction, then summing both neighbours in the η direction, to form a cluster of
3× 2 super cells.
• The corresponding cells from the front later are added, plus the pair of cells in the

presampler and three corresponding to the towers containing the seed and its neigh-
bour in φ.

The main part of the cluster slides in steps of 0.025 in η, providing good containment of
the showers wherever they are within a tower, and resulting in a turn-on curve with less
dependence on the position of the shower within the tower than the Run 2 trigger. Without
any additional vetoes, the Run 3 system produces a∼ 20% lower rate for the same efficiency
of the Run 2 system.

The finer granularity of the super cell and the depth information of the calorimeters, enables
the eFEX firmware to perform a sophisticated rejection of jet backgrounds through the use
of shower-shape variables. The most discriminating of these is defined as follows. Given a
3× 2 group of Super Cells in η × φ centred on the highest-energy Super Cell in the middle
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Figure 3.3: Rη distributions for clusters matched to reconstructed electrons and for clusters found
in minimum-bias events with Run 3 conditions (〈µ〉 = 80). (b) Electron efficiency vs rejection of
clusters in minimum bias events for two different Rη variables. All clusters were required to pass a
ET > 20 GeV threshold.

layer, Rη is defined as the transverse energy measured in the 3× 2 group divided by the
transverse energy measured in a 7× 2 group:

Rη =
E(2)

T, ∆η×∆φ=0.075×0.2

E(2)
T, ∆η×∆φ=0.175×0.2

. (3.1)

The distribution of Rη for clusters matched to reconstructed electrons compared to clusters
found in minimum-bias events is shown in Fig. 3.3. The shower-shape variables imple-
mented in the eFEX in Phase-I are sufficient to provide the background rejection factors
required for Run 3 operating conditions, but the super cell granularity is a limiting factor
for increasing the background rejection further in Run 4. The eFEXs can only consider a
0.3 × 0.3 algorithm window size; this narrow field of view may limit the use of offline-like
algorithms. However, the electron and photon trigger candidates found by the eFEX can
be utilised as a starting point for further refinement with full calorimeter granularity in the
Phase-II trigger system.

Forward Electron Triggers

The availability of tracking information at larger η for the Phase-II ITk introduces many ad-
vantages in terms of physics objects reconstruction, and in terms of pile-up mitigation by
linking objects to the primary vertex corresponding to the hard-scatter of interest. Since the
ITk extends tracking up to |η| < 4.0, the geometrical acceptance of the Phase-I Level-1 Trig-
ger system is a significant limiting factor for the ATLAS discovery potential. The Phase-I
eFEX system, dedicated to e/γ identification, covers |η| < 2.5, the coverage of the original
ATLAS inner detectors. Without an upgrade, there is no recourse for identifying electrons
in the forward regions.
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Figure 3.4: Rcore distributions for truth-matched tau clusters and clusters from minimum-bias back-
ground events.

τ-lepton Triggers

Hadronic τ triggering essentially involves the selection of narrow mixed electromagnetic
and hadronic clusters and separating these from the jet background. It is particularly chal-
lenging since hadronic tau decays include a range of different states, are less distinctive than
electrons, and also typically have a lower observable ET due to the neutrinos present in the
decays. The Run 3 approach used in triggering on τ leptons is to use super cell electromag-
netic (EM) calorimeter granularity information in forming clusters and jet discriminants in
the eFEX.

The eFEX implementation of τ identification is based on a cluster calculated in a region of
5× 2 super cells in the middle layer of the EM calorimeter (0.125× 0.2), 3 in the front layer,
0.1 × 0.2 in the presampler, and 0.2 × 0.2 clusters in the back layer and in the hadronic
calorimeter. In addition, a 3× 3 tower cluster (0.3× 0.3, EM+hadronic) has been studied
using towers built from super cell. Jet rejection relies on the narrower width of the τ cluster
compared to a jet. This can be exploited via isolation, such as the Rcore variable defined as:

Rcore =
E(2)

T, ∆η×∆φ=0.125×0.2

E(2)
T, ∆η×∆φ=0.225×0.3

. (3.2)

The resulting distribution, comparing truth-matched τ clusters to clusters from minimum-
bias events, is shown in Fig. 3.4.

This algorithm is effective for identifying narrow showers resulting from a hadronic τ

lepton decay using super cell granularity. The jFEX could also be used to search for tau
leptons, implementing an algorithm that considers a larger η − φ area, but without the su-
per cell granularity. Neither the narrow window of consideration of the eFEX nor the larger
window, but coarse granularity of the jFEX are optimal for triggering on hadronic taus, and
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thus are a limitation of the Run 3 system. However, either option could be used to seed a
fine-granularity, large-area hadronic tau trigger identification algorithm in Run 4.

Single-jet Triggers

In the Phase-I Level-1 Calorimeter Trigger System, the jFEX is responsible for identifying
isolated R = 0.4 jets for the single-jet trigger. To accomplish this, the inputs are towers of
∼ 0.1× 0.1 in the region |η| < 2.5 and 0.2× 0.2 between 2.5 < |η| < 3.2. In the FCal region
the φ granularity is ∼ 0.4, while the η granularity varies between 0.1 and 0.4. The ET in
each tower is summed over all of the calorimeter layers.

Iterative algorithms used in the HLT and offline jet reconstruction are not suitable in the
jFEX because of the limited and fixed latency. Level-1 jet trigger algorithms therefore must
be executed in parallel within a set of overlapping window environments, and cannot use
information from outside those environments. The size of the environment is limited by
the available bandwidth and the necessary interconnectivity to share data between FPGAs,
modules and crates. In the baseline design the environment is 9× 9 towers, which corres-
ponds to an area slightly larger than a ∆R = 0.4 cone, though options that would allow this
to be increased are being investigated.

The baseline jet-finding technique for the jFEX is a simple circular sliding window al-
gorithm, where towers with energy above 4σ are considered. The performance of the single-
jet trigger algorithm implemented in the jFEX is shown in Fig. 3.5. Though there is addi-
tional room for improvement between the jFEX algorithm and the offline reconstruction,
the algorithm does not provide an inherent limitation for isolated single-jet identification.
Further improvements in the trigger performance may be obtained by a so-called “Gaus-
sian filter" algorithm, where towers are summed with a weight that decreases as a Gaussian
function of the distance from the centre of the cluster. Gaussian jet algorithms may have
different responses for quark and gluon jets, etc. The key parameter in determining the
performance is the value used for σ (the Gaussian width) large values (0.3− 0.4) give good
inclusive jet performance, while small values (∼ 0.1) are good for identifying nearby jets,
and perhaps for jet substructure. This option is under investigation. Furthermore, once the
tight latency window required in the Phase-I system is relaxed, the jFEX may also include
an offline-like jet calibration.

Multi-jet and Boosted Object Triggers

The gFEX is intended to enhance the selectivity of the Level-1 trigger and increase sens-
itivity to key physics channels. The gFEX identifies large-radius jets, typical of Lorentz-
boosted objects, by means of wide-area jet algorithms refined with subjet information. The
architecture of the gFEX permits event-by-event local pile-up suppression for these jets
using baseline subtraction techniques comparable to those developed for offline analyses.
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Figure 3.5: Trigger rate for a 95% efficiency on the leading jet vs. offline pT thresholds for jets
reconstructed in the jFEX (|η| < 3.2). The efficiency is evaluated using HH → bbbb signal events,
and the trigger rate is evaluated based on minimum bias background events at 〈µ〉 ' 200 and
correspond to a luminosity of L = 5 × 1034 cm−2s−1. The jFEX algorithm, the offline anti-kt
algorithm (run over η × φ = 0.1× 0.1 towers), and the full offline reconstruction are compared.

The gFEX architecture is also suitable for other global event algorithms such as Emiss
T and

centrality-related observables.

A key feature of the gFEX is that the entire calorimeter is available in a single module, which
enables the use of algorithms that can scan the entire η range of the calorimeter. However,
the granularity available is η × φ = 0.2× 0.2 towers summed over all of the calorimeter
layers. One of these full-scan algorithms involves the identification of boosted hadronic
topologies that are characteristic of new physics scenarios. At high transverse momentum,
the hadronic decay products of energetic bosons and top quarks tend to be highly collim-
ated. In the gFEX, large-radius jets can be used to capture the boson or top quark decay
products, whereas in Run 2, algorithms identify significant local energy deposits in a lim-
ited region of interest. Once these large-radius jets are identified, exploiting the internal
structure of these jets allows for differentiation of multi-prong objects from the dominant
single-prong jet backgrounds. Thus the gFEX will allow the efficient identification of boos-
ted objects while maintaining a suitable rate in the expected LHC environment after the
Phase-I upgrade. Figure 3.6a illustrates the large-R jet reconstruction by the gFEX in an
event with top quark produced at high pT. The jet-finding algorithm in the gFEX consists
of building η × φ = 0.6× 0.6 fully overlapping regions, as illustrated in Fig. 3.6b, in order
to maintain high efficiency for multi-jet triggers.
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Figure 3.6: (a) Fully-simulated large-radius jet from a top quark produced at high transverse mo-
mentum. Subjets of a particular category have the same fill color and their extent represents the
subjet active catchment area. Jet constituents are shown as black dots. The red circle represents a
R = 0.4 jet, whereas the black circle represents the triggers provided by the gFEX. (b) Illustration of
the gFEX jet-finding algorithm, building multiple jets of size η × φ = 0.6× 0.6. Note that jets are
allowed to overlap.

Models of new physics often result in final states with stable, invisible particles. These
include many dark matter (DM) models, supersymmetry (SUSY) and beyond the Standard
Model decays of the Higgs boson. Typically, these events are searched for by requiring a
large momentum imbalance, Emiss

T . The Emiss
T in the detector is reconstructed using inputs

of the visible momenta perpendicular to the beam axis. In the Level-1 trigger system, the
Emiss

T is computed using only calorimeter information.

The jFEX has a significant inefficiency for event configurations with multiple jets where
some of the jets are close together such as might be found in tt, Higgs, or SUSY events. This
has been one of the primary motivations to develop the gFEX system and it is illustrated in
Fig. 3.7.

Finally, because of the granularity of the jet constituents at their inputs, the jFEX and gFEX
systems cannot trigger efficiently on jets with pT <50 GeV at HL-LHC. In general, in order
to retain similar acceptance to offline for jets and hadronic tau decays higher granularity
information is required as the pile-up increases so that cluster identification and separation
is not diluted by the effects of pile-up on the fluctuations of the calorimeter energy depos-
itions. Such intrinsic limitations may be overcome by using fine calorimeter granularity
and the implementation of offline-like topological clusters and iterative jet reconstruction
algorithms (e.g., anti-kt). However, the jFEX and gFEX may be used to pre-process events
of interest and restrict the area over which iterative jet-finding is performed.

50



3.2.1 Level-1 Calorimeter Trigger Limitations

 [GeV]jet
T
puncalibrated 

100 200 300 400 500

pe
r-J

et
 E

ffi
ci

en
cy

0.0

0.2

0.4

0.6

0.8

1.0

=80μ=14 TeV s tt
 R=1.0 (5% trimmed)

T
kanti-

>20 GeV
T
p D=0.3 subjet with 

T
k1 

 R>2|<2.5; isolated by 
jet

|

L1_J100 (Run 1 L1Calo sim.)

  1 subjet

  2 subjets

3 subjets

L1_G140

  1 subjet

  2 subjets

3 subjets

ATLAS Simulation

 [GeV]jet
T
puncalibrated 

100 200 300 400 500

Ev
en

t E
ffi

ci
en

cy

0.0

0.2

0.4

0.6

0.8

1.0

=80μ=14 TeV s tt
 R=1.0 (5% trimmed)

T
kanti-

>20 GeV
T
p D=0.3 subjet with 

T
k1 

|<2.5
jet

|

 [GeV]<220
jet

100<m

L1_J100 (Run 1 L1Calo sim.)

L1_HT200 (Run 1 L1Calo sim.)

L1_G140 (seed>15 GeV)

ATLAS Simulation

 [GeV]jet
T
puncalibrated 

100 200 300 400 500

Ev
en

t E
ffi

ci
en

cy

0.0

0.2

0.4

0.6

0.8

1.0

=80μ=14 TeV sbb  lWH
 R=1.0 (5% trimmed)

T
kanti-

>20 GeV
T
p D=0.3 subjet with 

T
k1 

|<2.5
jet

|

 [GeV]<150
jet

100<m

L1_J100 (Run 1 L1Calo sim.)

L1_HT200 (Run 1 L1Calo sim.)

L1_G140 (seed>15 GeV)

ATLAS Simulation

Figure 3.7: Sub-jet reconstruction trigger efficiency turn-on curves for tt̄ events are shown on the
left plot as a function of uncalibrated jet pT. The middle and right plots show the trigger efficiency
curves for tt̄ and WH → lνbb̄ events respectively. The red dots correspond to the results for a gFEX-
like algorithm reconstructing fat jets with pT > 140 GeV while those corresponding to a jFEX-like
algorithm reconstructing jets with pT > 100 GeV are shown by open blue dots.

Forward Jet Triggers

The L1Calo Phase-I system is capable of reconstructing jets in the range |η| < 4.9 but the
granularities of both the jFEX and gFEX is extremely coarse in the forward region (as seen
in Fig. 3.6b). Thus, no Phase-I Level-1 Trigger component is capable of detailed forward jet
reconstruction that is needed to reject pile-up energy depositions in the forward region at
the HL-LHC.

Furthermore, even the Phase-I super cell granularity is rather irregular in the forward re-
gion (3.2 < |η| < 4.9) and particularly coarse in φ. Therefore, forward electron identifica-
tion, jet and missing-energy measurements may degrade significantly due to the excessive
pile-up noise. Figure 3.8 illustrates qualitatively the concept by showing the energy flow in
the first module of the FCal calorimeter by a single jet with pT ∼ 50 GeV (E = 2.6 TeV) at
HL-LHC conditions either (a) using super cell information, or (b) the full granularity of the
FCal detector.

Finally, Fig. 3.9 (see also Ref. [3.10]) illustrates the extent of the challenge of rejecting pile-up
in the forward region. Even with full granularity and offline topological cluster reconstruc-
tion at low pile-up (< µ >= 30), the topoclusters in the FCal tend to merge into a single
cluster. A dedicated trigger solution for Phase-II is needed to optimise the reconstruction
of forward jet trigger objects.
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Figure 3.8: (a): Energy flow of a single jet (with E = 2.6 TeV, pT ∼ 50 GeV) in the EM layer of
the FCal detector at HL-LHC (µ ' 200). The regions indicate the super cell readout granularity
developed for the Phase-I system. (b): Energy flow for the same single jet, but the regions indicate
the full granularity information of the FCal detector. The red circle in each figure indicates the truth
jet position.

Figure 3.9: Number of topoclusters in the FCal for < µ >= 30, with pile-up generated from
overlaid minimum bias data events.
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Figure 3.10: The Phase-I Level-1 muon trigger scheme in the barrel region (|η| < 1.05).

3.2.2 Level-1 Muon Trigger Limitations

The ATLAS muon spectrometer has shown that it is able to achieve good muon identific-
ation and momentum resolution (∼ 10% at 1 TeV). This performance will be maintained
through the HL-LHC.

The Phase-I Level-1 muon trigger is sufficiently selective to provide a rate that would take
a large but not prohibitive fraction of the 100 kHz Level-1 trigger rate and a relatively small
fraction of the proposed Phase-II 1 MHz Level-0 trigger rate. However, the original RPC
and TGC systems are designed for maximum latencies of 6.4 µs and 3.2 µs, respectively,
and for a maximum rate of 100 kHz. These limitations arise from the depth of the readout
buffer to store the hit data before the arrival of the trigger accept signals and also from the
readout bandwidth. The momentum resolution for low-pT muon also limits the system per-
formance, since poorly-measured muons below the trigger threshold have an appreciable
impact on the trigger rates. Furthermore, there are limitations on the muon acceptance and
efficiency, as described below.

Level-1 Muon Triggers in the Barrel Region

The Muon trigger in the barrel region (|η| < 1.05) is based on three trigger stations. Two
stations are used for low-pT (6-10 GeV) muon triggers, while the third station is used in
addition for high-pT (8-40 GeV) triggers as shown in Fig. 3.10.
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3.2 Features and Limitations of the Run 3 Level-1 Trigger System

Each station is composed of two detector planes, and each detector plane is read out in two
orthogonal projections, η and φ, that will be referred to as the bending and non-bending1

projections, respectively. The muon trigger pT resolution is dominated by the information
read out from the detectors in the bending projection. However, the information in the non-
bending view helps to reduce the background trigger rate from noise hits in the chambers
produced by low-energy photons, neutrons and charged particles, as well as localising the
track candidates in space as required for the HLT trigger. In addition, the trigger chamber
information in the non-bending view provides a second coordinate measurement for off-
line reconstruction of muons (the precision chambers give information only in the bending
projection).

The basic principle of the muon trigger identification algorithm in Phase-I is to require a
coincidence of hits in the different chamber layers within a road. The width of the road is
related to the pT threshold to be applied. Space coincidences are required in both views,
within a time window close to the bunch-crossing period (25 ns). The coincidence require-
ment allows for missing layers due to detector inefficiencies, dead regions, etc. For the
low-pT trigger, hits are required within the road in at least three of the four layers, in each
of the two projections. For the high-pT trigger, an additional requirement is made, demand-
ing hits in at least one of the two layers in each of the two projections of the third station. A
system of programmable coincidence logic allows concurrent operation with a total of six
thresholds, three associated with the low-pT trigger and three associated with the high-pT
trigger. Each of the six thresholds is independently programmable.

The muon efficiency for muons with pT > 25 GeV is only ∼ 70% in the barrel (|η| < 1.05),
as illustrated in the left plot of Fig. 3.11, based on Run 2 data. This is, by design, limited by
the presence of the ATLAS mechanical structure of the air toroid in the barrel. However, it
is well below the desired efficiency of 95% that has been achieved with the electron trigger.
An additional intrinsic RPC inefficiency may originate from the reduction of the electric
field in the gas volume, aimed to reduce the effects of chamber ageing, the use of new
low greenhouse-effect mixture, and the inaccessibility of chambers for repairs. The Muon
Phase-II upgrade [3.3] introduces a Barrel Inner (BI) layer in the central region, presenting
an opportunity for a new flexible trigger logic that does not require the strict 3-out-of-3
chamber coincidence present in the Phase-I system.

Level-1 Muon Triggers in the Endcap Region

The Phase-I Level-1 muon trigger in the endcap region (1.05 < |η| < 2.4) combines TGC
muon trigger information with that from the NSW, which is composed of small-strip TGC
(sTGC) and Micromega (MM) chambers. A schematic representation of the algorithm is
shown in Fig. 3.12. The TGC muon segment is primarily seeded on track segments in the
TGC chambers of the middle muon station, located after the endcap toroid magnet. The

1 However, for central muons there is some bending even in the “non- bending projection".
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Figure 3.11: Product of geometrical acceptance and efficiency as a function of pT as measured in
an offline analysis for the present Level-1 and HLT single-muon trigger, for the barrel (left) and the
endcap (right) regions. “L1 MU20" labels the Level-1 muon trigger with a pT > 20 GeV threshold.
The blue points show the fractions of muons that were reconstructed by the HLT as isolated muons
with pT > 26 GeV or as non-isolated muons with pT > 50 GeV. The red points show the fraction of
Level-1 triggers that pass the HLT trigger requirements.

endcap muon trigger object is formed by matching the track positions of the TGC and NSW
muon candidates; this correlation substantially suppresses the rate of fake triggers due
to background particles emerging from the endcap toroids and calorimeters. The muon
trigger object pT is determined by the angle of the segments with respect to a straight line
pointing to the nominal interaction point.

The strategy for separating trigger and precision-measurement muon detectors has been
very successful, but carries a limited momentum measurement resolution of muon candid-
ates passing the pT nominal threshold. Consequently, the Phase-I system has a low rejec-
tion of muons below threshold. The limitation primarily arises from the short latency in the
Phase-I system; a longer latency would allow for inclusion of the MDT trigger information,
thus improving the momentum resolution and reducing the muon rate.

The detector layout in the transition region between the barrel and the endcap regions of
the muon spectrometer, at 1.0 < |η| < 1.3, has a complicated structure due to the presence
of the barrel toroid magnets. About 70% of the transition region in azimuth is covered by
the EIL4 TGC doublets and the EIL4 MDT chambers, corresponding to the large sectors
of the spectrometer in-between barrel toroid coils. In small sectors, integrated chambers
(BIS78), with RPC and Small-diameter Monitored Drift Tube (sMDT) detectors for trigger
and tracking respectively, are installed as part of the ATLAS Phase-I upgrade programme.
The trigger logic is different between the systems based on the BIS78 RPC and the EIL4
TGC chambers. In the case of the BIS78 RPC triplet chambers, a majority logic of 2-out-of-3
layers can be applied. In the case of the EIL4 TGC doublets, the only possible choice is a
logical OR of the two layers. In either cases the trigger information is combined with the
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Figure 3.12: Block diagram of the endcap Trigger in Phase-I

endcap TGC information and with the information of the outer layer of the Tile Calorimeter
to form an additional coincidence.

As shown in the right plot of Fig. 3.11, based on Run 2 data the muon efficiency for muons
with pT > 25 GeV is ≈ 85% in the endcap (1.05 < |η| < 2.4), also below the electron trigger
efficiency.

Level-1 Di-muon Triggers

Heavy flavour physics (e.g. Bs → µ+µ−) is a particular challenge for the TDAQ system,
since it depends critically on low pT thresholds in the di-muon trigger. Low di-muon
thresholds, in addition to topological selections such as invariant mass and angular criteria,
are of paramount importance to maintain sensitivity to B-meson decays.

The selection of close-by muon candidates in the trigger is a particular challenge; a required
separation of ∆η×∆φ = 0.2× 0.2 between two trigger muon candidates results in dramatic
inefficiencies for Bs → µ+µ− and Bs → J/ψφ, as shown in Table 3.2.

Distributions of the ∆η vs. ∆φ for the two muon candidates in Bs → µ+µ− and Bs → J/ψφ

decays are shown for four muon thresholds respectively in Figs. 3.13 and 3.14. Figure 3.15
shows the fraction of events where the two final state muons are separated by less than
∆η × ∆φ = 0.2× 0.2 (Phase-I granularity of the di-muon trigger) as a function of the muon
pT thresholds.
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Table 3.2: Di-muon trigger inefficiencies due to a required separation of ∆η × ∆φ = 0.2× 0.2 in
the trigger, for several trigger muon pT thresholds.

trigger muon
threshold inefficiency

pT,1 pT,2 Bs → µ+µ− Bs → J/ψφ

6 GeV 4 GeV 0.5% 5.7%
6 GeV 6 GeV 1.2% 13.7%

10 GeV 6 GeV 2.3% 23.1%
10 GeV 10 GeV 8.2% 58.8%
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Figure 3.13: Angular separation of muon candidates for Bs → µ+µ− decays as a function of di-
muon trigger pT thresholds.
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(d) Trigger muon pT,1 > 10 GeV, pT,2 > 10 GeV.

Figure 3.14: Angular separation of muon candidates for Bs → J/ψφ decays as a function of di-
muon trigger pT thresholds.

3.2.3 Level-1 Topological Trigger Limitations

The original L1Topo system was designed to perform topological trigger algorithms for
Run 2. These algorithms incorporate the geometric and kinematic relationships between
trigger objects, such the angular separation between a trigger muon candidate and a jet.
Similar functionality will be employed for the Run 3 L1Topo system. For Run 2, the L1Topo
system sent only simple flags to the CTP, indicating the results of individual algorithms;
multiplicity information for electrons/photons, taus and jets, was provided separately by
L1Calo. For Run 3, L1Topo will provide multiplicities of trigger objects passing the require-
ments of certain algorithms. In order to make the Run 3 L1Topo compatible with the L1Calo
FEX modules designed for Run 3, this system will accommodate a larger number of inputs
and more resourceful FPGAs.
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Figure 3.15: Fraction of events where the two final state muons are separated by more than ∆η ×
∆φ = 0.2× 0.2 as a function of the muon pT thresholds.

However, the Run 3 L1Topo architecture cannot accommodate the required number of fibre
inputs (O(2000)) to be able to take advantage of the full granularity calorimeter inform-
ation and high-resolution full-detector muon system information that will be provided by
the Phase-II detector upgrades. Furthermore, the Run 3 L1Topo cannot handle the number
of expected trigger objects in the high-pile-up environment in Run 4.

3.2.4 Level-1 Trigger Menu up to Run 3

An example of how the Level-1 trigger menus have evolved through Run 1 and Run 2, and
how they will evolve to cope with the LHC conditions after the Phase-I upgrades (Run 3)
is given in Table 3.3. The Run 1 and Run 2 menus have been used in the 2012 and 2015 data
taking for the LHC fills with the largest luminosity delivered. The Run 3 menu is expected
to evolve as more sophisticated algorithms are being developed, some of which have been
documented in the TDAQ and in the companion LAr Calorimeter Phase-I TDR [3.6][3.7].
The thresholds and the rates in the Run 3 column assume an instantaneous luminosity of
3×1034 cm−2 s−1 and

√
s = 14 TeV, corresponding to 〈µ〉 ' 80.

In general a Level-1 trigger item in Table 3.3 is indicated by a “signature” key, i.e. “EM”
for electrons and photons, “MU” for muons, “TAU” for taus, “J” for jets and “XE” for Emiss

T
triggers, followed by the object’s online threshold, and by a generic key indicating whether
further algorithms have been applied to improve selectivity as follows: an “H” denotes
hadronic isolation, i.e. limiting the energy deposition in the hadronic calorimeter; an “I”
indicates electromagnetic isolation (denoted by “I”), i.e. the object has passed selection if
the energy deposited in a fixed-size cone in the electromagnetic calorimeter around the
object’s is below a given value; “R” indicates the use of a shower shape algorithms in the
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3.2 Features and Limitations of the Run 3 Level-1 Trigger System

electromagnetic and τ-triggers (possible only after the Phase-I upgrades); a “V” denotes
varying thresholds with η to account for energy loss. Finally, “L”, “M”, “’T” denote loose,
medium, and tight criteria depending on the values of the isolation thresholds applied.

A comparison among the three menus unveils the general strategy adopted in the past
several years and planned for Run 4:

• Maintain thresholds sufficiently low to maximise signal acceptance for all the relev-
ant electroweak signatures with leptons, allocating approximately 50-60% of the total
bandwidth to single and di-lepton triggers.
• Control rates increasing with luminosity by deploying more sophisticated algorithms.

For example, applying isolation to lepton trigger objects and implementing discrim-
inants based on shower shape in the calorimeters.
• Adapt to the different luminosity conditions and optimise the menu items for had-

ronic signatures and topological triggers for the remaining ∼40% Level-1 bandwidth.

More specifically for each signature:

• Selection based on shower shapes allows the offline threshold to be maintained around
30 GeV to be compared to the 25 GeV for single electrons in Run 1.
• During Run 2, before the introduction of the NSW, one may be able to maintain a

trigger threshold of 20 GeV, but only by significantly cutting bandwidth from other
triggers, such as those in the topological processor. After the Phase-I upgrade, there
will be additional bandwidth available to design many specialised topological trig-
gers.
• The Phase-I improvements will maintain approximately the offline thresholds of the

di-tau triggers to 40 GeV, crucial for example for the reach of the H → øø analysis,
and will contain the threshold increase on the single τ-trigger.
• In Table 3.3 it has been conservatively assumed that the jet thresholds and rates will

be unchanged, but it is expected that after the Phase-I improvements, the offline Emiss
T

cut can be lowered from 250 GeV to 200 GeV [3.7].

Up to 256 menu trigger items were available in Run 1 and up to 512 are and will be available
in Run 2 and Run 3. While the limitation of 512 items is not problematic, there are other
reasons for replacing the CTP in the Phase-II upgrade, and additional flexibility in the menu
would be highly desirable for Run 4 and beyond to benefit from enhancements elsewhere
in the system. Only a few representatives of the trigger items are shown in Table 3.3. They
correspond to the lowest, i.e. smallest pT threshold, unprescaled triggers of the principal
single and di-object signatures. The total bandwidth allocated to a signature, as indicated in
Table 3.3, is only an approximated value because of the existing correlations and recurring
overlaps among different triggers that needs to be taken into account. A single energy
deposition can give rise to several triggers that overlap in the same region of φ and η, for
example, deposition of energy in the electromagnetic layers of the calorimeter can cause
overlapping EM, tau and jet triggers. There is no overlap removal in the Level-1 trigger
between multi-objects, except for some specialised instances in the topological processor.
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3.2.4 Level-1 Trigger Menu up to Run 3

Table 3.3: Level-1 Trigger menus for used configurations during Run 1 and Run 2, and example
menu for Run 3. The offline thresholds typically correspond to the point at which the trigger effi-
ciency turn-on curve reaches 90-95% of its plateau value. The items listed in this table assume no
overlap removal.

Run 1 Run 2 Run 3
Run No. 215414 Run No. 332303
Date Nov 2012 Date Aug 2017
L [× 1034cm−2s−1] 0.73 L [× 1034cm−2s−1] 1.7 L [× 1034cm−2s−1] 3
〈µ〉 34 〈µ〉 48 〈µ〉 80
nbunches 1368 nbunches 2544

Offline pT Offline pT Offline pT
Threshold

[GeV]
Rate
[kHz]

Threshold
[GeV]

Rate
[kHz]

Threshold
[GeV]

Rate
[kHz]

EM18VH 25 19 EM22VHI a 27 27.8 EM25VHR 32 14
EM30 37 7.3 EM80 100 2.5
2EM10VH 2×17 6.5 2EM15VHI 2×18 1.7 2EM12VHR 2x19 5.0

EM total ∼25 ∼30 ∼20

MU15 25 9.3 MU20 27 15.5 MU20 25 15
2MU10 2×12 0.8 2MU10 2×15 1.8 2MU11 2x13 4.0
2MU6_MU10 8,12 1.9 2MU6_MU10 8,12 5.2

Muon total ∼20 ∼22 ∼19

EM10VH_MU6 17,6 2.9 EM15VH_MU10 18,15 2.0 EM10VHR_MU10 17,12 3.0

TAU40 100 5.5 TAU100 170 1.2 TAU80VR 180 3.2
TAU60_2TAU40 140,100 2.8 2TAU40VR 2x100 3.9

2TAU11I_TAU15 30,40 13.6 TAU20IM_2TAU12IM_4J12 40,30,40 3.2 2TAU15VR_3J15 2x40,50 8.1
TAU15_XE35 40,80 2.5 TAU20IM_ TAU15VR_

2J20_XE45 50,2x60,100 2.4 XE40_3J15 40,90,50 5.0

Tau total ∼20 ∼10 ∼20

J75 150 2.1 J100 460 3.3 J100 200 7.0
J100 235 b

4J15 4×55 1.8 3J50 120 0.5
4J15 4x45 c 5.0 4J25 4x60 3.3

J75_XE40 150,150 8.3
XE40 120 5.2 XE50 200 5.0 XE70 200 13
Jet/Emiss

T totald ∼10 ∼14 25

Topological triggers - ∼5 ∼15

Total ∼75 ∼75 ∼100

a Isolation is not required for electromagnetic clusters with ET above 50 GeV.
b Single b-jet trigger.
c Trigger requiring four b-jets and operating below the efficiency plateau of the Level-1 trigger.
d Emiss

T triggers in the Run 1 menu are assumed to be vetoed on the first 3 bunches to avoid huge bunch train
effects giving a 15% inefficiency. Also for Run 1 some of the offline jet thresholds were set at the point where
the efficiency reached 99% of its plateau value.

For example, the trigger TAU20IM_2TAU12IM_4J12 is designed to trigger events with four
jets, and two (medium) isolated taus, where the taus may also satisfy the jet triggers.
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3.2 Features and Limitations of the Run 3 Level-1 Trigger System

Table 3.4: Level-1 pT thresholds of few key lepton triggers at the Phase-I luminosity and at the
planned peak HL-LHC luminosity of L = 7.5× 1034 cm−2s−1 assuming the Phase-I system with
no upgrade. The second column indicates the Run 3 estimated rates. The thresholds indicated in the
third column are the ones required to satisfy a maximum of ∼ 100 kHz Level-1 trigger rate that the
Phase-I system can sustain.

Trigger Level-1 pT Threshold [GeV] Level-1 Rate Level-1 pT Threshold [GeV]
at L = 3× 1034 cm−2s−1 [kHz] at L = 7.5× 1034 cm−2s−1

isolated single e 32 14 50
di-e 19 5 35
single µ 25 15 40 (with low efficiency)

Without an upgrade of the TDAQ Phase-I system, the expected trigger rates at a peak lu-
minosity of L = 7.5 × 1034 cm−2s−1 are incompatible with the Phase-I readout system.
Table 3.4 shows for a few key signatures the Level-1 pT trigger thresholds in Phase-I and
the equivalent in Phase-II if we were to keep the Phase-I readout system with the required
maximum Level-1 rate of 100 kHz. It can be observed that pT thresholds would need to be
increased significantly thus affecting the physics potential of ATLAS. Equivalently, the total
trigger rate corresponding to the Phase-I pT trigger thresholds would result in a factor of 10
times the allowed rate for the Phase-I readout system.

To maintain the single-electron and single-muon trigger rates at the levels achieved in Runs
1 − 3, leaving sufficient bandwidth for other important triggers in the trigger menu, the
thresholds for these key triggers would have to be more than 50 GeV for electrons and more
than 40 GeV for muons, as shown in Fig. 3.16. These high thresholds would significantly
degrade the potential for the physics programme planned for Run 4, as shown Section 2.1.
Furthermore, the improvements expected for tau lepton triggers from the Phase-I Level-1
calorimeter upgrade will be insufficient in Run 4, severely impacting the physics accept-
ance.

3.2.5 Limitations in the Level-1 CTP and TTC systems

The CTP that was installed at the start of Run 2 will support the Phase-I system through
Run 3. However, it is not adapted to the technical requirements of Run 4, such as providing
readout at rates of 1 MHz or beyond, and driving the new TTC system.

The TTC system that will be used up to the end of Run 3 was conceived in the 1990s and
is constrained by the technology that was available at that time. With a line rate of only
80 Mb/s, its capabilities for transmitting data with each positive trigger decision are limited.
For this reason, for example, it relies on local counters in the front-end receiver ASICs for the
detection of synchronisation errors. This and other considerations led ATLAS to envisage
a much improved system that would be provided to all detector systems in the Phase-II
upgrade, that would also be capable of supporting a two-level trigger scheme.
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Figure 3.16: Single-lepton trigger rates at Level-1 versus pT threshold expected with the Phase-I
trigger system at a luminosity of L = 7.5× 1034 cm−2s−1 as extrapolated from Run 2 data. Left
plot electron rates and right plot muon rates.

The Run 2 trigger menu uses 406 inputs and 501 items, including triggers for monitoring,
control samples, etc. At most about 250 out of the 501 items are enabled concurrently. It
is convenient to implement a large trigger menu in which only a subset of the items is
actively used at any given time, allowing rapid switching according to the instantaneous
luminosity, and simplifying monitoring and offline use of trigger information. Noting that
the CTP needs to be replaced for other reasons, it is clearly prudent to foresee support for
larger trigger menus from Run 4. This will give flexibility to benefit from enhancements
elsewhere in the trigger system, to profit from new ideas for triggering, and to react should
new physics require additional trigger items.

3.3 Limitations of the Run 3 DAQ System

As discussed earlier in this chapter, the detector electronics readout is one of the main limit-
ations of both the Run 3 trigger and DAQ systems. Furthermore, the readout and Dataflow
components of the Run 3 DAQ system do not have the flexibility or scalability required to
cope with the factor of more than twenty increase in bandwidth expected in Run 4 condi-
tions. This large increase in bandwidth results from the increased event size and higher
data rates, as discussed in this section.

3.3.1 Detector Readout

Most of the present detector readout and trigger elements have hard limits on the maximum
first-level trigger latency and rate they can operate, and therefore they have to be replaced
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Figure 3.17: Block diagram of the FEB architecture, depicting the data flow for four of the 128
readout channels per FEB. The shaped signals are sampled at the LHC bunch crossing frequency of
40 MHz by Switched Capacitor Array (SCA) analog pipeline chips, which store the signals in analog
form during the Level-1 trigger latency. The limitation on the maximum latency is coming from the
SCA.

for operation in Phase-II. Only some of the on-detector front-end electronics will remain in
limited cases, such as the LAr Calorimeter cold electronics in the Hadronic Endcaps and the
RPC front-end electronics for the middle and outer stations. Note that systems designed for
Phase-I have been designed with the aim of being used without modification in Phase-II.

Front-end Pipeline Limitations The original ATLAS requirements for on-detector front-
end electronics stipulated that detector signals were sampled at the LHC bunch crossing
frequency of 40 MHz. These original requirements also stated that signals must be stored
during the latency of the Level-1 trigger of up to 2.5 µs (100 bunch crossings), and for
triggered events, that the readout must be accomplished without significant dead-time for
a maximum mean Level-1 trigger rate of 75 kHz. The radiation tolerance issues required
that all electronics components selected for use on the detector be subjected to an extensive
radiation qualification process. This led to the development of a number of custom AS-
ICs in specialised, radiation-tolerant semiconductor processes, and to a very limited use of
commercial components. The specifications of these ASICs were pushed to the limits of the
technology available at the time. However, these original specifications are a limiting factor
for the detector front-end electronics (with the exceptions listed above).

One example is the LAr calorimeter front-end electronics system, which includes Front End
Boards (FEBs) that perform the amplification, shaping, sampling, storage, digitisation, and
readout of the calorimeter signals. In Fig. 3.17 the block diagram of the LAr FEB shows
the main limitation on the maximum allowed latency due to the analog pipeline, which
stores the shaper output samples for a maximum latency of 144/40 MHz = 3.6 µs. Similar
limitations are built-in for all detector front-ends and they can be overcome only through
re-design and by building new readout systems.

Deadtime Limitations Given the latency involved in propagating BUSY signals, some
form of complex deadtime is mandatory, e.g. leaky bucket or sliding window described
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below. This is in addition to the simple deadtime where a minimum time interval between
successive L1As signals is required. The goal foreseen up to Run 3 was to achieve less than
2% deadtime on each detector readout system. Several Level-1 Trigger complex deadtime
algorithms have been investigated as a protective measure for shaping the Level-1 dead-
time; the two most successful algorithms implemented to date are:

“Leaky Bucket” algorithm This algorithm is driven by the data integrity versus latency.
Even varying the algorithm parameters, the deadtime depends steeply on the trigger
rate. This algorithm is best suited for detectors, like LAr, where constraints are based
on whole event buffers (fixed-size event fragments).

“Sliding window” algorithm This algorithm is more suited for detectors, like Pixels, where
the event fragment size distribution matters, with very rare large event fragments.

Deadtime estimations and measurements from Run 2 are shown for LAr and Pixel detectors
in Fig. 3.2, where the effectiveness of the protection with different parameter settings is
shown. A very steep increase in deadtime can be observed when the Level-1 output rate
increases over 100 kHz. This is a hard limitation due to design issues which are explained
in the next subsection, which may be overcome only by re-designing the detector readout
systems.

Readout Bandwidth Saturation Figure 3.18 shows the number of minimum bias interac-
tions per crossing at which the occupancy of the readout link of each detector will exceed
a 90% threshold during the 2017 Run 2 data as function of pile-up. Notice that already
during the Run 2 operations, the Transition Radiation Tracker (TRT) will start saturating
the bandwidth available, and most of the inner detector will start saturating the readout
during the Run 3 data taking. The hard limitation is due to the bandwidth limit (S-Link
@ 1 Gbps by design) of the readout link between the ROD and the ROS systems used by
the detectors. Furthermore, the ROD/ROS technology is not viable for the readout system
of all the detectors at the HL-LHC. A different approach based on modern technologies is
needed.

Beyond the ROL occupancy limitation, the ROS is currently limited to a maximum readout
fraction of ∼50%. In order to achieve a higher readout fraction, the firmware of the Peri-
pheral Component Interconnect Express (PCIe) card would need to be rewritten. The next
bottleneck to be solved would be the CPU processing speed, and the networking would
ultimately limit the readout bandwidth.

3.3.2 Dataflow, Storage and Networking

The estimated event size for each detector system during the Run 3 operations after the
Phase-I upgrades is estimated by a linear regression of the Run 2 data as shown in Fig. 3.19.
This estimate is summarised in the second column in Table 3.5 while the third column
shows the event size as estimated by each detector at the ultimate luminosity during the
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Figure 3.18: Number of interactions per crossing (“pile-up") at which 90% of the ROL occupancy
for each ATLAS detector system is reached. The density scale indicates the maximum Level-1 trigger
rate.

HL-LHC operations. The large increase of the Pixel event size in Phase-II with respect to
Phase-I is due to the higher detector occupancy and the significant increase of detector
readout channels. A total event size of 5.2 MB is estimated in Run 4. Note that there is ∼0.1
MB included in the TDAQ size for both Run 3 and Run 4, to accommodate the data from
LAr trigger electronics, since super cell information from LAr is needed for the validation of
the L1Calo FEX trigger logic. Furthermore selected ADC data further allows confirmation
of energy assignment to individual bunch crossings.

For the Run 3 system, the network and storage resources have been determined using the
trigger/readout parameters described in Table 3.1. There are no intrinsic limitations in the
network and storage systems, which fully scale linearly with the parameters of the trigger
and readout architecture of Table 3.1 and with the average event size. Therefore, the size of
the system would have to be increased by a factor of approximately 2.5 just to account for
the increase in event size expected in Run 3 compared to Run 4. This is without considering
the additional increase in rate.
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ATLAS  Run 2

Figure 3.19: Run 2 event size (in kB) as a function of the number of interactions per bunch crossing
(“pile-up"). A linear fit is applied in order to extrapolate to the Run 3 conditions after the Phase-I
upgrades. Note that the extrapolation does not include the event size of the new detector systems to
be introduced at the Phase-I upgrade, which is expected to contribute≈0.7 MB in addition, at pileup
of 80.

Table 3.5: Average Event Size (before HLT selection) as extrapolated from Run 2 data to the Phase-I
conditions (including the new detector systems introduced by Phase-I upgrade), and estimated by
the detector systems after the Phase-II upgrades. Forward detectors are not listed since the associated
event size is negligible.

Detector System
Extrapolated Data Size [MB]
Phase-I Phase-II

Pixel 0.3 2.4
Strip 0.2 0.5
TRT 0.5 -
LAr 0.7 0.7
Tile 0.1 0.2
Muon 0.5 0.8
TDAQ 0.6 0.6
Total 2.9 5.2
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3.4 Limitations of the Run 3 HLT System

The Run 3 HLT system will not be able to cope with the increased event input rate and
the rise in algorithm execution times resulting from the increased level of pile-up at the
HL-LHC. Furthermore, the hardware-based tracking system in Run 3 has been designed to
cope with the pile-up conditions and Level-1 trigger rate of the Phase-I TDAQ system, and
cannot perform at the same rate with the same efficiency in the HL-LHC.

3.4.1 Estimates of Rejection Factors in the Run 3 HLT

For the HLT system to provide sufficient background rejection and reasonable rates, it is
necessary to implement physics analyses requirements in the HLT. Therefore, the quality of
trigger object reconstruction in the HLT needs to approach that of the offline reconstruction.
This statement is true for all objects including leptons, (b-tagged) jets, and Emiss

T . Thus
full-event reconstruction in the calorimeters and tracking is required for most events that
pass a single-electron selection. Additionally, at HL-LHC conditions where much of the
offline-like selection will be implemented in the hardware-based Level-0 trigger system,
background rejection becomes even more challenging.

Table 3.6, extracted from [3.6], shows the rejection at the HLT for single-lepton and di-τ
triggers during Run 1 and Run 2, and the expected rejection in Run 3 after the Phase-I
upgrades. As the pile-up increases, the HLT selection will be pushed at the limit to maintain
reconstruction efficiency and rejection capability: (i) selection parameters will be tuned and
optimised with respect to luminosity (e.g., noise thresholds), (ii) object isolation will be
tightened for all the trigger signatures, and, (iii) selection algorithms at the HLT will be
made very similar or identical in performance to the offline reconstruction algorithms.

Therefore, an overall rejection of ' 100 at HLT will be a limiting value during the Run 3
data taking, and a target value for the Phase-II upgrades.

3.4.2 Fast Tracking

In the expected high pile-up environment, charged particle tracking can greatly assist in
identifying trigger objects. However, tracking algorithms are challenging with respect to
processing time; as shown in Fig. 3.20, the processing time for the existing HLT software
tracking increases faster than linearly with luminosity, making it prohibitively expensive to
run on every event.

A dedicated hardware-based tracking system has been installed in ATLAS in Run 2: the
Fast TracKer system (FTK), that will continue to operate in Run 3. It is a massively parallel
hardware system using tracking information from a region |η| < 2.5 and designed to cope
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Table 3.6: Examples of background rejection factors at the HLT. The first column gives the rejection
of the HLT achieved in Run 1 and Run 2. The second column gives the expected rejection if the
Run 1/2 selection criteria were run on the Phase-I Level-1 output. The third column gives the
fraction of Run 1/2 events which are selected by the corresponding offline selection. The last column
gives the desired rejection factor of the HLT in Phase-I. Because of the high purity of the single-object
triggers, additional rejection must be obtained using event properties such as jets reconstructed in
the HLT.

Run 1/2 selection Run 1/2 selection Run 1/2 fraction Phase-I
used at Phase-I selected offline (stipulated)

Signature HLT rejection HLT rejection HLT rejection
single-e 180 60 ∼ 80% 60
single-¯ 80 25 ∼ 95% 25
di-ø 500 250 ∼ 70% 300

Figure 3.20: The trigger track reconstruction time for the beamspot trigger for simulated 14 TeV
tt events with 46, 69 and 138 interactions per bunch crossing with the Run 2 detector simulation,
measured on a 2.4 GHz Intel Xeon CPU. The software version used corresponds to the 2016 online
trigger system. Statistical uncertainties are shown. A second-order polynomial is fitted to the points.

with an average pile-up of µ ' 80 and at a L1A rate of 100 kHz [3.9]. The FTK is based on
the CDF Silicon Vertex Trigger [3.11][3.12] and much of it is VME-based.

The expected Run 4 conditions will lead to higher occupancy in the ITk, which would res-
ult in an increase in the dataflow (considering the event size and the rate increase) by more
than a factor of 20 into the FTK. Furthermore, the event complexity due to pile-up would
significantly increase the processing power requirements for the pattern-matching stage in
the Associative Memory (AM) chips and on the processing FPGAs that fit the track candid-
ates. Processing events with µ '140-200 would lead to long tails in the event processing
time distribution, which intrinsically limit the maximum operating rate of FTK well below
the 100 kHz L1A rate. To compensate for this, the processing time could be reduced, and
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3.4 Limitations of the Run 3 HLT System

Table 3.7: Maximum Level-1 processing rate of the FTK system and reconstruction efficiency for
tracks with pT above 1 GeV during the Phase-I and HL-LHC data-taking conditions. To recover
100 kHz processing rate during the HL-LHC the reconstruction efficiency required for tracks needs
to be loosen to 60%.

Parameter µ = 80 µ = 200
Max. Processing Rate [kHz] 100 5 100
Efficiency (for tracks with pT > 1 GeV) ∼90% ∼90% ∼60%

the tail in the distribution suppressed, by relaxing the requirements on the reconstruction
efficiency for tracks with pT above 1 GeV.

Table 3.7 summarises the FTK performance in the configuration optimised for Phase-I data
taking and a crude estimation when the same configuration is used in a HL-LHC-like en-
vironment at 100 kHz Level-1 trigger rate. To maintain an efficiency of ∼90% on tracks
with pT above 1 GeV, the FTK would need to operate on only 5% of the events (equivalent
to 5 kHz trigger rate in this case). Alternatively, the reconstruction efficiency would need
to be relaxed to 60% to be able to run FTK on all the 100 kHz Level-1 triggered events. In
order to get a reasonable efficiency, the track pT requirement would need to be raised to
∼10 GeV.

This limitation in the FTK performance impacts the trigger selection of hadronically de-
caying τ leptons, b-tagged jets, single-jet events, multi-jet events, and Emiss

T , as described
below.

3.4.3 Features and Limitations of Event Selection in the Run 3 HLT

The Run 3 HLT menu is designed for a peak output rate of 1.5 kHz (an average rate of
1 kHz) with∼2/3 of that allocated for leptonic triggers and∼1/3 for hadronic triggers. For
single-lepton triggers, the production of W and Z bosons provides an important constraint
on the HLT trigger menu. The goal of the Run 3 physics programme is not necessarily to
collect as many single W and Z bosons as possible, but rather to use them to trigger physics
processes such as associated Higgs production (WH and ZH) with minimal bias. This is
achieved by postponing additional trigger selections except for those on the single lepton
until the full detector information is available at the HLT. At the luminosities expected in
Run 3, the total rate of electrons and muons from W boson decays is approximately 1.2 kHz,
which by itself would saturate the allowed HLT output rate. The rate of full reconstruction
for electron and muon events is expected to be 2.5 kHz. About 50% of these electrons and
muons are inside the trigger acceptance, but even electron and muon selections with very
tight isolation requirements at the HLT have considerable background from heavy quark
decays and fake jets, raising the rate by a counterbalancing factor of two. Thus additional
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rejection can be achieved by including additional event information (such as the presence
of jets reconstructed in the HLT).

In the Run 3 HLT, the hadronic τ reconstruction strategy has two components. The first
component is a simple selection based on the numbers of FTK tracks in a core and an
isolation cone, defined with respect to the highest-pT track in the tau RoI (as described
in Ref. [3.9]) to do a fast rejection. The second component is a more sophisticated algorithm
involving topological clusters and tracks, mimicking the offline multivariate selection. Ad-
ditionally, FTK tracks can be used to do full-scan tau finding to recover inefficiencies due
to the relatively high tau pT threshold at Level-1. Final states involving hadronically de-
caying τ leptons predominantly have at least two trigger objects in the final state, allowing
for very large rejection factors, as can be seen in Table 3.6. Therefore, it will generally be
unnecessary to add objects beyond those used to seed the triggers at Level-1 in order to
obtain low HLT output rates. Similarly, multi-object tau triggers with electrons and muons
will have high rejection rates and will not require the identification of additional objects in
the HLT.

The identification of jets arising from b-hadrons is a powerful tool for background rejection
that is only available in the HLT. Historically, b-tagging algorithms were a large consumer
of HLT CPU time. To maintain the same relative CPU usage as the rate of pile-up increases,
the pT threshold of b-tagged jets must be raised to compensate for the increase in the num-
ber of jets present in the events and the more complicated pattern recognition task. By
removing the pattern recognition and track-fitting step, the FTK allows the HLT to process
many more RoIs for b-tagging. FTK tracks can be used directly by the tagger, or they can
first be refit with the HLT fitting algorithms to improve the track parameter resolutions.
In Ref. [3.9] it was shown that simple, pile-up-robust FTK b-tagging algorithms could be
developed with only modest decreases in efficiency with respect to offline taggers.

For generic single-jet triggers and multi-jet triggers, full calorimeter readout allows more
accurate determination of jet energies using the full offline jet calibration procedure, in-
cluding pile-up suppression and correction. This allows the HLT thresholds to be placed
very close to the offline ones. The full readout also allows iterative event-level jet-finding
algorithms, such as the anti-kT algorithm, to be used. This requires that the HLT supports
the full calorimeter readout rate in excess of 20 kHz, and that sufficient CPU resources are
available for the topological clustering of the calorimeter information, as well as calibration
close to what is used offline.

The most important of the hadronic triggers in the initial running at the LHC has been
the Emiss

T trigger, which has figured prominently in the Higgs analyses (e.g. ZH → νν̄bb̄
as discussed in Section 2.6), as well as in the majority of the SUSY and Exotics analyses
with hadronic final states. In Run 2 and Run 3, the expected increase in pile-up will in-
evitably degrade Emiss

T performance and also lead to a large increase in soft jets from pile-
up. Sophisticated pile-up-suppression techniques will be used at the HLT, and FTK tracks
can be used to improve the calibration of the reconstructed jets in the trigger. For generic
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3.4 Limitations of the Run 3 HLT System

Emiss
T triggers, and for combined jet and Emiss

T triggers, the HLT must closely match to the
offline algorithm to maximise the overlap of events selected by the two algorithms. The
Emiss

T threshold for a generic Emiss
T algorithm will have to be approximately a factor of 2 or

2.5 higher than the Level-1 threshold to obtain a factor of 100 rejection. It is anticipated
that there will be a large number of specialised HLT algorithms seeded from Level-1 Emiss

T ,
which are based on jets (with and without b-tagging applied) that can have Emiss

T thresholds
closer to the Level-1 thresholds. For example, offline Emiss

T -based algorithms typically ap-
ply requirements on the direction of the Emiss

T relative to hard jets in the event which can be
implemented at the HLT.
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4 Architectural and Functional Requirements

The upgraded TDAQ system shall allow for the broad physics programme planned for the
HL-LHC, as described in Chapter 2, while maintaining the flexibility needed for standard
triggers, exotic object triggers and the potential to respond to changing priorities. As de-
scribed in [4.1], the Phase-II upgrade programme for the ATLAS detector contains a variety
of improvements, such as extended coverage in the forward region for electrons, muons
and charged particle tracks. ATLAS has come up with a consistent set of parameters for
the design and implementation of the Phase-II upgrade for the subdetector systems and
TDAQ. These are documented in an internal FE Interface Requirement Document [4.2],
which defines also a formal approval process and revision control to ensure coherency.

This chapter is organised as follows. The detector improvements foreseen in Phase-II that
impose constraints on the Phase-II TDAQ system are described in Section 4.1. Section 4.2
includes a summary of the Level-0 trigger requirements. The requirements driving the
technical design of the Data Acquisition are described in Section 4.3. And finally, Section 4.4
describes the requirements on the EF system.

4.1 Constraints from the Detectors

4.1.1 New Inner Tracker

The new ATLAS Inner Tracker (ITk) proposed for the Phase-II upgrade is described in detail
in two technical design reports: the ITk strip detector TDR [4.3] and the ITk pixel detector
TDR [4.4]. Various characteristics provide constraints to the design of the TDAQ system in
Phase-II and are described in the following.

Additional Coverage

The proposed ITk acceptance (up to |η| <4.0) provides an opportunity to extend vari-
ous triggers to include the forward region through regional or full-detector tracking. A
calorimeter-only forward electron trigger is expected to have a high trigger rate due to the
coarser calorimeter segmentation and high pile-up in the forward region. Such a trigger
would therefore need to apply a high pT threshold or require a matching track. Identific-
ation of tau leptons and jets arising from b-hadrons may also be improved over the full
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acceptance of the ITk, as well as track-based pile-up suppression to aid the performance of
hadronic triggers.

ITk Strip Detector

A primary driver of the TDAQ system architecture is the limitation on the readout rate of
the ITk strip detector. The strip detector’s on-detector ASICs, the core components of the
FE electronics, are being designed to meet the preliminary trigger requirements for either
the baseline or evolved TDAQ system options, including high priority requests for data
in small regions of the detector needed for the evolved option. As detailed in [4.3], the
on-detector data transmission is based on the Hybrid Controller Chip ASIC that transmits
the data from 10 FE ASICs on a 640 Mbit e-link to end-of-stave cards housing one or two
Low Power Gigabit Bidirectional Trigger and Data Link (lpGBT) transceivers. Table 4.1
shows for each barrel layer and endcap disc of the ITk strip detector the expected occu-
pancy at 〈µ〉 ' 200, the hit rate, the effective payload in the lpGBT readout link for a
1 MHz readout rate when a 8b/10b encoding protocol is used, and the equivalent max-
imum trigger rate capability. The trigger rate capability is estimated considering that the
available e-link bandwidth saturates within a 75% margin and that the time required to
read out 99% of the data is less than 50% of the Level-0 latency (to minimise queuing effects
in the Front-End ASICs). A constraint of a maximum of 1 MHz full-detector readout rate
capability results from the ITk strip detector design.

Table 4.1: Expected maximum occupancy and payload per link for the various layers of the ITk-strip
detector (from Ref. [4.3]). The last column is the maximum average trigger rate sustainable by the
readout within a 75% margin on the available bandwidth of the readout link.

Layer
Channel Hit Rate Payload/E-link Max. Trigger

Occupancy [%] [/mm2/BC] [% BW @ 1 MHz] Rate [MHz]
(8b/10b encoding)

L0 0.94 5× 10−3 37.1 1.6
L1 0.55 3× 10−3 23.4 2.3
L2 0.55 1.5× 10−3 25.4 2.5
L3 0.35 0.7× 10−3 15.4 2.9

D0 0.96 5.6× 10−3 41.6 1.4
D1 0.98 5.2× 10−3 43.6 1.3
D2 1.00 5.0× 10−3 45.7 1.2
D3 1.02 4.9× 10−3 48.4 1.1
D4 1.06 4.8× 10−3 51.2 1.1
D5 1.16 4.7× 10−3 55.3 1.0
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ITk Pixel Detector

For the innermost two layers of the ITk Pixel detector, space and material constraints limit
the bandwidth (5 Gb/s) of the copper cables driving the data to the service panels that house
the optical transceivers. Thus, the maximum readout rate for complete events is 1 MHz. The
total memory is limited by the area of the ASIC and corresponds to a maximum latency of
12.5 µs.

4.1.2 Calorimeter Detectors

The LAr calorimeter will be improved in Phase-II with an electronics upgrade that will
provide optimised super cells and full granularity data to the trigger system by means of a
new pre-processor (LAr Signal Processor (LASP)). A similar upgrade of the Tile calorimeter
readout will use on-detector digitisation and a new backend pre-processor (Tile PrePro-
cessor System (TPPr)). Both the LAr and Tile calorimeters expect to implement a 40 MHz
readout system for Phase-II. The digitised data will be streamed off-detector at 40 MHz and
buffered in modular electronics. This solution is sufficiently fast and with high bandwidth
and buffering capability that it places no constraints on the foreseen latencies or rates.

The transmission of high-granularity calorimeter data (all cells above a transverse energy
threshold of |ET| > 2σ) drives the bandwidth requirement for the upgraded TDAQ sys-
tem. The upgraded trigger system must be able to form trigger objects (such as jets) and
topological selections based on this high-granularity data. The LAr and Tile trigger pre-
processors will provide super cell-derived information to the FEX modules of the L0Calo
trigger subsystem. The outermost Tile calorimeter layer can be used to identify muons in
the range |η| < 1.3 by better identifying particle energy depositions above the Minimum
Ionising Particle (MIP) threshold.

4.1.3 Muon System

The detailed upgrade plan for the muon system is described in [4.5]. The muon trigger
system consists of the Resistive Plate Chambers (RPCs) in the barrel region (|η| < 1.05) and
Thin Gap Chambers (TGCs) in the endcap region (1.05 ≤ |η| < 2.4) of the ATLAS detector.
After the Phase-I upgrade, the New Small Wheels (NSWs) will maintain high muon trigger
acceptance at high pile-up in the region 1.3 < |η| < 2.4. In Run 4, a system of thin-gap
RPCs will cover the entire inner barrel layer and Monitored Drift Tube (MDT) hits will be
incorporated in the hardware-level trigger.
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Resistive Plate and Thin Gap Chambers

A completely new readout system is planned for both the RPC and TGC detectors for
Phase-II. The digitised data will be shipped off-detector at 40 MHz and buffered directly
in the L0Muon Trigger Processor modular electronics in USA15. The upgrade is designed
to be sufficiently fast and with high bandwidth that it places no constraints on latencies or
rates. However, as there will be no distinction between trigger data and readout data paths,
the L0Muon trigger processors shall implement the interfaces to the Readout system.

Monitored Drift Tubes

As the innermost MDT chambers are replaced, no limitations are placed on the upgraded
readout electronics. The long drift time (∼ 700 ns) of the MDT chambers is close to the aver-
age time between two Level-0 triggers; thus, there is no gain from assigning muon hits to a
specific event. As for the RPC and TGC readout the MDT Trigger Processor modules shall
provide directly the interface to the Readout system as there are no separate data paths.
The baseline readout option is to implement Level-0 buffers in the MDT Trigger Processors,
transmitting data packets with all hits belonging to a specific event, and thus allowing data
duplication for consecutive triggers. Alternatively, all detector hits from the cavern might
be transmitted continuously and a software filter at a higher level in the readout chain shall
be implemented with a proper time-tagging reconstruction of the event.

New Small Wheel

The NSW readout was designed in 2013 according to what at the time was expected to
become the ATLAS Phase-II trigger and readout architecture: a two-level hardware trigger
scheme with maximum rates of 500 kHz/200 kHz. To cope with the current design, the
NSW electronics now support the Phase-II TDAQ specifications, i.e. Level-0 rates of 1 MHz
with a maximum latency of 10 µs [4.6]. This requires an increase in the readout bandwidth
which will be obtained by increasing the number of data collector chips and optical links,
additional to the Phase-I deployment.

The hard limit on the maximum rate is given by the readout rate of the micromega sectors
with largest data volume. This is limited to about 1.2–1.3 MHz, without safety factors, in a
very limited region of the detector. A safety factor of∼1.3 seems appropriate to take into ac-
count the new shielding design. Multiple options are available to mitigate this (very local)
issue with no or minimal data loss. Three scenarios allowing a readout rate of ∼2 MHz
were identified, with a reduced performance in a small part of the forward detector re-
gion: (i) using a reduced readout time window, namely 3 Bunch Crossings (BCs) instead
of 5, (ii) suppression of Time-to-Digital Converter (TDC) data, or (iii) suppression of empty
events.
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4.1.4 Other Detectors

Including additional subdetectors in Phase-II requires that the TDAQ system architecture
provides the necessary infrastructure to allow taking their data. For example, the integra-
tion of the HGTD detector in the ATLAS TDAQ system would require dedicated hardware
processors and storage of the real-time luminosity measurement through a dedicated data
path. Additionally, trigger signals would need to be provided to the Level-0 trigger sys-
tem thus allowing triggers on minimum-bias events. Supplementary readout capacity for
driving the HGTD information will be needed.

4.2 Level-0 Trigger Requirements

The Phase-II trigger system shall maintain legacy hardware, where appropriate, accom-
modate new detectors and exploit the full granularity provided by the detectors.

Calorimeter Trigger Requirements

Performance requirements on physics objects translate into the following functional and
architectural requirements on the trigger processors that use calorimeters information:

• Highly selective single- and multi-lepton triggers are essential to exploit the full phys-
ics potential of the HL-LHC. Therefore, a large fraction of the available Level-0 trigger
bandwidth shall be allocated to the single-electron trigger of a pT threshold as low as
possible and necessary for the physics programme.
• Additional discriminating variables (e.g., Eratio and topological cluster-based isola-

tion, as described in Section 6.3) that can identify electron candidates are required in
order to provide sufficient background rejection (at 〈µ〉 ' 200) while maintaining a
low pT threshold and high trigger efficiency.
• The identification of events with low-pT multi-jets is particularly challenging in a

high-pile-up environment. Sufficient processing power is needed to implement the
sophisticated tools that are used in offline event reconstruction: pile-up suppression
algorithms, offline-like jet reconstruction algorithms to recover low-pT jets, and jet
energy calibration to improve the momentum resolution.
• The Phase-I FEX modules shall be maintained during the HL-LHC data taking as part

of the L0Calo trigger system. A re-optimisation of the algorithms within the available
memory resources and the upgraded latency budget of the system will be needed to
mitigate higher pile-up conditions.
• The L0Calo trigger system shall be complemented by new processors (Global Trigger)

to extend the functionalities and the resource limits of the L0Calo FEXs processors. In
particular the Global Trigger shall (i) refine the calculations of the FEX modules by im-
plementing the algorithms aforementioned that are based on higher granularity data,
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(ii) apply generalised isolation criteria, and (iii) extend and replace the functionality
deployed in the Phase-I topological processors (L1Topo).
• Several physics analyses will benefit from efficient Level-0 reconstruction of forward

objects such as jets or electrons using the full granularity of the FCal through dedic-
ated forward FEXs modules.
• The missing transverse momentum (Emiss

T ) trigger performance at Level-1 will benefit
from improvements in jet trigger object reconstruction and and full-scan tracking to
compute the soft term of the Emiss

T . In the case of evolution to a dual-level hardware
trigger system, tracking information shall be integrated with jet reconstruction in the
Global Event Processors (GEPs).

Muon Trigger Requirements

The momentum resolution of the Level-0 muon trigger is a key attribute in order to select
muons with pT > 20 GeV (pT > 10 GeV) for single-lepton (multi-lepton) triggers with a rate
smaller than approximately 40 kHz. The spatial resolution of the RPCs and TGCs limits the
momentum resolution. In the Level-0 muon trigger system, a momentum resolution of
5% for 20 GeV muons can be accomplished by the reconstruction of straight muon track
segments in the MDT chambers.

• To comply with the requirements on resolution and efficiency, MDT’s information
shall be used at Level-0.
• The trigger chambers shall send the trigger candidate data to the MDT Trigger Pro-

cessor within ≈1.7 µs, to allow sufficient processing time to the MDT processing.
• The maximum seeding frequency per trigger region handled by a MDT processing

element shall be set to a value of 100 kHz.

Trigger and Readout System Parameters and Requirements

Table 4.2 summarises the key parameters of the design of the TDAQ system in Phase-II,
extracted from [4.2]. Their description follows.

1. Level-0 trigger rate: A total of 1 MHz is the maximum average Level-0 trigger rate,
integrated over many full machine cycles, including gaps. The FE systems and TDAQ
detector readout system shall be designed for sustained operation at this rate.

2. Minimum interval between two Level-0 Trigger Accept (L0A) signals (so-called
Level-0 simple deadtime): L0A signals may occur in consecutive bunch crossings.

3. Consecutive Level-0 triggers: at most four L0A in five consecutive BCs are allowed.
4. Level-0 burst size: The Level-0 system shall guarantee no more than eight L0A in any

period of 0.5 µs. This is consistent with a deadtime of 0.1% for a 1 MHz Level-0 rate in
a simple model (worst case) in which the Global Trigger processes events in parallel.
In addition, the Level-0 system shall guarantee no more than 128 L0A in any period
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of 90 µs to be consistent with the 0.1% deadtime requirement. This is consistent with
an average 1 MHz Level-0 trigger rate and the available buffer size in the front-end
ASIC of the strips detector. Note that other limitations can be introduced if needed.

5. Data transmission to Level-0 Trigger Processors: The skew in the arrival times of
the different calorimeter and muon detector data at the Level-0 Trigger Processors
shall be accommodated by dedicated buffers prior to transmission by the relevant
subdetector systems or by buffers at the input stage of the relevant Trigger Processors
(L0Calo FEXs and Global Trigger modules for the calorimeter, and L0Muon Sector
Logic, MDT Trigger Processors for the muon detectors). For the calorimeters, the
skew has a maximum possible value of 16 BCs. For the muon detectors the skew is
determined by the maximum drift time in the MDT detectors and the fast arrival of
the RPC and TGC trigger objects, calculated in Sector Logic modules, into the MDT
Trigger Processors.

6. Level-0 latency: The Level-0 system shall be designed to have a fixed maximum
latency, as defined in Section 5.2.8, of 10 µs.

7. Maximum deadtime value: Deadtime is the fraction of triggers vetoed by the CTP. A
maximum of one percent (1%) deadtime is required for ATLAS as a whole. The 0.1%
deadtime per subdetector system is derived by considering all the different ATLAS
subdetectors planned to operate during the HL-LHC. A subdetector system shall not
veto more than 0.1% of the triggers by the assertion of the BUSY signal and/or by
the algorithm implemented in the CTP that specifically vetoes triggers to protect it
(a.k.a. complex deadtime). The subdetector systems shall be responsible of defining
buffer and/or pipeline dimensions and data transmission speeds in accordance with
this specified deadtime.

Timing and Control Distribution Requirements

Timing, Trigger, and Control (TTC) signals need to be distributed to the common elements
(FELIX) of the readout system and other subdetector-specific electronics. Based on the ex-
perience from the current implementation, the timing signals must include the 40 MHz
beam-synchronous clock derived from the LHC, which is used to clock the subdetector
front-end electronics, as well as the ORBIT signal that is synchronous with the LHC turns.
Trigger signals must include the L0A signal, along with associated information, such as
a L0A counter, a bunch-crossing identifier, type of trigger decision, etc. In addition, con-
trol signals and data, sent synchronously or asynchronously with the beam will be needed
for specific uses. During physics data-taking, the Central Trigger will act as TTC master,
while for calibration and test runs the system needs to be partitioned and controlled by
Local Trigger Interface (LTI) modules. The transmission of the downlink TTC signals has
to be done with low latency, low jitter, and the quality of the transmitted clock has to be
compatible with the very demanding Multi-Gigabit Transceivers (MGT), which are used
everywhere along the trigger and readout paths. In the opposite direction, BUSY signals
have to be collected from the common readout elements or subdetector-specific electronics
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Table 4.2: List of the main trigger and readout parameters in the baseline architecture. Latency
values are given with respect to the original BC. The values indicated in this table represent the
requirements for the interfaces between the detector-specific FE and the TDAQ system. The quoted
values include contingency and margins.

Parameter Phase-II value
Clock frequency 40.08 MHz
Level-0 trigger rate 1 MHz
Minimum interval between two L0A signals 0 BC
Consecutive Level-0 triggers ≤ 4 L0A in 5 BC
Level-0 burst size ≤ 8 L0A in 0.5 µs

≤ 128 L0A in 90 µs
Maximum skew between all calorimeter inputs to L0Calo FEXs 16 BC
Level-0 latency 10 µs
Calorimeter data reception in L0Calo & L0Muon processors 1.7 µs
High Granularity Calorimeter data reception in Level-0 1.7 µs
Seeding Muon detector data reception in L0Muon 1.7 µs
Precision Muon detector data reception in L0Muon 2.8 µs
Deadtime <0.1% per detector system

and propagated up to the central trigger. Details of the timing and control signals which
will be distributed, along with all possible readout architecture that will co-exist in ATLAS,
are described in the Detector FE Interface Requirement Document [4.2].

The on-detector electronics will always require the Clock and ORBIT signals, even if they
get L0A signals as well. All event fragments carry Bunch Crossing IDentifier (BCID) in-
formation that is derived from these signals. Detectors read out on Level-0 can also have a
Level-0 identifier. Basically, all detectors send data off detector at the bunch-crossing rate of
40 MHz, except for the ITk strips and pixels due to technical and financial reasons, and the
NSW because of constraints from the legacy system. Readout to FELIX from the FE ASICs
(ITk and NSW) or from off-detector electronics (all other detectors) is generally done after
receiving the L0A signal.

Hardware Requirements

The hardware requirements for the Level-0 trigger sub-systems are specified as follows:

• Level-0 Trigger (L0) Trigger sub-systems shall be specified and implemented assum-
ing ATCA as hardware platform.
• Blade design shall be compatible with PICMG-3.0 Revision-3.0 standard.
• No more than 4 mezzanines compatible with PICMG AMC.0 R2.0 specifications shall

be accommodated on a blade.
• CERN-developed IPMI Management Controller (IPMC) shall be used for basic blade

control and configuration at power up through the ATCA shelf manager.
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• Blade configuration and control shall be implemented through a standard Network
interface using a System-on-Chip (SoC)-based solution as detailed in Chapter 15. The
configuration of some of the Phase-I upgrade subsystems (e.g. eFEX) is implemented
through the IPBUS protocol, which shall be supported during the HL-LHC lifetime.
• DCS interfaces shall be implemented through a standard Network interface using a

CERN-developed IPMC for basic blade monitoring and control at power up through
the ATCA shelf manager, and a SoC-based solution as mentioned above.
• Shelf configuration shall not exceed 2 Hub slots and 12 node slots for a total maximum

allowed power dissipation of 7.5 kW including the shelf manager, switch and cooling
fans at maximum power.
• ATCA blade power consumption shall not exceed 400 W.
• Rear Transition Module in the HTT (RTM) module shall not exceed 50 W in power

consumption.

4.3 DAQ Requirements

The DAQ system will receive and deliver data via links with protocol and bandwidth suit-
able for individual detector subsystems. The capacity should accommodate the signific-
antly increased trigger rate of 1 MHz, and the much larger event size of about 5.2 MB, with
enough flexibility to allow detector subsystems to operate at different event rates and to
adjust data content with different run conditions.

Overall standardisation of all basic common elements will minimise cost, maintenance and
evolution over the 10–20 years of operation in the HL-LHC period. Effort is required from
an early stage to decompose the project into functional elements and their interfaces and to
define standard common elements, interfaces and protocols for each logical element.

• The DAQ system shall be scalable with respect to the trigger rate and the luminosity,
capable of handling detector data input of about 5.2 TB/s. The system should take ad-
vantage of the technology advances in commodity information technology software
and hardware, given the advantages of being cheaper and requiring less maintenance
than any custom hardware.
• The Readout and Dataflow subsystems shall sustain high throughput combining the

input from detector front-end electronics (up to about 5.2 TB/s) and the output to the
Event Filter (up to about 2.6 TB/s) at the required trigger rate, and be able to deal with
high rate fluctuations without causing large congestion and data loss.
• The Readout subsystem shall be designed to have a common interface to the detector

front-end that accommodates the varieties of protocols and bandwidths of the front-
end links of each subdetector system. In particular, it should deliver control and
configuration information to the detector front-end via the radiation tolerant lpGBT
link (uplink bandwidth of 9.6 Gb/s and downlink bandwidth of 2.5 Gb/s), and read
out data with the lpGBT protocol or other specific protocols suitable for individual
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subdetector systems, e.g., dedicated protocol to be developed for ITk Pixel and the
Full Mode protocol for LAr trigger electronics installed in USA-15.
• The Readout subsystem interface to the detector front-end shall route raw data for

further processing via a standard common network protocol, access to which should
make it possible for detector-specific data handling and monitoring to be performed.
• The system shall be capable of executing also detector-specific control and configura-

tion operations, interfacing to the common ATLAS DCS system.
• It is essential to have sufficient storage to enable the dynamic decoupling of real data

taking and the Event filter processing.
• Based on operational experience from Run 1 and Run 2 the system has to be able to

operate for up to 48 hours without access to the offline permanent storage. At the
average throughput of about 60 GB/s of uncompressed data this requires a storage
volume of 10 PB.

4.4 Event Filter Requirements

The EF will be designed to work at a luminosity of 7.5× 1034 cm−2 s−1. The scale of the
EF compute requirements derive from this as they depend on the input rate, which is the
accept rate of the Level-0 trigger, and the level of pile-up. There is a close coupling between
the scale of the Dataflow and EF systems in this respect.

• The EF system shall be designed to sustain a maximum input rate of 1 MHz.
• The EF system shall be designed to select events with a maximum output rate of

10 kHz.
• The EF trigger efficiency and rejection requirements for all signatures are derived

from the physics requirements described in Section 2.
• EF algorithms and selections shall be designed to maximise efficiency with respect to

offline reconstruction and minimise systematic bias from the trigger.
• Many of the initial fast rejection techniques presently used in the Run 2 HLT are im-

plemented in the Level-0 hardware trigger in Phase-II. Therefore, more sophisticated
algorithms, identical or as close as possible to the offline reconstruction methods, are
needed earlier in the EF selection. Where necessary innovative approaches shall be
developed to reach the required performance and fulfill the time constraints.
• Experience from offline reconstruction shows that the effects of pile-up on reconstruc-

tion resolution and quality can be mitigated by using vertices and tracks. This is
especially important for hadronic triggers, for which tracks were not used in Run 1
or Run 2 for the purpose of pile-up suppression due to processing or readout con-
straints. The EF must be capable of reconstructing vertices and tracks as needed for
pile-up suppression.
• Reconstruction algorithm times tend to increase with luminosity, in some cases much

worse than linearly, posing a tough challenge to the EF software. The model that has
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been developed to estimate the compute requirements at 〈µ〉= 200 assumes that most
time-consuming algorithms can achieve linear scaling and speed can be improved
over today’s measured performance, so these become requirements.
• In particular, tracking in a high pile-up environment is computationally expensive:

given the above need for tracking, there is a strong requirement to reduce this cost
through both improvements to software tracking and some form of hardware track-
ing.
• EF selection shall follow the principles of early rejection and delaying full event data

access, to reduce the event building rate in the Dataflow system and the volume of
data that the Storage Handler (Storage Handler) must hold, to below the need for full
event at 400 kHz.
• Event data unpacking in the EF is time critical: the data format and unpacking code

need to be developed very closely between the detector and EF experts.
• Commodity processing technology will continue to evolve over the next 10 years. The

EF software shall be prepared to make efficient use of many-core processors, which
is the current industry direction. Note that the Phase-I upgrade will be an excellent
starting point from which to optimise this for Phase-II.

Hardware Tracking Requirements

There are two complementary tracking requirements for the baseline TDAQ system: fast
regional tracking and more precise global tracking.

• Regional tracking is required at the full Level-0 rate of 1 MHz to provide tracks for
fast initial rejection of single high-pT lepton and multi-object triggers in the EF. The
tracks will be used in combination with information from the Global Trigger. Tracks
are needed for all charged particles with pT > 2 GeV and |η| <4.0. Regions will be
defined in the EF based on objects identified by the Level-0 trigger and, on average,
will represent less than 10% of the full event.
• Global tracking for b-jet identification requires reconstruction of all charged particles

with pT > 1 GeV in an event within |η| < 4.0, with track quality and minimum pT
similar to offline track reconstruction [4.3].
• Global tracking for soft jets, calculation of the Emiss

T soft term and pile-up correction
and mitigation requires reconstruction of all charged particles with pT > 1 GeV in an
event within |η| < 4.0.
• The global tracking d0 and z0 resolutions shall be no more than twice the respective

offline resolutions with digital clustering, and the fake rate shall be at the percent level
or lower.

The following requirements are related to the interface between the EF and ITk.
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• For regional tracking requests, the EF will determine the regions to be requested from
the Level-0 data and will map these to parts of the ITk data and the relevant HTT
units.
• The EF will obtain and send the relevant ITk data as part of the hardware tracking

request.
• A HTT interface is required to accept requests for regional and full tracking from EF

processes and relay them synchronously to the relevant boards in the associated HTT
unit.
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5 Description of the Baseline System

This Chapter provides a functional overview of the systems within the TDAQ Phase-II
Upgrade Project: the Level-0 Trigger System, the Data Acquisition System (DAQ), and the
Event Filter (EF) System. An overview of the subsystems within each system is presented
here. Detailed descriptions of the system components and hardware design considerations
are presented in dedicated chapters in Part II of this document.

5.1 Functional overview

The functional overview of the baseline TDAQ system planned for Phase-II is shown in
Fig. 5.1.

The data inputs from the detectors are categorised in the figure as Inner Tracker (which
includes the ITk pixel and strip detectors), Calorimeters (the LAr and Tile calorimeters),
and Muon System (including MDT, RPC, TGC and NSW). Detector-specific off-detector
electronics for both readout and trigger data preparation are included as part of the detector
systems.

The Level-0 Trigger system is made up of the L0Calo, L0Muon, Global Trigger, and Central
Trigger subsystems. L0Calo and L0Muon are similar in functionality to their Phase-I pre-
decessors; they use calorimeter and muon system information at 40 MHz, respectively, to
apply an initial event selection and to identify features to be examined at the subsequent
trigger level. The L0Calo system is based on the legacy Phase-I L1Calo system with minor
changes, and uses coarse-granularity calorimeter data to identify electron, tau lepton, and
jet candidates, and to calculate Emiss

T . A dedicated “forward" Feature Extractor (fFEX) is
planned to ensure efficient electron identification in the region 3.2 < |η| < 4.0. Each com-
ponent of the L0Muon subsystem is upgraded compared to the corresponding system in
Phase-I, receiving data from all of the muon subsystems and a subset of the Tile Calorim-
eter information to identify muon candidates. New features of the L0Muon system for
Phase-II are the inclusion of precision MDT momentum measurements as well as new RPC
inner stations to improve the muon trigger coverage. The MUCTPI provides an interface
between the barrel and endcap components of the L0Muon system on one hand, and the
Global Trigger and CTP on the other. It identifies muon candidates that have been coun-
ted twice in the L0Muon system (overlap removal) and calculates multiplicities for various
transverse-momentum thresholds.
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5.1 Functional overview

Figure 5.1: Overall baseline design of the TDAQ system in Phase-II. The black dotted arrows
indicate the Level-0 dataflow from the detector systems to the Level-0 trigger system (composed of
the L0Calo, L0Muon, MUCTPI, Global Trigger, and CTP) at 40 MHz, which must identify physics
objects and calculate event-level physics quantities within 10 µs. The result of the Level-0 trigger
decision (L0A) is transmitted to the detectors as indicated by the red dashed arrows. The resulting
trigger data and detector data are transmitted through the DAQ system (made up of FELIX, the
Data Handlers, and the Dataflow subsystem) at 1 MHz, as shown by the black solid arrows. Direct
connections between each Level-0 trigger component and the Readout system are suppressed for
simplicity. The EF system is composed of a processing farm and a hardware-tracking subsystem
(HTT) that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger decision
are transferred for permanent storage.
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The Global Trigger is a new subsystem of the Level-0 Trigger system, which will perform
offline-like algorithms on full-granularity calorimeter data, for example using information
from LAr first-layer strips to better reject π0 in e/γ identification and making topological
clusters for refined jet algorithms (anti-kt) and pile-up subtraction. It will also identify to-
pological signatures that can include a wide variety of four-vector combinations involving
sums, angles and invariant masses. The L0Calo and L0Muon/MUCTPI subsystems send
their selected objects to the Global Trigger, including spatial locations, reconstructed en-
ergy/momentum values and discriminant variables. These objects are then combined with
the results of the Global Trigger calorimeter processing to refine the e/gamma, tau, muon
and jet selections. The CTP forms the final Level-0 decision, taking into account the trigger
menu configuration, prescale factors, and dead-time requirements. This decision is trans-
mitted as a L0A signal via LTIs, the TTC distribution network, and FELIX, to the detector
systems.

Following the Level-0 trigger decision, detector data are transmitted over custom point-to-
point serial links to the Front-End Link eXchange (FELIX) subsystem, the first element of the
Readout subsystem within the DAQ system. FELIX provides a common interface between
the detector-specific custom point-to-point serial-links and the commodity multi-gigabit
data network downstream. Along the network, data are received by the Data Handlers,
where detector-specific processing, e.g. formatting and/or monitoring, can be implemen-
ted before buffering data in the Dataflow subsystem. The Readout subsystem is designed
to handle 1 MHz event rate, for a total bandwidth of 5.2 TB/s. The Dataflow subsystem
buffers, transports, aggregates, and compresses event data for utilisation in the EF System,
which is effectively shielded from the underlying distributed storage system. Data are buf-
fered here while waiting for the EF selection results.

A large EF processor farm is needed to cope with the 1 MHz input rate; commodity-CPU-
based event processing will be aided by the new HTT subsystem, which is designed to
provide fast hardware-based track reconstruction. Regional tracking allows a fast initial
rejection in the EF of single high-pT lepton and multi-object triggers from background pro-
cesses, to reduce the rate to around 400 kHz. This system is specified to operate at 1 MHz
and use up to 10% of the ITk data, by selecting tracking modules in regions based on the
results of the Level-0 trigger system. Software-based reconstruction will follow to achieve
further rejection. This will be aided by global tracking at around 100 kHz using the HTT
again, but this time to produce tracks closer to offline quality, suitable for b-jet tagging,
Emiss

T soft term calculation, soft jets and pile-up suppression. The rates of Level-0 triggers
for which regional or global tracking are needed are shown in Section 6.11.

Events selected by the EF are then transferred to the permanent storage of the ATLAS offline
computing system. The raw output event size is expected to be 6 MB, and the total trigger
output is expected to be 10 kHz; thus, the total bandwidth out of the system is 60 GB/s.
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5.2 The Level-0 Trigger System

A diagram illustrating the details of the Level-0 Trigger System is shown in Fig. 5.2. The
functionality and hardware implementation of each Level-0 Trigger subsystem (L0Calo,
L0Muon, Global Trigger, and Central Trigger) are summarised briefly in this section.

5.2.1 Level-0 Calorimeter Trigger

Table 5.1 contains the list of all Level-0 Calorimeter trigger components in ATLAS showing,
per subsystem, the list of Trigger Objects identified, the approximate detector granularity
used and the coverage region in |η|.

Table 5.1: List of Level-0 Calorimeter trigger components showing, per subsystem, the Trigger Ob-
jects identified, the detector granularity used and the η coverage. Detector granularities used include
either Full detector cells, Super Cells or coarser ∆η × ∆φ granularity.

Subsystem Trigger Object Approximate Granularity Coverage |η|
eFEX e/γ, τ Super Cells (10 in 0.1× 0.1) < 2.5
jFEX τ, jet, Emiss

T 0.1× 0.1 < 2.5
jFEX τ, jet, Emiss

T 0.2× 0.2 2.5− 3.2
jFEX τ, jet, Emiss

T 0.4× 0.4 3.2− 4.9
gFEX Large-R jet, Emiss

T 0.2× 0.2 < 4.9
fFEX e/γ Full detector EMEC, HEC, FCal 2.5− 4.9
fFEX jet Full detector FCal 3.2− 4.9

L0Calo is based on the Phase-I L1Calo system described in the TDAQ Phase-I TDR [5.1]. In
this system, separate LAr and Tile calorimeter data streams with coarse granularity (com-
pared to offline) are sent to FPGA-based Feature Extractors (FEXs), which find electron,
photon, and tau lepton candidates (eFEX), tau leptons, jets and Emiss

T (jFEX), and large-R
jets and Emiss

T (gFEX). The LAr Calorimeter inputs to the system are maximally ten super
cells per region of 0.1× 0.1 in η× φ for |η| < 2.5, and have coarser granularity for larger |η|
values. The Tile Calorimeter inputs to the system are 0.1× 0.1 in η × φ, summed in depth.
The output of the L0Calo subsystem is a set of electron, photon, tau lepton, jet, and Emiss

T
trigger objects that are sent to the Global Trigger. The fFEX will handle full granularity
LAr in the region 2.5 < |η| < 4.9 (3.2 < |η| < 4.9) and reconstruct forward electromagnetic
(forward jet) trigger objects.

The interfaces to L0Calo from other detector systems and from L1Calo to other components
of TDAQ are the following:
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5.2.1 Level-0 Calorimeter Trigger

Figure 5.2: Diagram of the Level-0 Trigger architecture. The arrows indicate the type of object that
is transmitted between each component of the system. Super cell energies are sent to the eFEX,
while coarser granularity, based on sums of super cells energies, are sent to the jFEX and gFEX,
respectively, as is done in the Phase-I system. Information from calorimeter cells with |η| >2.5,
without an energy threshold, is sent to the fFEX. Tile calorimeter information from the outermost
layer is used in coincidence with muon trigger primitives from the RPC and TGC in the Barrel
and Endcap Sector Logic components, respectively. Hit information from the NSW and MDT are
sent to their corresponding Trigger Processors. The MDT Trigger Processor refines the momentum
measurement for muon candidates determined by the Sector Logic components; the resulting muon
candidates are transmitted to the MUCTPI for overlap removal and multiplicity determination.
Elementary calorimeter cells above a transverse energy threshold of |ET| > 2σ are sent to the Global
Trigger for use in topological clustering and other refined algorithms. Trigger OBjects (TOBs) are
formed by each of the FEXs, as well as the MUCTPI, which are refined by the Global Trigger. The
CTP combines information from the Global Trigger and MUCTPI, consisting of trigger algorithm
flags and multiplicities of selected objects, to make the final Level-0 trigger decision.

• LAr EM, EMEC, HEC calorimeter pre-processors called LAr Digital Processing Sys-
tem (LDPS) and LASP, carrying Super Cell and Full granularity detector data to
L0Calo, respectively.
• Global Trigger, to which Trigger Objects are sent for refined processing.
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• CTP, to be used for commissioning of L0Calo before the Global Trigger final commis-
sioning has been completed.
• Readout System, carrying input, output and intermediate processing data through

FELIX.
• Timing and Control distribution upstream and downstream information through FE-

LIX.
• Control and Configuration via commodity network (Ethernet).
• DCS and Monitoring information through FELIX.
• DCS interface, common to all ATCA hardware.

The system uses ATCA blades as the standard processing platforms. Dedicated hardware
is designed and already deployed in the Phase-I upgrade for eFEX, jFEX and gFEX subsys-
tems, while a new design is foreseen for the fFEX. The full Level-0 Calorimeter trigger is
deployed in 5 ATCA shelves, two for the eFEX, one for the jFEX, one for the gFEX and one
for the fFEX subsystems.

5.2.2 Level-0 Muon Trigger

Table 5.2 contains the list of all the Level-0 Muon trigger components in ATLAS showing,
per subsystem, the detector data used and coverage region in |η|.

Table 5.2: List of all Level-0 Muon trigger components showing, per subsystem, the list of Trigger
Objects processed and identified. All subsystem use information from multiple detectors: Muon
Barrel uses RPC, MDT and Tile Outer layer, while the Muon Endcap uses TGC, MDT, NSW, RPC
and Tile outer layer.

Subsystem Granularity Coverage |η|
NSW processor Full NSW detector 1.3− 2.4
MDT processor Full MDT detector < 2.4
Barrel Sector Logic Full RPC and Tile, MDT < 1.05
Endcap Sector Logic Full TGC, Tile, RPC, NSW, MDT 1.05− 2.4

The entire muon trigger electronics and readout chain will be replaced in Phase-II, except
for some parts of the on-detector front-end electronics1. All data from the barrel (RPC) and
endcap (TGC) detectors will be transmitted off-detector where the full information will be
available for trigger processing. In such a scheme, more refined and flexible algorithms
can be used compared to the present ones based on simple coincidences, which are limited
by on-detector connectivity. In the NSW detector region (1.3 < |η| < 2.7), both the MM
and sTGC chambers take the dual role of trigger and precision chambers. Muon trigger

1 The TDAQ responsibility begins at the USA15 counting room. Upstream components are the responsibility
of the Muon detector community.
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primitives (track segments) from these detectors will be combined with TGC hits to provide
the endcap trigger candidates in the region (1.3 < |η| < 2.4) 2.

The Barrel Sector Logic board will take input data at each bunch crossing from the RPC
on-detector electronics and the digital readout from the outermost Tile Calorimeter cells.
The Endcap Sector Logic board will take input data at each bunch crossing from the TGC
on-detector electronics, the NSW MM and sTGC chambers via the NSW Trigger Processor,
digital readout from the outermost Tile Calorimeter cells, and the thin-gap RPC triplet in
the barrel-endcap transition region. Both barrel and endcap muon candidates are formed in
FPGA-based Sector Logic boards; the results are sent to the Global Trigger via the MUCTPI.
After a L0A, the digital readout is sent to the Readout subsystem via FELIX.

The MDT readout chain will be replaced, including the front-end cards (mezzanine cards)
where the hit buffers reside. This replacement, along with the increased L0 latency, also
presents the opportunity to use in the L0 trigger the precision coordinates measured by the
MDT to improve the quality of trigger candidates provided by the RPCs in the barrel and
by the TGCs plus NSW in the endcaps. The MDT processing will be seeded by the Barrel
and Endcap Sector Logic boards, which will identify potential muon candidates. Pattern
recognition and tracking will follow, carried by MDT-dedicated processors. The refined
muon candidate will be sent back to Barrel and Endcap Sector Logic modules for the final
selection of candidates to be sent to the MUCTPI subsystem. Two implementations are be-
ing considered for the hit pattern matching functionality of the MDT Trigger Processors: a
baseline design using FPGAs and an alternative one using AM chip. The design consider-
ations for these potential implementations are described in more detail in Section 8.6.

The L0Muon interfaces from other detector systems and to other components of TDAQ are
the following:

• the detector front-end links for all muon detectors, RPC, TGC, MDT, NSW, carrying
full granularity data to L0Muon processors;
• Tile pre-processor links, carrying muon tag information to the Barrel and Endcap Sec-

tor Logic boards;
• the MUCTPI, which is the interface between the L0Muon system and the Global Trig-

ger and CTP;
• the Readout System, transmitting full detector data, input, output and intermediate

trigger processing data through FELIX;
• the timing and control distribution (upstream and downstream) through FELIX;
• the control and configuration interface via the commodity network (Ethernet);
• the DCS and monitoring information via FELIX; and
• the DCS interface, which is common to all ATCA hardware.

The system uses ATCA blades as the standard processing platforms. New dedicated hard-
ware is designed for the Phase-II upgrade. The same ATCA blade design is foreseen to be

2 Studies quantifying the implications of extending the trigger coverage for muons in the region 2.4 < |η| < 2.7
are ongoing. Muon trigger coverage out to |η| of 2.4 is the baseline configuration.
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used for Barrel and Endcap Sector Logic, while a dedicated blade design is foreseen for
MDT. It is not yet clear whether NSW will use the existing Phase-I ATCA blade or a new
one: some work is outstanding before the baseline solution is chosen. The full Level-0 Muon
trigger is deployed in 15 ATCA shelves, 2 dedicated to the NSW processors, 6 dedicated to
the MDT processors, 3 for the Barrel and 4 for the Endcap Sector Logic.

5.2.3 MUCTPI

The MUCTPI aggregates and merges the trigger information from the barrel and endcap
muon systems before passing it to the Global Trigger and the CTP.

The MUCTPI interfaces only to other components of TDAQ, as follows:

• the Barrel and Endcap Sector Logic modules, from which muon candidates are re-
ceived for further processing, e.g. overlap removal between the barrel and endcap
Sector Logic modules;
• the interface to the Global Trigger, to which muon candidates are transmitted;
• the interface to the CTP, to which muon multiplicity information for various pT thresh-

olds is transmitted;
• the interface to the Readout System, transmitting input, output and intermediate trig-

ger processing data through FELIX;
• the timing, trigger and control distribution;
• the control and configuration interface via the commodity network (Ethernet);
• the DCS and monitoring information via FELIX; and
• the DCS interface, which is common to all ATCA hardware.

The system uses ATCA blades as the standard processing platforms. The current baseline
foresees the use of two blades designed for the Phase-I upgrade. The MUCTPI sub-system
is deployed in one ATCA shelf.

5.2.4 Global Trigger

The Level-0 trigger functionality of the Global Trigger complements the L0Calo trigger ob-
jects with additional high-granularity energy data coming directly from upgraded calorim-
eter pre-processors (the LASP and TPPr). This allows the implementation of offline-like
algorithms such as: topological clustering, refined electron and photon identification, tau
lepton identification, lepton isolation, calorimeter-based pile-up suppression, sophisticated
jet-finding, and dedicated exotic-object selection. Furthermore, the Global Trigger will re-
place and extend the functionality of the L1Topo system, applying topological selections
(such as angular requirements) to trigger objects.
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The hardware implementation of the Global Trigger consists of three primary components:
a Multiplexer Processor (MUX) layer, a GEP layer, and a demultiplexing Global-to-CTP In-
terface (CTP Interface), all of which have identical hardware composed of ATCA blades and
FPGAs with many multi-gigabit transceivers. The calorimeter detector subsystems, FEXs,
and MUCTPI provide serial data for each bunch crossing to the MUX layer. These signals
are then time-multiplexed and the signals for a given event are transported to a single GEP
node that executes the algorithms described above. Finally, the results are sent to the CTP
through the CTP Interface. There are two main advantages of the time-multiplexed archi-
tecture. First, the event processor is decoupled from the LHC bunch-crossing rate, allowing
the use of asynchronous and high-level algorithms that are impossible in the Phase-I hard-
ware trigger. Second, this implementation removes the limitation on the number of TOBs
from the FEXs that are present in the Phase-I hardware trigger. Common hardware mod-
ules are implemented across the Global Trigger system, minimising the complexity of the
firmware and simplifying the system design and long-term maintenance.

The interfaces between Global Trigger and other detector systems and components of TDAQ
are as follows:

• the interfaces from the calorimeter front-end electronics, which send full-granularity
cell energies (|ET| > 2σ) every LHC bunch crossing;
• the interfaces from the L0Calo FEXs, which send TOBs every LHC bunch crossing;
• the interface from the MUCTPI, which sends TOBs every LHC bunch crossing;
• the interface to the CTP, which receives a 1024-bit TIP (Trigger Inputs) consisting of

flags and multiplicity values from the Global Trigger algorithms every LHC bunch
crossing;
• the interfaces to the FELIX for the readout of TIPs, trigger algorithm results, and error

reporting;
• the interface from the FELIX containing clock, configuration, per-event TTC informa-

tion, and event accept signals; and
• the DCS interface that is common to all ATCA hardware.

For every L0A the Global Trigger will produce a compact data structure mapping the TIP
onto the TOBs which caused those TIP bits to be fired; this will be included in the readout
data.. All intermediate objects produced by the algorithms will also be read out, but as with
the L0Calo FEX modules, the full input data will in general not be read out.

5.2.5 Central Trigger Processor

The CTP makes the final L0A decision, aligning and combining digital trigger inputs from
the Global Trigger, MUCTPI, the legacy Phase-I L1Topo system, and various forward de-
tectors and subdetector calibration systems, as well as introducing deadtime and applying
prescales as required. The L0A signal is then transmitted to the subdetectors via the LTIs.

The CTP interfaces only to other components of TDAQ, as follows:
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• optical inputs from the MUCTPI and legacy Phase-I L1Topo system;
• optical inputs from the Global Trigger, receiving trigger algorithms flags to be pro-

cessed for the final Level-0 decision;
• electrical trigger signals from various forward detectors and subdetector calibration

systems;
• the interface to the Readout System, transmitting input, output and intermediate trig-

ger processing data through FELIX;
• the timing and control distribution to the detectors and all TDAQ subsystems through

the LTIs;
• the LHC machine interface for the reception of the clock and all LHC-related signals;
• the control and configuration interface via the commodity network (Ethernet);
• the DCS and monitoring information through FELIX; and
• the DCS interface, which is common to all ATCA hardware.

The system uses ATCA blades as the standard processing platforms. The current baseline
foresees the use of three types of blades designed specifically for the Phase-II upgrade, one
dedicated to the machine interface, one input blade for all other inputs and a core processor
blade. The full CTP is deployed in one ATCA shelf.

5.2.6 Trigger, Timing and Control System

The TTC network transmits the 40 MHz beam synchronous clock with low jitter, the L0A
decision with fixed latency, as well as additional timing information including the synchro-
nous turn signal (bunch counter reset), and other synchronous or asynchronous timing and
control signals. In the opposite direction, Busy signals from the subdetector back-end elec-
tronics are collected via the TTC Busy network. The detailed TTC information is described
in the Detector–TDAQ Interface document [5.2].

As shown in Fig. 5.3, the TTC network has a tree-like structure starting from the CTP, where
there is one optical output link per subdetector partition. The CTP receives the relevant tim-
ing signals from the Machine Interface Module. The point-to-point output links connect to
LTI boards close to the subdetector FELIX components. The LTIs provide an interface for
the TTC signals between the CTP and subdetector front-end electronics via FELIX. In addi-
tion, the LTI modules can mimic the CTP functionality for standalone subdetector running
that is used for detector development, commissioning, and calibration. They can also store
and send detector commands and data for configuration and calibration.

From the LTIs, PONs implement a Point-to-Multipoint architecture in which fibre optic
splitters are used to enable a single optical fibre to serve multiple end-points. A PON con-
sists of a top node, called Optical Line Terminal (OLT), one or more destination nodes,
called Optical Network Units (ONUs) and the fibres and splitters between them. Time-
division multiplexing is implemented to collect the Busy signals from the FELIX I/O cards.

The TTC interfaces to detectors and to other components of TDAQ are as follows:
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Figure 5.3: The Level-0 Timing and Control paths. Point-to-Point (P2P in the figure) and PON
links are used in the TTC network.

• the LTI PON interfaces and optical fibre trees, to FELIX or detector-specific clients;
• an interface from the CTP, receiving all relevant TTC signals;
• electrical trigger signals from the local TTC inputs, to be used for commissioning

purposes or during tests;
• the control and configuration interface to subsystem specific elements via the com-

modity network (Ethernet);
• the LTI control and configuration interface via the commodity network (Ethernet);

and
• the DCS interface, which is common to all ATCA hardware.

The system uses ATCA blades as the standard processing platforms. The current baseline
foresees the use of one LTI blade designed specifically for the Phase-II upgrade. The num-
ber of LTI blades depends on the detector partitioning; based on experience from Run 2, we
currently assume a total of 36 units will be distributed in shelves belonging to detector or
TDAQ subsystems.
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5.2.7 Technical implementation and system size

The Level-0 system design aims to maximise the processing away from the detector in order
to ease maintenance, accessibility and the possibility of future upgrades. In addition, the
number of boards to be designed is minimised as much as possible. Designing and writing
firmware will be managed similarly to designing and building hardware. Interfaces on the
boundaries of subsystems are defined at an early stage in order to optimise the partitioning
and design efforts of the many groups participating in the construction. ATCA technology
is adopted as the baseline for all detector and trigger electronics, and PCIe cards are used
when it is necessary to interface to high performance networks, conforming to industry
standards. Point-to-point high speed links and PON technology are used for all trigger
data transmission and broadcasting needs.

The overall size of the Level-0 Trigger System, in terms of the number of boards and number
of links corresponding to each hardware component, is summarised in Table 5.3. For these
components, the output links to the readout path are not included. This table provides
also a list of components which are delivered and commissioned in Phase-I and for which
no additional hardware design is needed. For a given component, the number of boards
in Table 5.3 only describes the size needed on the ATLAS experiment. Table 5.4 shows
the physical shelf space needs of the Level-0 Trigger system and the power requirements
which shall be satisfied for the system installation in USA15; the power estimates are the
maximum possible values, which include uncertainties and margins; they are 20% more
than the current best estimates.

Common solutions are foreseen, where ATCA blade designs are used in many compon-
ents of the trigger system. For example, the L0Muon Barrel and Endcap Sector Logic com-
ponents will use the same hardware module. The same solution is adopted in the Global
Trigger system, where a common module is used for the time-multiplexed data distribu-
tion, for processing units and for interfacing to the CTP. In other cases this approach is not
viable. The NSW and MDT Trigger Processors require different hardware (for example, a
mezzanine is foreseen in order to perform segment finding for the MDT Trigger Processor),
and the CTP has specific interface needs. The approach of building common blocks was not
adopted in the Phase-I system design, since the very tight latency constraints prompted the
design of custom processing modules.

Prototypes already exist with a very similar technical complexity with respect to the Phase-II
Level-0 components presented in this TDR. The number of Multi-Gigabit Transceivers (MGT)
present in Phase-I designs is comparable or superior to the Phase-II system needs, while
the bandwidths of individual transceivers will double, up to ' 25 Gb/s. The architecture
is already well established in terms of interfaces and module interconnectivity, as well the
broad use of large FPGAs as core processing elements. The TDAQ Level-0 system is not
located in a high-dose rate radiation environment and therefore avoids the challenges of
ASIC designs needed elsewhere in ATLAS.
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Table 5.3: The size of the Phase-II hardware trigger system. The first column lists the subsystem
and the second column lists the hardware component of that subsystem. Different components using
the same common module type are indicated in the third column, and the fourth column indicates
which modules are commissioned in Phase-I. The fifth, sixth, and seventh columns list the number
of ATCA boards, the number of input Multi-Gigabit Transceiver (MGT) links per board, and the
number of output MGT links per board, respectively. The LTI output links use PON technology
while all other links are point-to-point high speed links.

Subsystem Component Module Phase-I Number of Input links Output links
deliverable Boards per board per board

L0Calo eFEX - Yes 24 144 48
jFEX - Yes 6 240 48
gFEX - Yes 1 312 108
fFEX - - 2 240 48

L0Muon NSW - - 16 148 28
Endcap SL SL - 48 96 60
Barrel SL SL - 32 60 60
MDT - - 64 72 72

Global Trigger MUX GCM - 23 156 108
GEP GCM - 24 108 36
CTP Interface GCM - 1 60 24

MUCTPI - - Yes 2 208 65
CTP CTPMI - - 1 - -

CTPIN - - 1-2 24 12
CTPCORE - - 1 24 60
LTI - - 36 1 8

The biggest challenge of the Level-0 system resides in the initial design stage in understand-
ing of the resource needs for the implementation of the algorithms within a latency budget
envelope.

In some cases, like in the L0Muon system, the muon selection algorithms are well estab-
lished but the processing strategy will change. The current system is distributed between
locations in the cavern and in USA15; however, the Phase-II system design dictates an
ATCA-based solution that will be completely housed in USA15. The processing done in
one ∆η× ∆φ = 1.0× 0.4 current Level-1 Muon Barrel trigger sector is currently distributed
across ' 100 ASICs (' 20 mm2 area, 180 nm process) and 9 FPGAs (2002 technology). The
additional resource needs, required by the new inner RPC layer, will increase this figure. A
single FPGA will accommodate the processing equivalent of 150-200 of these ASICs. A pre-
liminary study aimed to establish the processing power of the current biggest FPGAs, has
evaluated that with a conservative 50% resource usage, the logic of about 50 ASICs will fit in
the largest FPGA available at the time of writing this document, a Xilinx Ultrascale+ device.
The challenge in this case is to gain a factor of two by optimising the existing algorithm and
another factor of two based on the availability of a new generation of FPGAs.
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Table 5.4: A summary of the required rack space in USA15 for each system component. Maximum
Possible Values (MPV) of the power needs are also shown, together with the totals for the Level-0
Trigger system.

Subsystem Component Number of MPV Power
Shelves [kW]

L0Calo eFEX 2 16
jFEX 1 6
gFEX

1 3
fFEX

L0Muon NSW 2 9
Endcap Sector Logic (SL) 4 17
Barrel SL 3 12
MDT 6 29

Global Trigger MUX, CTP Interface 2 13
GEP 2 16

Central Trigger CTP 1 3
MUCTPI 1 3
LTI distributed 16

Level-0 Trigger System Total 25 143

In other cases, like in the Global Trigger system, the resources needed to implement offline-
like algorithms is the main technical challenge, while the time-multiplexed architecture has
been already proved viable by the CMS experiment.

5.2.8 Level-0 Trigger Latency

A bottom-up estimate of the full system latency is an important component in optim-
ising the system architecture. The data coming from all detectors are processed in paral-
lel by L0Calo, L0Muon/MUCTPI and in the initial stage of Global Trigger, executing all
algorithms that process full-granularity calorimeter data. The L0Muon system design has
the largest latency envelope, since it will perform precise tracking using MDT long-drift-
time data, seeded by RPC and TGC muon candidates. A baseline implementation and an
option are foreseen in the MDT trigger; to be most conservative the latency quoted is calcu-
lated for the option, since it has the longer latency. The estimated latency for the arrival of
the muon information from the MUCTPI at the input of Global Trigger is about 4.5 µs.

The latency estimated for the Global Trigger is given in three envelopes. The first two envel-
opes are related to the calorimeter and muon-only processing which takes the cumulative
latencies respectively of ∼ 4.4 µs and ∼ 5.4 µs. The final step required before taking the
final Level-0 decision is the TIP assembly and transmission to CTP via the CTP Interface,
which takes the cumulative latency to 5.9 µs.
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The overall TDAQ latency budget of 10 µs is defined at the output of the FELIX optical
links. Considering the longest possible fibre length at the input of FELIX , the final TDAQ
Level-0 latency estimation is 6.9 µs.

Table 5.5 shows a detailed breakdown of the internal processing, link serialisation, deserial-
isation and multiplexing steps, and signal propagation times along cables and optical fibres
for each subsystem. The estimates quoted so far have been calculated as Current Best Es-
timates (CBE). Starting from Current Best Estimates (CBE) and estimating uncertainties, we
introduce the definition of Maximum Possible Values (MPV). All unknown uncertainties
contribute at the same level as the known uncertainties, so the MPV values are calculated
by summing to CBE known uncertainties twice.

The CBE latency is 6.9 µs, which leads to an MPV latency of 9.1 µs, well within the specified
10 µs limit. Nevertheless every effort must made to minimise the latency of each component
of the system, since the final readout buffers latency will have an additional contribution
given by the optical fibres connecting FELIX to the detector front-end electronics; this ad-
ditional contribution is not part of the TDAQ envelope but needs to be considered in the
design of the detector front-ends.

5.3 Data Acquisition System

With the increased Level-0 rate and the larger event-size, the data throughput in Run 4 is ex-
pected to increase and the DAQ capabilities need to be enhanced accordingly. Moreover, the
upgraded DAQ needs to accomplish the requirements coming from the planned changes
in the subdetectors, like the new ITk tracker, the modified calorimeter and the new muon-
detector readouts, together with other potential new systems. The DAQ system includes
Detector Readout subsystem, Dataflow subsystem, the network connection and the com-
mon online software framework. Figure 5.4 shows these main functional blocks as part of
the Phase-II DAQ system.

5.3.1 Readout

The detector Readout subsystem receives event data from detector FE links and facilitates
detector-specific processing, such as formatting and monitoring, before final transfer to the
dataflow system. It also relays TTC signals and Control and Configuration information to
on-detector electronics and relays DCS information between the on-detector electronics and
the DCS. It is comprised of the FELIX and the Data Handler.
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Table 5.5: Phase-II Level-0 Trigger Latency. Detailed estimations and cumulative values (in µs) are
shown for the best estimated values (BEV) and for maximum estimated values (MEV). TP stands
for Trigger Processor.

Subsystem Item CBE Uncertainty
∫

CBE
∫

MPV
L0Calo LAr signals at FEX inputs 1.100 0.15

Tile signals at FEX inputs 1.425 0.14
FEX Processing 0.500 0.08
FEX to to MUX (5 BC + 10m) 0.175 0.03 2.1 2.6

L0Muon TGC signal at Endcap SL inputs 0.888 0.03
RPC signals at Barrel SL inputs 1.110 0.03
Barrel SL final pre-processing 0.390 0.05
Barrel SL to MDT TP (5 BC + 10m) 0.175 0.05 1.7 1.9
NSW signals at SL inputs 1.425 0.14
Tile signals at SL inputs 1.425 0.14
Endcap SL final pre-processing 0.075 0.05
Endcap SL to MDT TP (5 BC + 10m) 0.175 0.03 1.7 2.1
Last MDT info at USA15 2.358 0.10
MDT Trigger (FPGA-based) 1.277 0.10
MDT Trigger (AM-based) 1.578 0.10
MDT TP to SL (5BC + 10m) 0.175 0.03 3.8 4.3
SL final processing 0.025 0.03
SL to MUCTPI (7BC+10m) 0.175 0.03 4.0 4.6

MUCTPI MUCTPI processing 0.250 0.10
MUCTPI to MUX (5BC + 15m) 0.200 0.03 4.5 5.3

Global Trigger Muon Muon MUX processing (serdes+fibre) 0.650 0.30
Global Trigger pipelined processing 0.100 0.05
Global Trigger Muon Triggers 0.200 0.03 5.4 7.0

Global Trigger Calo LAr signals at MUX inputs 1.100 0.15
Tile signals at MUX inputs 1.425 0.14
Calo MUX 1.400 0.05
Global Trigger pipelined processing 0.100 0.05
Global Trigger non-jet triggers 0.200 0.03 3.1 3.6
Jet processing (from Global Trigger pipelined 1.250 0.50
Global Trigger non-muon triggers 0.200 0.03 4.4 6.1

Global Trigger Global TIP assembly 0.050 0.03
Serial Transmission 0.250 0.03
Global to CTP (5BC + 5m) 0.150 0.03 5.9 7.6

Central CTP Processing 0.275 0.10
Link to LTI (5BC + 30 m) 0.275 0.03
LTI Internal processing 0.100 0.03
Link to FELIX (5BC + 10m) 0.175 0.05 6.7 8.8

FELIX FELIX Processing 0.200 0.05
TDAQ From Collision to FELIX out 6.9 9.1

FELIX FELIX is the component of the Readout subsystem that will implement the in-
terfaces to the detector-specific electronics via custom, point-to-point serial-links, e.g. the
Versatile link3, and acts as an interface to the Data Handler and DCS via a commodity

3 Versatile Link Plus for HL-LHC: https://espace.cern.ch/project-Versatile-Link-Plus/SitePages/Home.aspx
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Figure 5.4: The main functional blocks of the TDAQ architecture for Phase-II, with focus on the
DAQ aspects. Shown in green are the Readout components and yellow the Dataflow components,
with interfaces to other systems indicated by white for Software dependence, DCS System in blue,
Event Filter in Red and Permanent Storage in gray.

multi-gigabit network. TTC information will be received from a PON and relayed to the
detector FE electronics as well as to the Data Handler.

The lpGBT protocol is being explored by subdetector systems and L0 trigger system for the
bi-directional point-to-point serial links connecting the FELIX and their electronics. These
systems will either directly incorporate a GBTX chip on the electronics components or im-
plement lpGBT protocol with FPGAs. For the downlinks (links to the detector electronics),
most systems plan to use lpGBT to send TTC information,collect Busy information, and
to perform configuration and control. For the uplinks (links from the detector electron-
ics) some systems like ITk foresee to have different protocols to transmit detector data and
DCS information. To accommodate the downlink transmission FELIX must also receive
packets from the commodity multi-gigabit network and route them to the serial links. This
places a requirement on FELIX reliability and uptime beyond that of data taking opera-
tions. FELIX therefore functions as a router between custom serial links and commodity
multi-gigabit networks. It is largely detector-agnostic and encapsulates common function-
ality, but minimal detector-specific functionality may be required in FELIX to decode or
process the received data beyond what is required to determine its destination.

FELIX is being developed and will be deployed in the Phase-I upgrades of the NSW, LAr
calorimeter trigger electronics and the L1Calo and L1Muon. These upgrades only require
a subset of the functionality described above and the design and prototyping for Phase-I is
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described in the FELIX Phase-I preliminary deign review [5.3]. For Phase-II the design of
FELIX will be expanded to address the Phase-II specific requirements, namely: new pro-
tocol needed; configuration and control of calibration procedures; support of a PON for
reception of TTC information and Busy propagation.

Similar to the Phase-I development, FELIX will be implemented with PC server holding
custom FPGA I/O cards, which provide lpGBT and other needed protocols as well as the
PON interface, the ONU. It is expected that each I/O card will be able to support up to
forty-eight bi-directional links and two such mezzanines will be hosted in a commodity-
computing server. It is required that the total average input data rate doe not exceed 70%
of the total input bandwidth availability of the input links of the FELIX card. Based on this
model of implementation the size of the Phase-II FELIX system is summarised in Table 5.6.
In prototyping for Phase-I the custom card is implemented as a third generation PCIe card.
The Phase-II prototype will build on the Phase-I prototyping and evaluate other emerging
technologies, such as the fourth generation PCIe.

Data Handler The Data Handler receives data from FELIX via a commodity multi-gigabit
network. It allows for detector-specific processing, e.g. formatting and/or monitoring, of
the data prior to storing them in the Dataflow). To meet the requirements of detector-
specific trigger-aware monitoring, automated recovery from error conditions during data
taking and fragment book-keeping based on L0A, the Data Handler will also receive the
Level-0 trigger information.

The Data Handler infrastructure is expected to operate on commodity PCs and the system
size is shown in Table 11.1. The size of the Data Handler system is estimated based on
the Phase-I system composition of the FELIX and swROD (1:1), plus additional processing
power foreseen for Phase-II detector-specific data processing. Any detector-specific data
processing still needed as well as all aspects of configuration, control, and monitoring will
be implemented by the customisation of the back-end software services, the raw data pro-
cessing that is implemented by firmware in the current RODs will be implemented as a
customisation of the detector Data Handler.

Since FELIX, the Data Handling infrastructure and the EF farm will all be connected by
networks, a change in the current event building paradigm will be possible. In the simplest
scenario, FELIX could use a round-robin policy to concentrate data from different Level-0
events into different Data Handling elements. This would provide a first building step in
which fragments are composed into larger ‘macro’ fragments. At the second step, down-
stream processing would simply join macro fragments into a full event and collect data
from a subset of the Data Handling elements for each event. Such a scheme would split
the event builder load onto two different systems. However, this may require changes to
the detector-specific data-sanity algorithms since not all triggers will be seen by a given
Data Handling server. Furthermore, implementing two-step event building may require
the synchronisation of the event building steps across the different Readout paths.
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Table 5.6: Summary of Phase-II Detector Readout Link and Bandwidth Requirements. Downlink
refers to data travelling toward the front-end electronics, and uplink to data travelling from the front-
end toward the rest of the DAQ system. Detectors with existing FELIX installations from Phase-I
will be updated with new hardware as required.

Detector
Number of Number of Bandwidth

FELIX boards Links (Gb/s)
ITk Pixel downlink

224
1285 2.5

ITk Pixel uplink 10596 5
ITk Strips downlink

76
1552 2.5

ITk Strips uplink 1824 10
LAr LASP downlink

36
100 2.5

LAr LASP uplink 770 10
LAr LDPB downlink

8
31 2.5

LAr LDPB uplink 155 10
L0Calo downlink

8
16 2.5

L0Calo uplink 120 10
NSW downlink

96
864 5

NSW uplink 1440 5
NSW Trigger Processor 4 64 5 or 10
Global Trigger downlinks

4
48 2.5

Global Trigger uplinks 96 10
Tile 8 160 10
TGC 8 192 10
MDT 64 1536 10
RPC 4 64 10
CTP 1 12 10
MUCTPI 1 4 10
LUCID uplink 1 24 5
Zero Degree Calorimeters (ZDC) uplink 1 24 5
AFP uplink 1 12 5
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5.3.2 Dataflow

The Dataflow subsystem buffers, transports, aggregates and compresses event data. It is
responsible for the transport of data from the output of the Detector Readout to CERN
permanent storage. The main functional elements of the Dataflow system are the Event
Builder, the Storage Handler, and the Event Aggregator. The Event Builder is the logical
interface to the Readout System. It builds event records and manages the storage volume
of the Storage Handler system. The Storage Handler is a high throughput large volume
storage system which buffers event data before and during processing by the Event Filter.
For events accepted by the Event Filter, the Event Aggregator collects, formats and transfers
the output to CERN permanent storage.

The Dataflow subsystem receives events from the Readout subsystem’s Data Handlers at
1 MHz and buffers them in the Storage Handler at a total writing (i.e. input) throughput of
5.2 TB/s. The Storage Handler provides the Event Filter access to Region of Interest inform-
ation at 1 MHz and full event access at 400 kHz for a total reading (i.e. output) throughput
of about 2.6 TB/s. The Event Aggregator receives the full event record at the output rate of
10 kHz for a total throughput of 60 GB/s out to CERN permanent storage. Figure 5.5 shows
a high-level description of the communication between the Dataflow components.

Figure 5.5: Logical communications between different components of the Dataflow system.

The Dataflow subsystem will be implemented with commodity servers and storage units.
Compared to Run 1 & Run 2, the plan is to deploy centralised storage buffers large enough
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to decouple real-time data taking and EF processing. Additionally, the storage buffer will
provide a new abstraction layer between the Dataflow and the EF: location information of
events or data files on a permanent storage system will be exchanged, offloading the data
movements to the storage layer.

Event Builder The role of the Event Builder, as in Run 1 and Run 2, is to physically or
logically join the fragments or macro-fragments of an event in a single place. The baseline
scheme for Phase-II is to use Regions of Interest (RoI) and Level-0 trigger information to re-
duce the event rate at Level-0 (1 MHz) to 400 kHz. The events passing this first rejection step
are then passed to the Event Filter for further analysis, making use of all data available for
each event. Depending on the Storage Handler implementation and characteristics, event
building could be physical or logical. In the former case, the event data are indeed gathered
in a single storage unit. This can be achieved via a specific computing element, fetching the
complete event data before storage, or by a collective effort of multiple elements interacting
via a specialised concurrent data format and storage technology. Alternatively, in case of
logical event building, the event data are not contiguously stored together. Instead only the
metadata information about the fragment locations are collected.

The Event Builder is the logical interface of the Dataflow subsystem to the Readout subsys-
tem and the EF system. The Event Builder will be implemented as a software interface to
the Storage Handler. The Data Handlers will write data to the logical storage volume via
this interface. Across the Event Builder system events must be tracked at the L0-accept rate
of 1 MHz. In the case of an operational issue causing the Storage Handler volume to fill
up the Event Builder interface shall throttle Data Handler traffic to reduce the rate of data
being written, thus asserting back pressure to the Readout subsystem.

Storage Handler The Storage Handler buffers data received from the Readout subsystem
to decouple the Readout and Event Filter. The large storage volume needed to achieve the
required 7.8 TB/s throughput allows for increased event processing latency. The Readout
subsystem accesses the Storage Handler through the Event Builder software layer. The
Storage Handler presents the event data to the Event Filter and the Event Aggregator in
the form of files within a single name-space implemented with a Distributed FileSystem
(DFS).

The storage space can be provided within a performance-tiered cluster using a variety
of different media types with different throughput and capacities including: hard-disk
drives (HDD), solid-state drives (SSD), non-volatile memory express devices (NVMe) and
random-access memory (RAM). While the use of different media types allows the system
to meet the high-throughput requirements, the assumption is that to meet the throughput
requirement SSD will be the dominant technology for the long-time buffer space during
the EF processing. The storage system provides 2.6 TB/s of read access to the Event Filter.
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Therefore the long-time buffer storage needs to provide total 7.8 TB/s of reading and writ-
ing throughput. The system is sized according to this assumption. Over the past ten years
HDD capacity grew by a factor of 10 and the trend is expected to continue through to 2025.
The same improvement in capacity can be reasonably expected for SSD technologies, the
highest capacity SSD available is ∼2 TB currently (thus 20 TB in ten years). Today’s SSD
technologies provide 2 GB/s of aggregated throughput and this throughput scales with ca-
pacity up to the extent that the connectivity can support. With PCIe Gen4 connected SSDs,
5 GB/s can be assumed as an achievable baseline for future SSD throughput. So the through-
put needed for the long-time buffer space can be achieved with∼1800 SSDs. Such a system
would provide up to 36 PB of total storage capacity and represents over an hour of event
buffering before and during Event Filter processing.

The Storage Handler system comprises its own storage units and devices by default but
may also take opportunistic advantage of other systems’ storage media to aggregate storage
space where possible and pertinent.

Event Aggregator The Event Aggregator integrates a physical storage system on top of
which software functionality is implemented. It will take advantage of the Storage Handler
and only implement the functionality needed to format and expose the data stored there
to the offline infrastructure. It receives events accepted by the Event Filter, performs com-
pression (if needed) and then prepares output files to be transferred to permanent storage.
Finally the Event Aggregator will be responsible for any necessary communication with the
Tier-0 processing centre if anything beyond data transfer is required.

To meet the requirements of CERN-IT the Event Aggregator provides a buffer area capable
of storing up to 48 hours of accepted event data. This decouples online operation of the data
acquisition system from offline activities and enables the system to cope with disruptions
or malfunctions of the physical connection to the permanent storage outside of the ATLAS
experimental area.

Although Hard Disk Drives (HDDs) could provide the stable storage volume needed HDDs
throughput is not expected to increase considerably in the next decade and throughput
would be a major design constraint. In order to buffer 48 hours of data at 10 kHz with
an event size of 6 MB, it will require the Event Aggregator to have a storage volume of
10 PB. This capacity would require 500 Solid State Disk Drive (SSD)s which are naturally
included as part of the Storage System needed for the Storage Handler. The required output
throughput of 60 GB/s is negligible compared to the total 7.8 TB/s of the Storage Handler. A
common storage system for both the input and output buffer more efficiently use resources
and provides greater system flexibility.
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5.3.3 Network

The amount of control traffic during data taking is not expected to grow significantly in
the Phase-II and a dedicated network is not planned for control and monitoring traffic.
Therefore the network upgrade for Phase-II is mainly needed for the Readout network and
the Dataflow network.

Architecture The Readout network need high throughput to connect the FELIX and the
Data Handlers with additional requirements for DCS, control and monitoring infrastruc-
ture interconnection. It will organise the system into slices and connect all the nodes in
a given slice to the same high-throughput switch. Each slice will contain a certain num-
ber of FELIX and a set of Data Handlers they need to communicate with. All slices will
be connected together with a pair of routers on a higher hierarchical level allowing all-
to-all communication for DCS, control and monitoring purposes. The Dataflow network
provides connectivity between all the Dataflow components and the EF farm. It will ag-
gregate Data Handlers with pizza-box switches and connect the Storage Handler units to
the same network switch. A set of Data Handlers will then always write to the same set of
Storage Handler units, maximising the throughput and reducing the latency. The switches
will have high-throughput uplinks to the network core routers to allow all-to-all commu-
nication between the Storage Handler and the rest of the system. For connectivity the EF, EF
servers are stored in racks and connected to top-of-rack switches. Every top-of-rack switch
will be connected to the core network with enough uplink capacity to ensure the required
throughput. For the Event Aggregator to send accepted events to the permanent storage,
high-throughput long-range links will be needed between the core routers at Point 1 and
the CERN data centre.

Implementation and Technology A possible network implementation is illustrated in
Fig. 5.6. The router cluster can provide a basic level of network redundancy as needed
simply by connecting pairs of uplinks to different devices. Its implementation could have
different solutions, a pair of chassis routers or a distributed leaf-spine switch topology. Fail-
ures of Data Handlers can be dealt with transparently by re-assigning data to neighbouring
handlers.

Such an implementation is suitable for Ethernet technology. There are also several other
network technologies with promising future performance projections in terms of band-
width and latency that can be considered for the Phase-II networks, such as InfiniBand
and OmniPath. R&D work will continue to identify the best suitable technology with tech-
nology tracking, technology evaluation and network slice construction.
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Figure 5.6: Possible network implementation using Ethernet technology.

5.4 Event Filter System

The Event Filter (EF) system takes as input the detector data from events accepted by the
preceding hardware trigger at 1 MHz (see 6.11). It must select the most useful events ac-
cording to the trigger menu at a rate of 10 kHz (see 6.11) and reject the rest. Fast rejection is
important to achieve high throughput and minimise Storage Handler space requirements.
An initial selection based on combining information from the Level-0 hardware trigger with
the regional hardware tracking (rHTT) is used to reduce the event rate down to around
400 kHz, as shown in Table 6.4. This is followed by reconstruction of events using the EF
processors to run algorithms that are similar to or in common with the offline reconstruc-
tion, and use of global hardware tracking (gHTT) as also shown in Table 6.4.
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5.4.1 Use of Tracking in the Event Filter

High luminosity, and consequently high pile-up, conditions give rise to specific challenges
for object and event reconstruction algorithms: higher occupancy of tracking detectors
makes pattern recognition slower and more susceptible to fakes, and energy resolution in
calorimeters is reduced. This negatively affects, for example:

• the distinction between reconstructed particles from a hard scatter and the many su-
perimposed soft events,
• the separation of electrons from background jets,
• calculation of global event quantities like Emiss

T ,
• jet energy resolution,
• and separation of b-jets from light jets.

This in turn leads to higher trigger rates and/or worse efficiency. To achieve the goal of
maintaining a menu with thresholds similar to Run 1, the EF selections need to be robust
against pile-up so that rates scale approximately linearly with luminosity. Use of tracking
to identify a primary vertex and associate reconstructed objects with it is a well-established
approach to address this problem.

Efficient charged particle reconstruction in HL-LHC conditions relies on the tracking de-
tector upgrade (ITk) [5.4][5.5] and software improvements. Figure 5.7 shows the CPU usage
per event in units of HEP-SPEC064 (HS06) times seconds for the inclined ITk layout. Even
with the preliminary tuning of the ITk reconstruction software, the total CPU usage spent
on tracking at < µ >= 200 is less than five times that spent on tracking in the Run 2 system
at < µ >= 20. Considering the worse-than-linear expectation for track reconstruction time
using Run 2 software described in Section 3.4.2, a substantial improvement in precision
track reconstruction is expected.

Therefore, the use of information from the Inner Tracker ITk as early as possible in the
trigger selection is considered a key ingredient in the ATLAS Trigger strategy for HL-LHC.
The proposed use of tracking for specific trigger signatures is shown in Table 6.4.

Several technologies may be considered for a reconstructing tracks in the EF:

i a Hardware-based Tracking system for the Trigger (HTT) based on FPGAs and custom-
designed Associative Memory (AM) ASICs,

ii commodity CPU-based servers,
iii systems based on accelerators (e.g. GPGPUs),
iv future architectures based on devices integrating machine learning capabilities.

Some of these options have been studied extensively in the past few years and some are
detailed in Part II of this document.

4 http://w3.hepix.org/benchmarking.html
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Figure 5.7: The CPU usage required to reconstruct a tt event in the ITk as a function of the av-
erage pileup, for the inclined ITk layout [5.4]. The total CPU usage required to reconstruct the
charged particles in the ITk (filled squares) is compared to the corresponding CPU requirements for
reconstructing the current Run 2 detector (open square) at an average pileup of 20 events per bunch
crossing. The CPU usage required for the track-finding (circles) and for the ambiguity resolution
(triangles) separately are also shown.

The baseline design is an HTT system based on AM ASICs for pattern recognition and
FPGAs for track reconstruction and fitting to meet the high trigger rate and throughput
requirements at the HL-LHC, as described in Section 5.4.5.

This decision is motivated by the following: extensive experience with the technology
within ATLAS, its short latency, its lower power budget and less demanding space re-
quirements, its cost effectiveness and the independence of its cost from the commodity
computing market, and the capability to evolve the HTT system for use in the hardware-
based Level-1 trigger should ATLAS need to change to a dual L0/Level-1 Trigger (L1)(see
Chapter 14). The evolution of the above technologies will be followed, so that the baseline
choice may be reconsidered in case of a major technological breakthrough.

Software tracking will still be done in the EF when the ultimate precision is needed, other-
wise tracks will be requested from the HTT and simply unpacked and used in EF selections.
More advanced software reconstruction techniques for calorimeter and muon detectors will
also be needed to achieve performance robust against pile-up and fast enough to run on-
line. In general these will be drawn from or developed with the offline reconstruction, as a
high correlation in EF and offline reconstruction efficiencies is desirable.
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5.4.2 Event Filter System Overview

The EF system will have interfaces with the HTT and Dataflow systems, principally the
Storage Handler and Event Builder. Figure 5.8 shows the interactions among these systems.
The EF communicates with the HTT via the HTT Interface (HTTIF) which is not shown here
but is described in Section 5.4.5.

HTTEFPUEFPU

Event

HTT needed?

HTT

Determine RoIs
and map to 
HTT unit regional HTT

HTT output

Process event

Accept?

Dataflow

EFResult (incl. HTT)

ITk data

global HTT

HTT output

ITk data

Process event

1000 kHz
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100 kHz

Reject?
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Figure 5.8: Diagram showing the interaction between the Event Filter processing unit (Event Filter
Processing Unit (EFPU)), Dataflow system and the hardware tracking (HTT). After receiving the
event data from the Dataflow system, the EFPU decides, based on the Level-0 decision, if regional
hardware tracking is needed for this event. If so, requests are sent to the relevant HTT units along
with the necessary ITk data. After receiving the HTT result the EFPU continues with the event
processing including a possible second request for global hardware tracking based on the Level-0
decision or additional EF-based selections.

The EF overall receives events at 1 MHz, with each event assigned to a particular EF pro-
cessing unit (EFPU). The full event is not read by the EFPU process at this rate. First in-
formation only from the L0 CTP and Global Trigger is used to determine the RoIs related
to the L0 triggers which passed. The sequences of reconstruction algorithms to run and the
choice of whether or not to use the HTT are driven by this information. If regional tracking
is required, the EF reads the ITk module data corresponding to the relevant RoIs and sends
this to the rHTT. The system is designed for up to 10% of the ITk data to be requested and
used in this way, as explained in Section 6.12. If the rHTT was used, the EF then takes a
trigger decision based on the regional tracks and Global Trigger objects such as topological
calorimeter clusters, to reject some events and reduce the rate to 400 kHz. The dataflow sys-
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tem can take advantage of the above partial event data access pattern and transfer the full
event data only for accepted events. If global tracking is required, which will be determined
by the trigger menu, around 10% of events, then the full ITk data is read and sent to the
gHTT. During HTT requests, EF waits the short time (compared to EF event processing)
for the tracks to be returned. Since the EF processing is multi-threaded, other events are
processed during this time so there are no idle CPU cycles. Further software reconstruction
and selection steps will take place until finally at a rate of 10 kHz, events are accepted.

The EF farm and software applications will be controlled by the Online Software system.
The software will also provide physics and operational monitoring services. The EF pro-
cessing is expected to occur promptly, i.e. with a minimum delay after the Level-0 accept
decision. The large buffer in the Storage Handler will allow processing timeout settings
to be less strict than are needed in the Run 2 and Run 3 system. It is in principle possible
for the Storage Handler to buffer the data for longer, to allow processing to continue bey-
ond the end of a data-taking run, thus utilising the inter-fill periods as well. This delayed
processing introduces considerable operational complexity that outweighs the benefits un-
less there is a strong use case. The option of an EF calibration loop (similar to the prompt
calibration loop deployed at Tier-0) that would derive certain calibrations before the EF pro-
cessing starts has been studied. While there is no clear use-case for calorimeter or muons,
a full ITk alignment could be derived within one hour of data-taking. However, assuming
the new ITk detector is at least as stable as our current detector it is not clear that this would
result in significant improvements for the EF selection.

5.4.3 Event Filter Farm Hardware

The most cost-effective computing platform for the EF software, the commodity PC server,
shows a trend towards systems hosting multi-core CPUs with an increasing core-count
and heterogeneous hardware architectures, incorporating General Purpose Graphical Pro-
cessors (GPGPUs) or FPGAs. Therefore, the upgraded EF software should allow for both
parallel algorithm execution as well as exploitation of internal parallelism for those which
are the most costly in CPU terms. The optimal degree of parallelism (multiple events, intra-
event i.e. concurrent Region of Interest (RoI) processing, or intra-algorithm) will be found
by balancing the potential benefits in throughput and the effort needed to modify and main-
tain code.

Current estimates of the evolution of event processing times indicate the need for 4.5+2.7
−0.7

million HEP-SPEC065 (MHS06) to handle a Level-0 rate of 1 MHz, of which an initial re-
duction to 400 kHz will be achieved entirely by using information from Level-0 and rHTT
as shown in Table 6.4. The CPU estimate is based on an extrapolation of current (Run 2)
CPU usage, taking into account scaling with pile-up, CPU time reduction due to the use of
hardware tracking, and other software improvements. Figure 5.9 shows the expected CPU

5 http://w3.hepix.org/benchmarking.html
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Table 5.7: Summary of Event Filter farm size estimates, based on projections of compute capacity
requirements and compute power of servers from current data, as described in the text.

Compute capacity required 4.5 MHS06
Equivalent dual-socket servers 3000
Racks 38

requirements versus pile-up assuming most of the ITk tracking is offloaded to HTT as de-
scribed below in Section 5.4.4. More details on the model used for this estimation are given
in Section 12.4. The largest uncertainties in this estimate are due to the expected number of
RoIs, the possible improvements in the reconstruction software and the reduction in CPU
requirements due to the use of hardware tracks where possible.
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Figure 5.9: EF CPU extrapolation versus pile-up in million HEP-SPEC06 for the different compon-
ents of the EF reconstruction software.

All the commodity compute power must be accommodated within a fixed rack-space loc-
ated in the surface computing infrastructure. This rack-space is shared with other com-
ponents of the data-acquisition system, such as storage and networking. An extrapolation
based on the evolution of compute-power in the ATLAS TDAQ farm over the past ten
years results in an estimated compute capacity of 1.5 kHS06 per dual-socket server or ap-
proximately 3000 motherboards on the time-scale of Phase-II. The scale of the system is
summarised in Table 5.7.

GPGPUs are a potential commodity hardware accelerator to which suitable compute-inten-
sive processing tasks can be offloaded from the main CPU. This has been studied for Phase-I:
the findings are summarised in Section 12.3 where further references are provided. In that
study it was estimated that using contemporary hardware it would cost approximately
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the same, and have similar heating, cooling and space requirements, to increase the farm
throughput by adding either GPGPU or CPU. The relative cost-effectiveness of these tech-
nologies for the Phase-II EF depends on the relative evolution of CPU and GPGPU in terms
of price, performance and packaging.

The decision on the commodity compute hardware for the EF farm will be taken nearer
the time of purchase following an evaluation of hardware accelerators. The above work on
GPGPUs should be taken as an indication that the software can be successfully adapted to
other architectures for a full cost/benefit evaluation.

It is envisaged that the Event Filter farm could be a rather heterogeneous system, possibly
containing different classes of hardware such as GPGPU and commodity servers. Due to
the rolling replacement strategy, it will host different hardware families within the same
class. Since the technology decisions shaping the Event Filter infrastructure will be taken
as late as possible, it is important to establish interfaces that will allow for operation in all
of the above scenarios.

5.4.4 Event Filter Software

The selection software upgrades fall into two parts: further evolution of the framework and
development of the selection algorithms to meet Phase-II requirements.

The present software framework is undergoing a major upgrade to provide the new func-
tionality needed for the start of Run 3. The new framework, AthenaMT [5.6][5.7], is being
implemented as a common trigger and offline computing framework. Key features are
built-in multi-threading support, provision for seamless integration of offline algorithms
and infrastructure to support external accelerators. The AthenaMT framework will be able
to run existing EF and offline algorithms with limited changes, but additional changes will
be needed to fully exploit the potential of the new framework. Most of the changes in the
selection software are expected to be done in time for Run 3. Further changes for Run 4
will be needed to adapt the system to the evolved DAQ architecture, i.e. with regards to
the Storage Handler and Hardware Tracking interfaces. In addition, new trigger hardware
(e.g. Global Trigger) will have to be included into the trigger configuration database. In case
GPGPU accelerators will be used the necessary framework services to offload the compute
load to these devices will have to be developed.

Significant effort will be required to upgrade the selection software to provide the required
rejection in the EF within CPU resource constraints. It is expected that an initial reduction
from the Level-0 rate of 1 MHz to 400 kHz can be achieved by the use of hardware tracks
and information from Global Trigger. After this initial ’fast’ rejection, the remaining re-
quired EF rejection power will be achieved by importing techniques currently used offline
to provide selections that are robust against the effects of pile-up, and where necessary de-
veloping new techniques. Experience from Run 1 and Run 2 has shown that the rates of
certain triggers, especially multi-jet triggers and triggers based on Emiss

T , rise rapidly with
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increasing pile-up. Information on the average number of interactions per bunch-crossing
is currently used to reduce the effect of pile-up. However, the most effective methods rely
on event-by-event primary vertex reconstruction that provides the number and position of
the primary vertices in the event. This allows, for example, the precise calculation of the
contribution of pile-up vertices to the energy of a calorimeter cluster.

The biggest change is expected to the inner detector tracking software, as it will have to
be adapted to the new ITk detector and make full use of the hardware tracks provided by
rHTT and gHTT. Since the trigger tracking software is largely based on the offline tracking
software, the additional trigger-specific changes are expected to be of limited scope. Sig-
nificant experience in the inclusion of hardware tracks is expected to be gained once the
FTK system is fully operational in Run 2. The current muon trigger reconstruction [5.8] is
composed of a fast muon and inner detector track reconstruction, followed by a combin-
ation step and final precision reconstruction in both the inner detector and muon system.
The reconstruction software will have to be adapted to include and leverage the informa-
tion provided by the new MDT Level-0 trigger as well as hardware tracks, both of which
should result in a significant reduction in processing time. It is assumed that at least a
factor two improvement in the muon reconstruction time can be achieved for Run 4 and
this improvement is included in the estimated compute requirements.

The calorimeter software will develop with the aim to further harmonise the trigger and
offline reconstruction. With the fast rejection techniques used in the first steps of the HLT
moving to the Level-0 trigger, there is both an opportunity to have these without any EF
processing, and a consequence that more precision reconstruction will be needed to achieve
the necessary rejection. Offline algorithms are the natural option but significant work will
be required to speed them up for use at high rates early in the EF. It may be that new al-
gorithms and techniques have to be developed, both for EF and offline reconstruction. The
use in the EF of topoclusters produced by the Global Trigger will be studied. In principle
they could be used with better object-finding algorithms to do a fast initial rejection in the
EF.

5.4.5 Hardware-based Tracking for the Trigger Subsystem

The Hardware Track Trigger subsystem (HTT) aims to provide tracks for the EF quickly,
hence reducing substantially the processing requirements at the EF. The HTT receives re-
quests to find tracks, along with the related ITk data from the EF. It combines hits from the
eight outermost ITk layers (including at least one Pixel layer) to quickly find track candid-
ates. A second stage of processing uses information from all the remaining ITk layers to fit
and refine the tracks can be performed when greater precision is required.

Two complementary HTT functionalities are envisaged in the baseline architecture, largely
operating on different signatures and with different performance targets. The first is a re-
gional HTT (rHTT) that finds tracks with pT > 2 GeV in limited regions around Level-0
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trigger objects that can profit from track information (single high-pT leptons and multi-
object triggers). The rHTT will operate at the full L0A rate of 1 MHz and process on average
10% of the ITk data in these events. The second function, called the global HTT (gHTT),
performs full-scan event-level tracking at a nominal rate of 100 kHz. The gHTT finds tracks
with pT > 1 GeV and, in contrast to rHTT, it includes the second stage processing men-
tioned above, hence providing high-quality tracks with better purity, for EF algorithms that
rely more critically on this information (primary/secondary vertices, b-tagging, missing en-
ergy).

The input data to the HTT pattern recognition for the full event are ITk module data frag-
ments from a subset of layers, about 2 MB per event. The second stage uses an additional
1.5 MB. For each track candidate, HTT provides the hits associated to it, together with five
track parameters (pT , η, φ, d0, and z0) and the corresponding χ2 value to assess the quality
of the track fit. More sophisticated software algorithms to refit tracks can be used later in
the EF, but the CPU-intensive pattern recognition does not have to be repeated.

The first-stage processing of the HTT finds track candidates in two steps: first it finds
groups of ITk hits that match precomputed patterns stored in the Associative Memory
(AM) ASIC, then processes the matched hit combinations with linearised track-fitting al-
gorithms in FPGAs, to extract the tracking parameters. The capacity of the future Associ-
ative Memory 09 ASIC (AM09) chip is expected to be three times larger than the one used
in the current FTK project (3× 128k patterns), with a processing speed of 250 MHz words
per input bus. The event processing time is mainly driven by the ITk data transmission
through the AM chips and the number of fits to be executed.

The second-stage processing takes as inputs the tracks found in the first stage and the
clusters from ITk layers not used in the first stage. It then extrapolates each track to these
additional ITk layers, finds clusters that may belong to the track and performs a full track
fit that improves the track parameter resolutions significantly. The second-stage processing
is implemented in FPGAs.

Being an EF co-processor, the HTT communicates with the EF through a dedicated interface,
HTTIF. The HTTIF receives the tracking requests (regional in the case of rHTT) from the EF,
together with the ITk data, propagates them to the appropriate Tracking Processor main
board in the HTT (TP) boards, receives back the tracking results and returns them to the
EF processor that formed the original request. The HTTIF will be implemented with PC
servers holding PCIe cards, which communicate with the EF farm via commodity network,
and with HTT units via optical links with custom protocol to be defined.

The HTT is organised as an array of independent tracking units called HTT units, as shown
in Fig. 5.10. The main hardware building block of the HTT are ATCA boards called Track-
ing Processors (TPs). There are two types of TP boards: Associative Memory Tracking
Processor, AM Trigger Processors (AMTPs), and Second Stage Tracking Processor, Second-
Stage Tracking Processors (SSTPs), that will be implemented on identical ATCA boards,
with different firmware. Each tracking unit comprises a set of six AMTPs and one SSTP
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Figure 5.10: Overview diagram of the HTT system showing interconnections within HTT units and
with the HTTIF.

Table 5.8: Summary of characteristics and size of the HTT system.

HTT
rHTT minimum track pT 2 GeV
rHTT Input rate 1 MHz @ 10%
gHTT minimum track pT 1 GeV
gHTT Input rate 100 kHz
Number of HTTIF 48 (to be revisited)
Number of ATCA shelves for AMTPs 48
Total number of AMTPs 576
Total number of AM chips 18432
Number of ATCA shelves for SSTPs 8
Total number of SSTPs 96
Power estimate per TP 300 W

that will perform tracking in a specific η − φ region of the track parameter phase space.
Table 5.8 gives an overview of the main characteristics and size of the HTT hardware.

R&D of the Phase-II AM ASIC based on 28 nm technology is already underway. A first
prototype called Associative Memory 07 prototype ASIC (AM07) has been recently re-
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ceived and is under test. The next prototype called Associative Memory 08 prototype ASIC
(AM08) will be a small area device including all functions of the final AM09 with a smaller
number of patterns (16k patterns). The logic and full-custom designed elements of AM08
will be used as a the base for the design of AM09 that will be a large area ASIC to be pro-
duced with full-mask submission.

There is confidence that the AM-based baseline design will work. While this is design
developed towards the Preliminary Design Review, other technologies such as commodity
hardware accelerators are being kept under evaluation in case a major breakthrough occurs
which would make it worth changing the design.
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6 Expected Performance

The identification of trigger-level objects (such as electrons, muons, and jets) is defined rel-
ative to each object’s offline definition. The Phase-II TDAQ upgrade will enable the imple-
mentation of object identification algorithms that are much closer to the offline definitions
than the Run 3 system. The Global Trigger processors deliver trigger objects based on full-
granularity calorimeter information at Level-0. The HTT provides tracks to the Event Filter
at the Level-0 rate (1 MHz) in regions of interest for tracks above 2 GeV and tracks above
1 GeV at a reduced rate (100 kHz) for the full-detector. In both cases, track reconstruction
extends to the full ITk coverage of |η| < 4.0. This section describes the expected Phase-II
trigger object performance relative to the current (Run 2) understanding of the offline defin-
itions; it is expected that these definitions will continue to evolve beyond this document. In
all cases, the performance is evaluated for a luminosity of L = 7.5× 1034 cm−2s−1.

6.1 Performance Estimation Procedures

The Level-0 and early rejection regional tracking in the Event Filter (rHTT) results presen-
ted in this section are based on full-simulation studies of the ATLAS detector [6.1] using
Geant4 [6.2]. The planned algorithms to be implemented in hardware or software are
then applied to the simulation to determine the performance. The trigger efficiencies for
the various physics objects are evaluated using samples of signal events (e.g., Z → ee or
Z → ττ) overlaid with an average of 〈µ〉 ' 200 minimum-bias events generated with
PYTHIA 8 [6.3]. To reproduce the pile-up conditions expected in Phase-II, background re-
jections and trigger rates are obtained from a sample of overlapping minimum-bias events
with 〈µ〉 ' 200. The metric by which the performance of a given trigger object is evaluated
consists of the expected rate on minimum-bias events versus the corresponding effective
offline thresholds in signal events. The effective offline threshold is the value of the rel-
evant quantity (such as pT), above which the trigger reaches ∼ 90 − 95% of its plateau
efficiency; the exact efficiency goal depends on the relevant object.

The Event Filter algorithms that are used in data-taking will follow an extensive programme
of development of offline reconstruction from now until data-taking and beyond. These
developments will increase the sophistication of the algorithms designed to manage the
higher level of pile-up and exploit features of the upgraded detector. It is therefore not
possible to accurately estimate Event Filter rates with the actual algorithms that will be
used. Instead, the Event Filter rates are evaluated using selections based on the current
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6.3 Electrons and Photons

HLT algorithms applied to Run 2 data linearly extrapolated in luminosity to L = 7.5 ×
1034 cm−2s−1. For the majority of triggers, the Event Filter rates are approximately lin-
ear with luminosity. The exception is the missing transverse energy trigger, for which a
dedicated analysis based on the Geant simulation described above is used. The ongoing
development of offline reconstruction means the Event Filter must be able to follow those
developments to avoid broad turn-on curves and object selection inefficiencies.

6.2 Topological Clusters

The proposed Global Trigger will allow the reconstruction of offline-inspired noise-sup-
pressed “topological clusters”, or topoclusters [6.4]. Topoclusters are based on the full-
granularity Liquid Argon and Tile calorimeter information for cells with |ET| > 2σ, where
ET is the reconstructed cell transverse energy and σ is the sum in quadrature of the calorim-
eter electronics noise and the pile-up noise. In the “422" scheme, each topocluster is seeded
from a cell with |ET| > 4σ, and neighbouring cells (in three dimensions) with |ET| > 2σ

are added to complete the cluster. The full offline topological clustering algorithm [6.4],
the “420" scheme, has an additional boundary layer of cells with ET > 0 adjacent to the
cluster. In particular, the transverse energy of the reconstructed clusters is not significantly
affected by the omission of the ET > 0 boundary layer, although the number of cells in each
cluster is substantially smaller. The nominal plan for the upgrade is the implementation
of the “422" scheme in the Global Trigger with minor modifications including the use of
ET provided by the calorimeters. The details of the implementation are described in Sec-
tion 9.3.3. Comparisons of the number of cells per cluster, the number of clusters, and the
transverse energy (ET) of the clusters are shown in Fig. 6.1 for ZH → ννbb events. There
are on average fewer cells per cluster in the “422" scheme (without the boundary layer).
Furthermore, the splitting and merging algorithms are implemented independently, which
results in the number of reconstructed clusters being slightly different. The effect of these
differences on jets is described in Section 6.6. In addition, calorimeter-based topocluster
moments may be calculated and calorimeter-based calibrations may be applied to improve
jet and tau performance.

Once formed, the topoclusters will be used as the basis for jet and tau reconstruction. The
trigger topocluster objects can also be used to calculate isolation-type variables for elec-
trons, photons, muons, and tau leptons as well as to aid tau identification.

6.3 Electrons and Photons

Level-0 Electron and photon object identification in Phase-II begins in the legacy Phase-I
system (using the eFEX). The Global Trigger then refines the identification algorithm by
taking advantage of the transmission of fine-granularity cells with |ET| > 2σ from the LAr
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Figure 6.1: Performance of the proposed “422" (green, labeled “42” in the legend) topocluster
reconstruction scheme compared to the offline “420" scheme (red) in ZH → ννbb events. The top
plots are the number of cells in the clusters and the number of clusters found, and the bottom is the
transverse energy of the clusters. The topocluster ET is calculated with the individual cells calibrated
to the electromagnetic scale and no further corrections (“EM Scale”).
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Figure 6.2: Performance of the Eratio variable for electron identification assessed on Z → ee signal
and minbias samples. The electron candidate has a selection applied that is similar to the one that
will be applied by the eFEX before the candidates reach the Global Trigger with a pT threshold of
20 GeV.

calorimeter. One promising shower shape variable referred to as Eratio (currently employed
in the Run 2 HLT and offline electron and photon identification algorithms [6.5][6.6]) makes
use of the first layer of the LAr calorimeter which is not available in the Phase-I eFEX. Eratio
is defined as

Eratio =
Ehighest energy cell − E2nd local maximum energy cell

Ehighest energy cell + E2nd local maximum energy cell
(6.1)

where Ehighest energy cell is the energy in the cell with the largest energy deposit associated
with the electron and E2nd local maximum energy cell is the energy in the next largest local max-
imum (in a window of typically 0.0625 in η). This discriminates between dominant back-
ground from π0 → γγ showers (whose maximum and second-maximum energy depos-
itions would be balanced) and isolated electrons or photons (whose Eratio is close to 1).
Figure 6.2 shows the distribution of Eratio with a 2σ energy threshold and the efficiency
versus rejection when Eratio is only computed for cells whose |ET| is above the given noise
threshold. The latter plot demonstrates that the |ET| > 2σ threshold does not have a sig-
nificant detrimental impact on the performance of this variable; a factor of five additional
rejection can be achieved for ∼ 99% efficiency.

In addition, the availability of topoclusters in the Global Trigger allows for an implementa-
tion of the topocluster-based isolation currently used in the offline and HLT reconstruction.
The resulting electron trigger rates at L = 7.5 × 1034 cm−2s−1 are shown in Figure 6.3a
for the eFEX selection only, then plus an Eratio requirement, and finally with an additional
topocluster-based isolation requirement. The rate for a 20 GeV threshold with the eFEX
selection alone is 600 kHz. The Eratio cut reduces the rate by a factor of ≈ 2× and then
isolation requirement reduces the rate an additional 20− 25%, bringing the total rate low
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Figure 6.3: The Level-0 rate as a function of leading pT for the single-electron/photon triggers and
sub-leading pT for dielectron/diphoton triggers. Three levels of selection are shown solely from the
eFEX, eFEX plus a requirement on Eratio, and after a topocluster-based isolation requirement.

enough such that a 20 GeV threshold takes an acceptable fraction of the total readout band-
width. The diphoton/dielectron rates are shown in Figure 6.3b.

Regional Tracking Rejection In order to support the high Level-0 rate, early rejection in
the Event Filter using regional tracking (rHTT) is required. The rejection as a function of
efficiency when requiring a track with a minimum pT is shown in Fig. 6.4. The rejection is
approximately a factor of 5 for 95-97% efficiency for an online electron threshold of 18 GeV
and a factor of 3 for 95-97% efficiency for an online threshold of 10 GeV.

For dielectron triggers it is also possible to require the candidates be consistent with origin-
ating from the same vertex in the z. Study of the rejection expected from that requirement
is underway.

Event Filter Output Finally in the Event Filter, selections similar to electrons and photons
in the offline system are implemented including Gaussian sum filter for the electron tracks
to account for radiation along their paths. The rates are summarised in Table 6.1. The
single-electron trigger presented in the table has a track-based isolation requirement using
tracks above 1 GeV pT as is used in the current trigger selection.
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6.4 Muons
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and (b) 10 GeV electrons and muons. The track pT requirement is indicated as numbers next to the
lines. The electron and muon samples are single particle samples with pT distributions that are flat
in 1/pT from 4-400 GeV. The backgrounds are based on minimum bias simulation.

Table 6.1: Projected Event Filter rates for representative electron and photon triggers.

Trigger Offline Threshold [GeV] Rate
Level-0 Single Electron 22 200 kHz
After regional tracking cuts 22 40 kHz
Event Filter Isolated Single Electron 22 1.5 kHz
Level-0 Single Photon 120 5 kHz
No regional tracking cuts - -
Event Filter Single Photon 120 0.3 kHz
Level-0 Dielectron 10,10 60 kHz
After regional tracking cuts 10,10 10 kHz
Event Filter Dielectron 10,10 0.2 kHz
Level-0 Diphoton 25,25 20 kHz
No regional tracking cuts - -
Event Filter Diphoton 25,25 0.2 kHz

6.4 Muons

Level-0 The Level-0 trigger for muons, described in Section 8, uses the Phase-I muon
trigger RPC, TGC, and NSW detectors with new on-detector and trigger electronics to seed
tracking in the high-precision MDT chambers. In addition, new RPC chambers will be
added in the barrel region to increase the efficiency which would otherwise be significantly
degraded from the Phase-I performance due to a lowering of voltage on the RPC chambers
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to avoid aging. Figure 6.5a shows the η− φ coverage for the Phase-I system, which requires
hits in all three RPC layers in order to manage the muon trigger rate. With the new RPCs
this can be relaxed to requiring a coincidence in 3 out of 4 RPC layers. This significantly
increases η− φ coverage as seen in Fig. 6.5b. Finally, with the additional rate rejection from
the MDT system, the RPC requirement can be further relaxed to a two-layer coincidence.
The resulting improvement in η − φ coverage is illustrated in Fig. 6.5c.

The corresponding impact on the maximum efficiency of the 20 GeV muon trigger is shown
in Fig. 6.6a. The line for “3/3 chambers“ corresponds to the Phase-I system. The line “3/4
chambers“ corresponds to the new RPC configuration (the additional “3/4 chambers with
BO hits“ adds a requirement that the outer barrel layer be hit to remove the acceptance
below 10 GeV). The new RPCs chambers increase the efficiency from ∼ 80% to ∼ 90% on
the plateau. The 2 out of 4 requirement on the RPC layers is restricted to the barrel inner
and barrel outer layers. This is shown in Fig. 6.6a as the “3/4 chambers + BIBO” line, which
achieves an efficiency of ∼ 96%.

Also mentioned in Fig. 6.6a is that the RPC trigger rates increase from ∼ 20 kHz for the
low-efficiency Phase-I system to ∼ 85 kHz for the high-efficiency “3/4 chambers + BIBO”
scheme. The rate is dominated by the trigger acceptance below threshold, i.e. the trigger
accepts a substantial number of muons below the nominal 20 GeV threshold. To reduce the
rate due to those muons, the high-precision MDT chambers are used in the muon trigger
to significantly sharpen the turn-on curve. The corresponding trigger efficiency turn-on
curves for a 20 GeV threshold in the region |η| <2.4 before and after the inclusion of the
MDT chamber information are shown in Fig. 6.6b. The MDT selection reduces the “2 out of
4” RPC rate from the ∼ 85 kHz to ∼30 kHz. It also reduces the end-cap TGC+NSW trigger
rate for 20 GeV muons from ∼ 30 kHz to ∼ 15 kHz.

The dimuons rate estimates are still at an early stage. Each rate has three contributions:
two muon candidates from the same collision, two muon candidates from two different
collisions, and two muon candidates due to double counting the same muon. We expect
to be able to remove the vast majority of the double counting with the muon trigger pro-
cessor systems. For 10 GeV muons, the different collision contribution is estimated to be a
small effect (≈ 1 kHz based on binomial statistics for two independent collisions), and the
total rate is estimated based on an overlay procedure to be less than 10 kHz. For 5 GeV
muons, the different collision contribution is substantial (approximately 34 kHz) and the
total rate will be in the range of 50-150 kHz depending on the details of the topological
selection and overlap removal, which are still being optimised. For the 5 GeV dimuon rate
and for even lower thresholds topological selections can be used to further reduce the rate
for triggers targeting b-physics. In Run 2, such topological triggers give rates a factor of
∼ 10 lower. To support b-physics and exotic scenarios within the scope of the proposed
hardware, algorithms will be optimised to increase nearby muon acceptance and keep the
dimuon thresholds low.
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6.4 Muons

(a) η − φ acceptance for the Phase-I system in
Phase-II conditions

(b) η − φ acceptance for new RPCs operated with a
three-station coincidence

(c) η − φ acceptance for new RPCs operated with a
two-station coincidence (any 3 stations or “BIBO”)

Figure 6.5: η− φ acceptance for 20 GeV pT trigger for (a) the Phase-I system in Phase-II conditions,
(b) for new RPCs operated with a three-station coincidence, (c) for new RPCs operated with a two
or three-station coincidence.

Regional Tracking Rejection Using rHTT, the muon trigger can add tracking require-
ments. For a 20 GeV trigger threshold, this is not necessary as the rate from the Level-0
is low enough to not require addition selections before the full Event Filter selection. For
low-pT muons used in particular in the dimuon topology, a track requirement can reduce
the rate with little loss of efficiency. Figure 6.4b shows that a factor of two rejection can be
achieved with 99% efficiency. For a dimuon trigger, the rejection would be squared while
the efficiency would drop to 98%. In addition, dimuons will be required to be consistent
with a common vertex to reduce the impact of pile-up where the two muons are from dif-
ferent collisions.

Event Filter Output At the Event Filter, the muons are reconstructed with a method sim-
ilar to the offline algorithm. Table 6.2 shows a representative set of rates. The single-muon
trigger presented has a track-based isolation using a 1 GeV track pT threshold.
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Table 6.2: Event Filter rates for representative triggers

Trigger Offline Threshold [GeV] Rate
Level-0 Single Muon 20 45 kHz
No regional tracking cuts - -
Event Filter Isolated Single Muon 20 1.5 kHz
Level-0 Dimuon 10,10 <10 kHz
After regional tracking cuts 10,10 <5 kHz
Event Filter Dimuon 10,10 0.2 kHz
Level-0 Low-pT Dimuon
no topological cuts 5,5 50-150 kHz

Level-0 Low-pT Dimuon
with topological cuts 5,5 < 15 kHz

Low-pT after regional tracking cuts 5,5 up to 10 kHz
Event Filter Low-pT Dimuon 5,5 up to 0.5 kHz
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Figure 6.7: Rate as a function of leading and sub-leading online (uncalibrated) τ pT for a di-τ
trigger implemented in the eFEX and the corresponding efficiency per tau candidate (referred to as
an “RoI” in the plot) with respect to offline for a set of online τ pT thresholds as a function of the
offline τ pT.

6.5 Tau Leptons

Level-0 The Level-0 tau lepton trigger can use the eFEX to define the initial candidate
region and then makes use of the fine granularity calorimeter data reconstructed with the
topocluster capability of the Global Trigger. The offline tau selection uses tracking and
calorimeter information combined using a Boosted Decision Tree (BDT). Two preliminary
strategies are under development for tau identification. The cut-based trigger uses the me-
dium granularity super-cell variables that are available in the eFEX. The second uses a
recurrent neural network to select tau candidates in the Global Trigger. At the current early
level of optimisation, both give comparable results, but it is expected that with further de-
velopment a combined system can give better performance with moderate resource usage
in the Global Trigger. Both algorithms approximately support a physics goal of reaching
≈ 80− 90% of the efficiency plateau for offline pT for leading τ pT > 40 GeV and a sub-
leading τ pT > 30 GeV, which is motivated by the key H → ττ and HH → bbττ analyses.
This goal is not yet met by a small factor by either algorithm, but they are expected with
further development.

The cut-based results use the energy in a narrow core, information on the depth profile of
the energy deposition, and isolation requirements. The resulting rates and efficiencies are
shown in Fig. 6.7. A 200 kHz rate corresponds to online τ thresholds of pT > 20 GeV and
pT > 15 GeV for the leading and subleading τ candidates, respectively. These thresholds
correspond to ≈ 85% efficiency for offline τ candidates with pT thresholds of 45 GeV and
35 GeV for the leading and subleading τ candidates, respectively.

The recurrent neural network combines the information from up to six topoclusters. For
each cluster, the input variables are cluster energy, the energy in the four layers of the
electromagnetic calorimeter, the ∆R distance from the seed jet axis, three moments of the
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cluster shape, the depth of the cluster in the calorimeter, the fraction of energy contained
in the highest energy cell, and the probability that the cluster is an electromagnetic shower
based on energy distribution in the cluster. Figure 6.8 shows preliminary results for the di-τ
rates as a function of the leading and sub-leading τ ET and the corresponding efficiencies
for a range of online τ ET thresholds that correspond to a 200 kHz trigger rate. Such a
selection reaches ≈ 85% efficiency for offline τ candidate thresholds of pT > 45 GeV and
pT > 45 GeV for leading and subleading τ candidates, respectively.

Regional Tracking Rejection Regional tracking can be used to further reduce the back-
ground rate early in the Event Filter processing. Figure 6.9a shows the rejection versus
efficiency for requiring one to five tracks in a cone of ∆R < 0.2 around the candidate tau as
function of the track pT requirement. A modified version of this requirement, also shown,
only raises the pT requirement of the leading track while keeping requirement on additional
tracks at pT > 2 GeV and requiring that those tracks are consistent with coming from the
same vertex in z; this algorithm gives better performance. For di-τ triggers, two τ candid-
ates can additionally be required to be consistent with coming from the same vertex using
a ∆z0 cut. This is shown in Fig. 6.9b. The rate can be reduced by a factor of approximately
3.5 with a efficiency loss of ≈ 4%.

Event Filter Output After the regional tracking rejection, the Event Filter adds tracking
down to 1 GeV for τ candidates using gHTT. The tracks are used in the BDT and for track-
based isolation. Table 6.3 shows rates after the Event Filter selection. The rate of an inclusive
isolated di-τ trigger is too large to record from the Event Filter. Additional requirements
such as a ∆R < 3 selection on the τ candidates to veto back-to-back dijets, additional jet and
b-jet requirements, and Emiss

T requirements will likely be part of the menu. These additional
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Figure 6.9: Tau performance using regional tracking (rHTT) in the EventFilter. The efficiencies
indicated for the cut-based eFEX Level-0 algorithm with additional tracking requirements. The
right most point on each curve is the Level-0 efficiency with no tracking requirements.

requirements will place significant demands on the Event Filter tracking after the regional-
tracking-based cuts.

Table 6.3: Event Filter rates for representative τ triggers

Trigger Offline Threshold [GeV] Rate
Level-0 Single Tau 150 3 kHz
No regional tracking cuts - -
Event Filter Isolated Single Tau 150 0.35 kHz
Level-0 Di-τ 40,30 200 kHz
After regional tracking cuts 40,30 40 kHz
Event Filter Isolated Di-τ 40,30 1.6 kHz
Event Filter Isolated Di-τ with 0.3 < ∆R < 3 40,30 0.5 kHz
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6.6 Jets

Level-0 In addition to using offline-inspired topoclusters as inputs, a second important
goal of the Global Trigger is the implementation of an offline-like jet-finding algorithm sim-
ilar to the anti-kt algorithm. The anti-kt algorithm [6.7] used offline iteratively builds jets by
merging nearby clusters starting with the highest-pT clusters until a maximum separation
set by the parameter R is reached. The standard jets used offline in ATLAS are R = 0.4
jets, though R = 1.0 jets, referred to as large-R jets, are used in special cases as discussed in
Section 6.8.

Figures 6.11b and 6.11d show that in multi-jet events the jFEX sliding window algorithm
has a significant inefficiency for near-by offline jets, which leads the trigger turn-on to not
reach full efficiency even at high offline jet pT .

Figures 6.10 and 6.11 show the rate versus effective offline threshold and trigger efficiencies
for single, three, and four jet triggers for the jFEX algorithm and anti-kt with jFEX towers,
gFEX towers, and 422 topoclusters (which are described in Section 6.2). The effective offline
threshold is defined to be the point where the trigger is at 95% of its plateau efficiency
(maximum efficiency at high offline jet pT). For each trigger, the efficiencies are shown
for an online threshold corresponding to that same rate, so that the 95% efficiency points
can be compared. Also shown is the trigger efficiency for anti-kt clustering for either jFEX
or gFEX towers. The anti-kt-based algorithms reach full efficiency at high offline jet pT. In
addition to improving the performance of close-by jets, the anti-kt 422 topocluster algorithm
reaches 95% efficiency about 10 GeV earlier for three and four-jet triggers than the tower-
based algorithms. The results shown may be moderately improved through more detailed
calibration of the 422 jets.

In order to make the anti-kt processing feasible in the Global Trigger, it may be necessary
to reduce the number of inputs to the iterative anti-kt algorithm. An example possibility
is to bin the topoclusters in η and φ to a coarser geometry. This reduces the number of
constituents that the iterative algorithm needs to handle without significant impact on the
jet performance. Figure 6.12, shows the difference between the resulting jets due to the dif-
ferent thresholds and split/merge algorithms used for reconstructing the topoclusters, and
due to binning the clusters before the anti-kt jet building. For both minbias and a Z′ → tt
signal, the binning versus not-binning makes a small difference in the number of recon-
structed jets, while the change in the threshold (422 vs 420) makes a moderate difference.
Similarly the variations make only a small difference in the minbias jet pT distribution. Fi-
nally, the mass of the signal jets is unaffected by the binning and only slightly affected by
the threshold difference.

Regional Tracking Rejection For multi-jet triggers, the regional tracking can be used to
suppress the rate of events where the jets come from different interactions. Jets are required
to be consistent with coming from a common vertex using tracks above 2 GeV associated to
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Figure 6.10: Level-0 trigger rates versus threshold and event-level trigger efficiencies for single-jet
triggers. The jFEX algorithm (grey) and anti-kt with jFEX towers (green), gFEX towers (blue), and
422 topoclusters (red) are compared.

the jets within a cone of ∆R < 0.4. The vertex is constructed from all jets above the jet pT
threshold. A ratio RpT is then constructed as the fraction of the sum of the track pT associ-
ated to the jet and consistent with the primary vertex with respect to the total calorimeter-
based measurement of the jet pT. Jets associated with the primary vertex will have larger
RpT than jets from other vertices. Scanning over RpT requirements, Fig. 6.13 shows the
rejection of jets from other vertices (“pile-up jets”) as a function of the efficiency for jets
from the primary vertex (“hard-scatter jets”). The efficiency for 20-40 GeV jets (Fig. 6.13a)
reaches a maximum of ∼ 90% using 2 GeV tracks and 97% using 1 GeV tracks, because
some 20-40 GeV jets have no tracks above 2 GeV. Similarly, the efficiency for the 40 GeV jets
(Fig. 6.13b) reaches a maximum of∼ 90% using 4 GeV tracks and∼ 95% using 2 GeV tracks.
The resulting rate versus threshold for a four-jet trigger after requiring a common vertex
using RpT is shown in Fig. 6.14. The efficiency loss from the requirement is 1-2% for the
HH → 4b events passing a Level-0 with the same jet thresholds.

To estimate the needed hardware tracking for multi-jet triggers, Fig. 6.15 shows the average
number of jets in an event as function of the minimum jet pT for events that are selected at
Level-0 to have at least four jets with an effective offline pT threshold of 55 GeV or 65 GeV.
For jets with offline pT > 50 GeV approximately 5 jets are present per event. This is relevant
for the regional tracking needed to confirm a common z vertex.
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Figure 6.11: Level-0 trigger rates versus threshold and event-level trigger efficiencies for three-jet
and four-jet triggers. The jFEX algorithm (grey) and anti-kt with jFEX towers (green), gFEX towers
(blue), and 422 topoclusters (red) are compared.
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Figure 6.12: Comparisons of topocluster-building thresholds and binning on distributions related
to jet reconstruction at Level-0.

138



Efficiency for hard-scatter jets
0.7 0.75 0.8 0.85 0.9 0.95 1

R
ej

ec
tio

n 
of

  p
ile

-u
p 

je
ts

1

10

210

310

410

510
 > =200µ=14 TeV, < s

ITk Inclined Duals

Pythia8 dijets

<40 GeV
jet

T
20<p

 > 2 GeVtrack

T
circles: p

 > 1 GeV track

T
triangles: p

|<1.5η|
|<2.5η1.5<|
|<3.8η2.5<|

ATLAS Simulation 

(a) 20-40 GeV pT jets comparing 1 GeV and 2 GeV
track pT requirements

Efficiency for hard-scatter jets
0.5 0.6 0.7 0.8 0.9 1

R
ej

ec
tio

n 
of

  p
ile

-u
p 

je
ts

210

310

410

510
 > =200µ=14 TeV, < s

ITk Inclined Duals

Pythia8 dijets

>40 GeVjet

T
p

 > 2 GeVtrack

T
circles: p

 > 4 GeV track

T
triangles: p

|<1.5η|
|<2.5η1.5<|
|<3.8η2.5<|

ATLAS Simulation 

(b) pT > 40 GeV jets comparing 2 GeV and 4 GeV
track pT requirements

Figure 6.13: The rejection of jets from other vertices (“pile-up jets”) as a function of the efficiency
for jets from the primary vertex (“hard-scatter jets”) as a scan over the RpT requirement.
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pT jet. The red points show the rate before the tracking requirements. The rate after tracking is
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offline calorimeter only jets using “420” are used, but the tracking rejection is not expected to be
correlated with this difference.
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are selected at Level-0 to have at least 4 jets with pT above 50 GeV for two threshold scenarios. The
error bars on the plot indicate the RMS of the jet distributions. The x-axis jet energy is the calibrated
offline energy.

Event Filter Output The Event Filter then uses the full calorimeter data including cells
below the 2σ noise threshold to reconstruct jets with the same configuration as offline. Even
with full offline jet reconstruction, the rate of four-jet events will be too high to reach the
threshold needed for key physics goals such as HH → 4b. An acceptable Event Filter
output rate would require a ∼ 100 GeV threshold. To reduce this rate and preserve the
main physics goals and opportunities, a set of additional selections will be applied in the
Event Filter. These include b-tagging and additional jets and Emiss

T requirements. To allow
the Event Filter requirements to be comparable to what is possible offline the target jet
pT threshold is 20-25 GeV. Figure 6.15 shows that for jets with pT > 20 GeV, an average
of 13 jets per event passes the Level-0 trigger selection. These would cover a substantial
fraction of the detector leading to the need for the full-detector tracking provided by the
gHTT system. Furthermore, Fig. 6.13 shows that for this range of jet pT, a 1 GeV track pT
threshold is needed to apply vertex constraints with high efficiency. These tracks are also
key to enabling b-tagging and the offline track-based calibration to be used.

Offline jet reconstruction will continue to evolve prior to data-taking. It will likely use an
increasing amount of tracking information as in the particle flow algorithm [6.8][6.9]. A key
feature of the hardware-based track reconstruction is that it will allow the trigger to follow
that evolution to maintain good turn-on curves. Figure 6.16 shows how the current imple-
mentation of particle flow on ATLAS depends on the pT above which tracks are available.
There is only a slight degradation between the current offline minimum pT (0.5 GeV) and
1 GeV. By 2 GeV, the performance is significantly degraded.
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Figure 6.16: The dependence of the jet ET resolution for particle flow jets in Run 2 on the input
tracking pT threshold.

6.7 Missing Transverse Energy

Missing transverse energy (Emiss
T ) reconstruction is a significant challenge at high pile-up

for both the trigger and the offline reconstruction. The current offline makes a sum of all
reconstructed objects using careful overlap removal to avoid double counting of energy.
The Emiss

T is calculated as the magnitude of pmiss
T , which is defined according to the 2-D

vector sum

pmiss
T = − ∑

electrons
pe

T − ∑
photons

pγ
T − ∑

muons
pµ

T − ∑
taus

pτ
T −∑

jets
pjet

T︸ ︷︷ ︸
Hmiss

T

− ∑
tracks

ptrack
T︸ ︷︷ ︸

soft term

. (6.2)

The final term, referred to as the “soft" term, involves a sum over all tracks in the full
detector coverage. All objects, including the tracks in the soft term, are constrained to be
consistent with originating from the primary vertex. The trigger performance described
in this section is measured relative to a representative offline Emiss

T defined as the sum in
Equation 6.2, including only jets with pT > 20 GeV and a soft term, both of which use 1 GeV
pT tracks for vertex constraints. In general, the Emiss

T trigger is only used for signatures that
are primarily hadronic (jets and soft term) and where the contributions from the other terms
are small.
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Level-0 At Level-0, there are several calorimeter-only Emiss
T options under development.

This section will focus on a trigger based on the calorimeter-only jets described in the pre-
vious section. This variable is referred to as Hmiss

T in analogy to the standard HT variable
which is just the scalar sum of the jet pT. Here the Hmiss

T is the magnitude of the vector
sum of the transverse components of the jets. Also under study is a similar variable which
also includes a calorimeter-based soft-term using topoclusters. In addition, because the
Global Trigger has the full event available to an FPGA algorithm, a wide variety of pile-up
mitigation strategies are possible and are under investigation.

Regional Tracking Rejection Regional tracking is used to require that the jets in the Emiss
T

calculation are consistent with a common primary vertex. Figures 6.17a and 6.17b show the
Level-0 rate and the rate after regional tracking as a function of the offline Emiss

T at which the
trigger is 95% efficient, for a range of minimum pT and maximum |η| of the tracks used in
the vertex constraint, respectively. The Hmiss

T here is reconstructed with a 50 GeV threshold
on the constituent jets, which is expected to be sufficiently high to suppress contributions
from pile-up.

The Level-0 rate shows that the Phase-II upgrade supports a Emiss
T trigger that is efficient

for offline missing energy at ∼210 GeV with a rate of 80 kHz. For the baseline configuration
(tracks with pT above 2 GeV and |η| < 4.0) regional tracking reduces this rate to 4 kHz for
the same threshold. While the 8 GeV minimum track pT significantly degrades the results,
the performance is not strongly sensitive to the pT cut below 4 GeV. Reducing the η coverage
from |η| < 4.0 to |η| < 3.2 does not have a strong impact, while reducing to |η| < 2.5 raises
the rate at a 210 GeV threshold from 4 kHz to 6 kHz.

Figures 6.17c and 6.17d show the efficiency versus the true Emiss
T from invisible particles and

the representative offline Emiss
T . The performance versus the representative offline Emiss

T
is most relevant for analysis, while the performance versus the true Emiss

T demonstrates
that this performance is due to a correlation similar correlation with the true Emiss

T and not
specific to the representative offline Emiss

T chosen. These figures also show that the effect of
the tracking requirement is mainly to remove events with low true Emiss

T and offline Emiss
T .

The rHTT will provide tracking on up to 10% of the ITk data averaging over all events. To
estimate the tracking required to implement the Emiss

T trigger, Figure 6.18 shows the mean
number of jets per event for which tracking would be needed as a function of the jet pT. For
a 50 GeV jet, this is 2.8 jets on average corresponding to 13-14% of the ITk data. When this is
combined with the full set of Phase-II triggers, this is within the capability of the system.

Event Filter Output Like the jet reconstruction, Emiss
T in the Event Filter makes use of

the full calorimeter data including cells below the 2 σ noise threshold and tracking above
1 GeV. For the Event Filter, the Emiss

T reconstruction will follow as closely as possible the
offline development which is expected to evolve in sophistication before the turn-on of the
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Figure 6.17: Performance of the calorimeter-based Emiss
T trigger at Level-0 based on the Hmiss

T
variable (50 GeV jets) and the same variable after regional tracking requirements that the jets used
are consistent with a common vertex.
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Figure 6.18: The mean number of jets for events selected by a Level-0 Emiss
T trigger for two threshold

scenarios (L0 MHT in legend). The errors bars on the plot indicate the RMS of the jet distributions.
The x-axis jet energy is the calibrated offline energy.

HL-LHC. It is therefore important that the system be able to support a range of algorithms
including the use of tracking.

In order to quantify the impact of the trigger system capabilities on the ability to reproduce
the offline Emiss

T , a representative Emiss
T calculation similar to the current offline, previously

described, is explored for its dependence of the minimum tracking pT and η coverage. Fig-
ures 6.19a and 6.19b show the dependence of performance of this definition of Emiss

T on the
minimum pT and the η coverage of the tracking, respectively. It is assumed that 20 GeV
jets will be used for the jet term. The 1 GeV minimum pT scenario marginally outperforms
the 2 GeV scenario and the 4 GeV has approximately 30% more rate for the same threshold.
Similarly, reducing the η coverage from |η| < 4.0 to |η| < 3.2 has a small impact while
reducing to |η| < 2.5 raises the rate by≈ 40%. It should also be noted that the impact of the
η coverage is model dependent. In Run 2, it was seen that the optimisation that improved
the performance from ZH → νν degraded the performance for VBF H → invisible, which
is likely to be the case with reduced η coverage.

In order to perform the full Emiss
T calculation in Eqn. 6.2, full-detector tracking is needed

to calculate the soft term. Figures 6.20a and 6.20b show the rates for the Hmiss
T variable

which does not include the soft-term. The rates are ≈ 20% larger and the degradation for
reductions in pT and η coverage are similar to the Emiss

T variable at a 210 GeV threshold.
For lower thresholds, the degradation from removing the soft-term is larger (≈ 50%). The
low Emiss

T region will be important when a Emiss
T requirement is used in combination with

other requirements, e.g. in di-τ or multi-jet Level-0 triggers.
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Figure 6.19: Rate vs offline Emiss
T at which the trigger is 95% efficient for a Emiss

T trigger based
on the Emiss

T variable (20 GeV jets) which includes a track-based soft-term in the Event Filter using
gHTT.

Finally, Fig. 6.21a illustrates the impact of soft-term on the efficiency as a function of true
Emiss

T . However since analyses use the offline Emiss
T , Figure 6.21b shows the efficiency as a

function of offline Emiss
T for Hmiss

T and Emiss
T with a minimum track pT to 2 GeV. By definition,

the efficiency as a function of offline Emiss
T for the Emiss

T variable with a 1 GeV minimum track
pT is a step function at 200 GeV, so the shape of these curves shows the effect of raising the
minimum track pT to 2 GeV.

If the soft-term is excluded, a large area of the detector is still needed for tracking in order
to support the 20 GeV jet threshold. Figure 6.18 shows that for a Level-0 threshold efficient
at 200 GeV (130 GeV online), events have on average 13 jets with pT > 20 GeV.

6.8 Boosted-object Triggers

At Level-0, the Global Trigger will reconstruct R = 1.0 jets from topoclusters using the
anti-kt algorithm. The resulting performance for this trigger is shown in Fig. 6.22. The 422
topocluster-based jets outperform the gFEX jets give a threshold for 35 kHz of 365 GeV in-
stead of 380 GeV. In order to further reduce the threshold for the same rate, two selections
have been found to be very effective in Run 2 and can be implemented in the Global Trigger:
jet trimming [6.10] requires that sub-jets within the large-R jet have a minimum fraction of
the jet energy to be counted as part of the jet, and jet mass requires that the remaining con-
stituents have a minimum mass. Similar selections are used in offline analysis. Figure 6.23
shows the impact on the efficiency of these two selections on the Run 2 large-R jet trigger.
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6.8 Boosted-object Triggers
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Figure 6.20: Rate vs offline Emiss
T at which the trigger is 95% efficient for a Emiss

T trigger based on
the Hmiss

T variable (20 GeV jets) in the Event Filter using gHTT.
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Figure 6.22: Level-0 rate and efficiency for a large-R jet trigger. The gFEX algorithm (grey) cor-
responds to the performance of the Phase-I system. The 422 EM (red) shows the performance of the
proposed system which has a lower threshold for the same rate. The blue and green curves show per-
formance of the anti-kt algorithm applied to the Phase-I granularity (a feature which is only possible
in the Phase-II system) which is less performant than the 422 EM based result.

The red line shows the efficiency for large-R jets without additional requirements. The blue
line shows the efficiency after adding a jet trimming requirement that sub-jets reconstructed
with R=0.2 have at least f = 0.04 of the total jet energy. The green line shows the efficiency
after adding a further jet mass requirement of mjet >30 GeV. The online thresholds for each
curve are adjusted to give the same rate, so by adding the two additional requirements,
the threshold can be reduced by ≈ 50 GeV. A similar improvement is expected from an
implementation in the Global Trigger.

6.9 Exotic-object Triggers

As described in Section 2.8, some new physics scenarios produce signatures which are not
identified by the standard set of reconstructed objects. There are several on-going activ-
ities to address these cases. In particular, the loss of efficiency for near-by muons in the
Run 2 and Phase-I system will be addressed with dedicated algorithms to search for second
muon candidates near other muon candidates. Other related topics include investigations
of delayed muon triggers where an event is triggered by a muon in subsequent event (1-2
bunch crossings later) and high-impact parameter muons, which are due to particles trav-
eling a significant distance from the beam-spot before decaying.

147



6.10 Inclusive Vector Boson Fusion Trigger
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Figure 6.23: Trigger efficiency versus offline jet pT for three large-R triggers in Run 2. The threshold
for each selection has be adjusted to give equal trigger rate, so better performance corresponds having
efficiency for lower jet pT for the same rate. The red line shows large-R jets without addition require-
ments. The blue line adds a jet trimming requirement that sub-jets reconstructed with R = 0.2
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mjet > 30 GeV.

6.10 Inclusive Vector Boson Fusion Trigger

A study has been conducted to implement an inclusive VBF Higgs trigger assuming that
the fFEX provides calorimeter-based jets similar to the offline reconstruction. A candid-
ate selection requires two trigger jets separated in pseudo-rapidity by ∆η > 2.5. They
are further required not to be back-to-back as in dijet production (∆φ < 2.5). The jet pT
threshold was then scanned to explore possible working points. The results show that an
acceptance of 6.6% for all Higgs bosons produced by the VBF mechanism can be achieved
with a jet pT requirement of 75 GeV corresponding to a Level-0 rate of 33 kHz, which can
be reduced to ∼ 5 kHz by requiring the jets to be consistent with a common z vertex us-
ing regional tracking. The cross-section for the VBF process at

√
s = 14 TeV is 4.28 pb

[6.11], compared to the WH, W → `ν cross-section times branching fraction of 0.34 pb and
0.067 pb for ZH, Z → ``. The VBF inclusive trigger has comparable sensitivity to WH and
far exceeding ZH. Furthermore, because of the neutrino in the leptonic W decay, the WH
has a limitation with respect to channels involving Emiss

T .

This trigger allows 6.6% of the VBF Higgs processes to reach the Event Filter, but in order
to read those events out to offline storage, additional analysis-specific requirements will be
needed. These additional selections can then take advantage of the Event Filter capabilities,
including full-detector tracking at 1 GeV as needed. In the menu presented in Section 6.11,
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an Event Filter rate for the resulting trigger is allocated, which would be composed of a
large set of analysis-specific selections.

6.11 Example Run 4 Trigger Menu

The full set of triggers used in the system is referred to as the menu. The menu, shown in
Table 6.4, is constructed to meet the physics requirements given in Chapter 2 and is repres-
entative of the primary triggers that would be used. The full trigger menu for Run 2 consists
of more than 2000 selections, so Table 6.4 should only be considered as representative.

The procedures used to estimate the rates are described in Section 6.1. The totals shown
are the sum of the rates for the individual channels. Some reduction in the total is expected
and is due to overlaps between the channels (∼ 10− 20%). In addition, analysis-specific,
monitoring, and support triggers would be included in a full menu. The Event Filter rate
is near the limit, but the Event Filter system provides the largest flexibility for including
additional selections to reduce the rates. If needed, this would include analysis-specific
cuts which reduce rates at the expense of the generality of the resulting dataset.

The menu also includes resources reserved for supporting triggers, which enable trigger
efficiency measurements and a wide variety of performance measurements. The alloca-
tions are based on the fraction of the current Run 2 menu used for supporting triggers at
each level (10% at Level-0 and after regional tracking, and 20% in the Event Filter) and are
indicated with the "Supporting Trigs" line.

The Phase-II Event Filter menu can be compared to the current Run 2 menu scaled by
luminosity. The current Run 2 menu operates at 1500 Hz for a luminosity of L = 2.0 ×
1034 cm−2s−1. Scaled to L = 7.5 × 1034 cm−2s−1, this gives 6.6 kHz. The majority of the
additional rate in the Phase-II menu comes from these sources:

• Level-0 seeded large-R jets, 0.5 kHz additional rate
• Forward electrons, 0.2 kHz additional rate
• Inclusive VBF triggers, 0.5 kHz additional rate
• Lower single-lepton pT threshold, 0.9 kHz additional rate

– For comparison, this 30% higher rate gives acceptance gains of 16% for inclusive
W and tt production, 28% acceptance gain for HH → bbττ with one τ decaying
to leptons, and 47% for the “Well-tempered neutralino” compressed SUSY model
introduced in Section 2.1.

• Lower dilepton pT thresholds, 0.25 kHz additional rate

– This leads to 70% more VBF H → ττ acceptance and ≈ 3 times more acceptance
for the SUSY model shown in Fig. 2.4

• More inclusive di-τ trigger, 0.15 kHz additional rate
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6.11 Example Run 4 Trigger Menu

Table 6.4: Representative trigger menu for 1 MHz Level-0 rate. The offline pT thresholds indicate
the momentum above which a typical analysis would use the data.

Run 1 Run 2 (2017) Planned After Event
Offline pT Offline pT HL-LHC L0 regional Filter
Threshold Threshold Offline pT Rate tracking Rate

Trigger Selection [GeV] [GeV] Threshold [GeV] [kHz] cuts [kHz] [kHz]
isolated single e 25 27 22 200 40 1.5
isolated single µ 25 27 20 45 45 1.5
single γ 120 145 120 5 5 0.3
forward e 35 40 8 0.2
di-γ 25 25 25,25 20 0.2
di-e 15 18 10,10 60 10 0.2
di-µ 15 15 10,10 10 2 0.2
e− µ 17,6 8,25 / 18,15 10,10 45 10 0.2
single τ 100 170 150 3 3 0.35
di-τ 40,30 40,30 40,30 200 40 0.5†††

single b-jet 200 235 180 25 25 0.35†††

single jet 370 460 400 0.25
large-R jet 470 500 300 40 40 0.5
four-jet (w/ b-tags) 45†(1-tag) 65(2-tags) 100 20 0.1
four-jet 85 125 100 0.2
HT 700 700 375 50 10 0.2†††

Emiss
T 150 200 210 60 5 0.4

VBF inclusive 2x75 w/ (∆η > 2.5 33 5 0.5†††

& ∆φ < 2.5)
B-physics†† 50 10 0.5
Supporting Trigs 100 40 2
Total 1066 338 10.4

† In Run 2, the 4-jet b-tag trigger operates below the efficiency plateau of the Level-1 trigger.
†† This is a place-holder for selections to be defined.
††† Assumes additional analysis specific requires at the Event Filter level

The Global Trigger and HTT elements give the proposed system significant flexibility to
construct such specialised triggers either to address science goals that are not met by the
inclusive object-based selections shown in the example menu, such as exotic signatures, or
where inclusive selections have a rate that is too high. This is particularly important for
the Event Filter where additional algorithms are not difficult to include provided a large
computing cost is not implied. In many cases, the Run 2 performance is limited by the com-
puting cost of tracking which in the upgraded system can be addressed with the HTT.
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Table 6.5: Estimation of regional tracking needs. The fourth column indicates the η − φ fraction of
the detector for which tracking is needed, but as described in the text, a significantly larger fraction
of the data is needed to find the corresponding tracks because of the length of the beam spot in
z, the spread of the tracks in φ due to the track curvature, and the effects of module boundaries.
The impact of those effects on three example layers are shown in columns 5-7. The small differences
between bottom row numbers and the layer by layer maxima in Figure 6.26 are due to a more detailed
accounting of the η dependence of the objects for the figure.

Regional Tracking (rHTT) Need Per Event
Region Detector Data Fraction

Object Size % η − φ Pixel Strip Strip
Trigger Selection Multiplicity (% detector) coverage Layer 5 Layer 1 Layer 4
isolated single e 1 0.2× 0.2 0.13% 1.0% 1.3% 0.4%
isolated single µ Not Used
single γ Not Used
forward e 1 0.2× 0.2 0.13% 1.0% 1.3% 0.4%
di-γ Not Used
di-e 2 0.2× 0.2 0.25% 2.0% 2.6% 0.8%
di-µ 2 0.2× 0.2 0.25% 2.0% 2.6% 0.8%
e− µ 2 0.2× 0.2 0.25% 2.0% 2.6% 0.8%
single τ Not Used
di-τ 2 0.2× 0.2 0.25% 2.0% 2.6% 0.8%
single jet Not Used
large-R jet Not Used
four-jet 5 0.8× 0.8 10.2% 23.0% 25.5% 14.5%
HT 5 0.8× 0.8 10.2% 23.0% 25.5% 14.5%
Emiss

T 3 0.8× 0.8 5.7% 12.9% 14.3% 8.1%
VBF inclusive 2 0.8× 0.8 4.1% 9.2% 10.2% 5.8%
Supporting Trigs 10% of total rate 0.2% 0.5% 0.6% 0.3%

Averages per event weighted by rates 2.3% 6.0% 6.8% 3.5%

6.12 Tracking Needs

The rHTT and gHTT are critical to achieving the menu presented in the previous section.
An estimate of the tracking rates required to achieve this menu is presented in Tables 6.5
and 6.6 respectively.

The rHTT system provides regional tracking at the full Level-0 accept rate (1 MHz). It uses
a reduced set of ITk layers which provides sufficient resolution for verifying the presence
of tracks down to 2 GeV and significantly reducing backgrounds which have objects from
multiples vertices. Because of the reduced number of layers used by the rHTT system, the
resulting tracks are not appropriate for b-tagging. The regional tracking estimate is calcu-
lated assuming that e, µ, and τ use η× φ regions that are 0.2× 0.2, small-R jets use tracking
in regions that are 0.8× 0.8, and large-R jets use tracking in regions that are 2.0× 2.0. Be-
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6.12 Tracking Needs

Table 6.6: Estimation of global tracking needs.

Global Tracking (gHTT)
Region Need Per Event

Object Size % η − φ Effective Rate
Trigger Selection Multiplicity (% detector) coverage (kHz) Use Cases
isolated single e 1 0.4× 0.4 0.51% 0.20 isolation
isolated single µ 1 0.4× 0.4 0.51% 0.13 isolation
single γ 1 0.4× 0.4 0.51% 0.03 isolation
forward e 1 0.4× 0.4 0.51% 0.04 isolation
di-γ 2 0.4× 0.4 1.02% 0.20 isolation
di-e 2 0.4× 0.4 1.02% 0.10 isolation
di-µ 2 0.4× 0.4 1.02% 0.05 isolation
e− µ 2 0.4× 0.4 1.02% 0.10 isolation
single τ 1 0.4× 0.4 0.51% 0.02 isolation
di-τ full event 100% 5 b-tagging, Emiss

T
soft-term

single jet full event 100% 25 b-tagging, soft had-
ronic

large-R jet 1 2.0× 2.0 13% 5.1 b-tagging, pile-up
four-jet full event 100% 20 b-tagging, soft jets

to seed high jet
multiplicity

HT full event 100% 10 b-tagging, soft jets
to seed high jet
multiplicity

Emiss
T full event 100% 5 b-tagging, Emiss

T soft
term

VBF inclusive full event 100% 5 Emiss
T soft-term, soft

jets to seed high jet
multiplicity

Supporting Trigs 15 20% of total
Total Rate 91

cause of the beam spot spread in z, the bending of tracks in φ, and the tracking detector
module boundaries, significantly more data must be used than is represented by the geo-
metrical η − φ regions for which tracking is needed. To estimate this effect, the frequency
that a detector module would be included in a tracking request is calculate for various
size objects (0.2 × 0.2, 0.8 × 0.8, or 2.0 × 2.0) distributed uniformly over either |η| < 2.5
or |η| < 4.0. For example, Figures 6.24 shows 0.2× 0.2 requests distributed over |η| < 2.5
which are relevant for e, µ, and τ objects and Figure 6.25 shows 0.8× 0.8 request distributed
over |η| < 4.0 which are appropriate for jets in Emiss

T calculations. The multiplicities of e, µ,
and τ are assumed to be the number in the trigger (a small underestimate). For the multi-
jet, Emiss

T triggers, and HT triggers, the jet multiplicities are estimated from simulation as a
function of the pT relevant for the selection, see Figs. 6.15 and 6.18. For regional tracking, a
50 GeV jet threshold is expected. The result is that averaged over the representative menu,
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Figure 6.24: Fraction of tracking requests needing a module for 0.2× 0.2 objects uniformly distrib-
uted over |η| < 2.5.

approximately 2.3% of η−φ coverage is need for regional tracking, but the data required for
that tracking is as much as 3.5 to 6.8% for the more central modules in the layers used in the
rHTT system. This is shown for all the modules positions in the ITK system in Figure 6.26.
This figure is constructed by summing readout fraction distributions for individual objects,
such as those shown in Figures 6.24 and 6.25, multiplied by the object multiplicity for the
event type and the fraction of events for which that trigger is active (there small differences
between bottom row numbers in Table 6.5 and the layer by layer maxima in Figure 6.26
due to a more detailed accounting of the η dependence of the objects used in the figure).
To leave a margin, and because the menu is not complete, regional tracking is planned to
be available for 10% of the detector data per event on average (individual events may have
significantly more than the average).

The gHTT system provides high-resolution full-scan tracking down to 1 GeV appropriate
for b-tagging either in regions or for the full-detector. The offline reconstruction is also ex-
pected to maintain a 1 GeV track threshold [6.12][6.13]. Use cases that are being considered
for gHTT include b-tagging and track-based calibration on all jets with pT > 20 GeV, calcu-
lation of variables such as the Emiss

T soft-term, pile-up correction/mitigation, and searching

153



6.12 Tracking Needs
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Figure 6.25: Fraction of tracking requests needing a module for 0.8× 0.8 objects uniformly distrib-
uted over |η| < 4.0.

for additional soft-jets using full-detector tracking. Supporting triggers for efficiency cal-
culations and other performance studies are assumed to operate at 20% of the primary
triggers. These use cases are based on examination of the current Run 2 menu which has
been developed based on extensive collaboration between the trigger group and the data
analysis teams. The b-tagging is used in single jet, multi-jet, large-R jet, Emiss

T , HT, and di-τ
triggers to reduce significantly reduce rates while preserving physics with flavour-specific
final states, such as HH → 4b or bbττ, electroweak SUSY to 4b + Emiss

T , and RPV SUSY.
Searching for additional soft-jets in the Run 2 menu is primarily used in the multi-jet trig-
gers where the rate that can be brought to the Event Filter is substantially higher than what
can be recorded; in particular, higher jet multiplicity triggers are build on four jet triggers.
With the novel VBF inclusive trigger and the Emiss

T trigger, it is expected that soft hadronic
final states will be important, for example for the search for the exotic Higgs boson decay
H → 4b.

Figs. 6.15 and 6.18 show that for both 4-jet and Emiss
T events, there are on average 13 jets with

pT > 20 GeV. This large number combined with the effect of the beam spot spread in z and
the bending of tracks in φ means that essentially the entire detector is needed for b-tagging
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Figure 6.26: Fraction of events passing Level-0 in the representative menu for which a tracking
request needs a given module. This figure is constructed by summing readout fraction distribu-
tions for individual objects, such as those shown in Figures 6.24 and 6.25, multiplied by the object
multiplicity for the event type and the fraction of events for which that trigger is active.

and track-based calibration of these jets (an estimate not accounting for duplicate requests
of the same region 98% of the outer ITk pixel layer). It is therefore assumed that single jet,
multi-jet, di-τ, Emiss

T , and HT triggers will all used full-detector tracking. In addition, e, µ,
τ, γ, and large-R jet triggers will used gHTT as a regional tracker with a 1 GeV minimum
track pT reconstructed.

Without the HTT, the nominal tracking requirements would require≈ 10 times more CPUs
than the baseline design with HTT (see Section 12.4). If less tracking is available, then the
thresholds for the objects requiring tracking would need to be raised to reduce the rates.
For example to reduce the tracking needs for the b-tagged four-jet the Level-0 threshold
would have to be raise to an effective offline threshold of 85 GeV, which would raise the
limit on the search for HH → 4b by approximately 50%.
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Figure 6.27: Four-jet invariant mass distribution for the HH → 4b search.

6.13 Impact of the System on HH→ 4b

The upgrade system design has several key components which work together to provide
excellent performance across a wide range of physics topics. In order to understand the
interplay of the components, this section describes the HH → 4b sensitivity predictions
and how they are related to the individual sub-systems.

Measurement of the non-resonant HH → 4b is a major goal of the HL-LHC because it places
constraints on the Higgs self-coupling, λHHH, in the Standard Model. This parameter is
related to the form of the Higgs potential, so its measurement is a direct test of the model
of the spontaneous symmetry breaking mechanism in the SM. The Higgs self-coupling is
also related to the order of the phase transition in the earlier universe [6.14], an important
condition for the generation of the matter-antimatter asymmetry of the universe.

The projections are based on the Run 2 analysis [6.15] scaled to 14 TeVand an integrated
luminosity of 3000 fb−1. The analysis is based on a selection of four b-tagged jets with two
pairs each having an invariant mass consistent with the Higgs boson mass. These event
would be recorded by a four-jet trigger. Hadronic top quark decays are vetoed explicitly by
constructing top quark candidates in the events. Additional mass-dependent requirements
are made on the leading and sub-leading Higgs boson candidate pT, and the ∆η and ∆R
between the two Higgs boson candidates. Figure 6.27 shows the four-jet invariant mass,
m4j, of the resulting sample which is used as the final discriminant in a fit. Multi-jet QCD
is the dominant background (≈ 90%) followed by tt (≈ 10%).
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Figure 6.28: Non-resonant HH → 4b σ/σS M 95% exclusion sensitivity as a function of the
minimum offline jet pT used in the analysis.

The backgrounds are modelled using the data-driven model from Run 2 analysis because
this background is difficult to model with simulation. The impact of the improved ITk
b-tagging efficiency is included, but the potential degradation of the performance due to
pile-up and detector ageing is not. There are also many potential future improvements in
analysis technique that are possible but not yet explored.

Systematics uncertainties play an important role in this analysis, but are difficult to pro-
ject out to high luminosity and HL-LHC conditions. Two extrapolations are therefore con-
sidered: one without systematic uncertainties, and one with the Run 2 systematics uncer-
tainties applied without any scaling. The resulting sensitivity for the non-resonant cross-
section as a function of the minimum jet pT requirement is shown in Fig. 6.28 for the two
systematics scenarios. The sensitivity to λHHH is shown in Fig. 6.29. Since the minimum jet
pT used in the offline analysis is set by the four-jet trigger threshold, which in turn depends
on the trigger architecture, these plots can be used to assess the impact on the analysis of
various hardware scenarios.

All cases show substantial degradation with increased minimum jet pT requirements. Table
6.7 shows the impact on this analysis for three scenarios with reduced upgrades: a) no
Global Trigger, b) no HTT, and c) no-upgrade as previously defined to mean the Phase-I
system with an output rate for 100 kHz. Without the Global Trigger system, the threshold
for the lowest pT jet in a four-jet trigger would have to be raised to approximately 75 GeV
instead of 65 GeV to maintain the same Level-0 output rate. In addition, the loss of accept-
ance for near-by jets would cause an further efficiency loss of 10-15%. The impact of that
reduction on the HH → 4b analysis would be to reduce the cross-section sensitivity by
≈ 25%. Without the HTT, the tracking would be CPU-limited, and the Level-0 trigger rate
would need to be reduced by a factor of ≈ 10× to allow CPUs in the Event Filter to do the
required tracking. Such a rate reduction corresponds to a 85 GeV threshold, and an ≈ 45%
loss of sensitivity. With no upgrade at all the loss is greater than ≈ 65% A scenario with
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Figure 6.29: Allowed intervals for the λHHH parameter assuming the standard model as function
of the minimum offline jet pT used in the analysis.

Table 6.7: Estimated loss of sensitivity in the HH → 4b analysis in various reduced upgrade
scenarios

Threshold raise Cross-section Sensitivity λHHH Sensitivity
System Modification from 65 GeV to ... no syst w/ syst no syst w/ syst
No Global Trigger 75 GeV (and 10%

loss of efficiency)
25% 62% 28% 26%

No HTT 85 GeV (needed to
reduce tracking
CPU by ≈ 10×)

47% 92% 43% 47%

No upgrade 100 GeV (Phase-I
system with 100
kHz output rate)

97% 154% 79% 67%

a DAQ upgrade to 1 MHz, but no trigger upgrade would give similar performance to the
no-HTT scenario, because the system would be limited by the Event Filter CPU.

6.14 System Flexibility and Dataset Quality

The menu presented in Section 6.11 shows that the system is capable of achieving the goals
set in Section 2. The HL-LHC will run for a period of approximately a decade, and these
data may be the best/only sample collected for a significant period after the end of data-
taking. It is therefore critical that the resulting sample be sufficiently inclusive that innov-
ations either in experimental technique or theory can be addressed with the sample. In
particular, new models often have new signatures, and precision measurements require
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References

calibration and control datasets, the full scope of which is difficult to anticipate a decade
before the final result is complete. The menu presented is therefore based on inclusive trig-
gers that are not tuned to specific physics analysis targets, but designed to include high
priority targets and provide a complete dataset for the future. The Level-0 is designed to
maximise the physics entering the Event Filter, because the Event Filter being software-
based can be modified near to or during data-taking and can support significantly more
algorithm complexity. By providing tracking capabilities to the trigger similar to those of
the offline reconstruction, the hardware tracking provides the computing resources to al-
low for future optimisations without being computing limited. This flexibility in the Event
Filter also provides the capability to reduce the Event Filter output rate if needed by mov-
ing analysis-specific selections online for known analysis targets at the expense of reducing
the richness and long-term value of the dataset.
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7 Level-0 Calorimeter Trigger

The Level-0 Trigger consists of the Level-0 Calorimeter Trigger, the Level-0 Muon Trigger,
the Global Trigger and the CTP. Whereas the Calorimeter– and Muon–Trigger identify and
determine the properties of TOBs, the Global Trigger refines the information using higher
granularity calorimeter information and combines the information from the calorimeters
and the muon system. It applies topological algorithms and sends the information to the
CTP which issues the L0A signal. This chapter describes the Level-0 Calorimeter Trigger.

The basis of the Level-0 Calorimeter Trigger consists of the Level-1 Calorimeter Trigger
which will be installed during the LHC Long Shutdown 2 and operated during Run 3 [7.1].
It is designed with forward compatibility to be operated during Run 4. Various hardware,
firmware and software modifications are needed to accommodate the changes of the over-
all TDAQ system and the new calorimeter signal paths. We expect to implement improve-
ments to the feature extraction algorithms based on the experience of operation during
Run 3. The performance of the system will be enhanced by an additional processing sys-
tem, the fFEX, which targets at the precise reconstruction of forward electrons and jets. In
this chapter the L0Calo system is described with special focus on the technical changes to
the existing system and potential improvements.

7.1 Evolution of the Hardware Calorimeter Trigger

7.1.1 Enhancements and Interface changes of the Phase-I Level-1 Calorimeter
Trigger

The Level-1 Calorimeter Trigger that is currently being built within the Phase-I upgrade is
constrained by various requirements. These constraints become less stringent at Phase-II,
due to changes of the overall detector and readout–electronics.

• The latency budget will be significantly relaxed. This will allow the implementation
of more complex algorithms with a potentially longer execution time.
• The signals from the Tile Calorimeter are currently provided as analogue sums, so-

called trigger towers. The L1Calo PreProcessor system which will digitise the Tile
analogue trigger signal as input to the FEXs will become obsolete after the Phase-II
upgrade. The processing will be performed within the Tile backend electronics similar
to the LAr calorimeter.
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7.2 Performance of the Level-0 Calorimeter Trigger

• The LAr Calorimeter will provide signals, in particular cell information from the for-
ward calorimeter FCal, in addition to the already provided super cell and Trigger
Tower information. This will enable the implementation of better performing al-
gorithms.
• The output signals will be sent to the Global Trigger as well as to the legacy L1Topo

System, in the last case for commissioning purposes.

7.1.2 Requirements for the Level-0 Calorimeter Trigger

The core of the Level-0 Calorimeter Trigger will be the Level-1 Calorimeter Trigger of the
Phase-I upgrade. The proposed upgrade of the calorimeter electronics and the TDAQ sys-
tem leads to a number of new requirements which the Level-0 Calorimeter Trigger needs
to follow. These requirements concern in particular the interfaces to upstream and down-
stream systems as well as the implementation of the new fFEX processing system.

• The Level-0 Calorimeter Trigger needs to implement the remapping of the digital
input signals from the Tile Calorimeter.
• Inputs from the full granularity cell signal electronics for |η| > 2.5 need to be received.
• The processing of the fine granularity input signals in the forward region needs to be

implemented.
• The acceptance to trigger on electrons and photons should be extended beyond the

region which will not be covered by the Phase-I system (2.5 < |η| < 4.9).
• The triggering on jets for |η| > 3.2 should be improved using the high granularity

inputs.
• The firmware that formats the output signals to the Global Trigger and to L1Topo

needs to be revised.
• The arrival time differences between signals from different partitions need to be com-

pensated.

7.2 Performance of the Level-0 Calorimeter Trigger

The Level-1 Calorimeter Trigger of the Phase-I system is designed such that it copes with
the conditions of the LHC Run 3. The conditions during Run 4 will be harsher, e.g. the pile-
up will increase to about µ = 200. This will naturally increase the trigger rates and worsen
the purity of the object identification by the trigger processors. In order to counteract this
effect, the Level-0 system will be enhanced by the Global Trigger. The performance of the
combined system (FEXs and Global Trigger) will be such that the trigger thresholds can
be chosen reasonably low to cover the whole physics programme. The performance of the
combined system is discussed in Section 6. Here we discuss the performance of the Level-0
Calorimeter Trigger object finding.
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As discussed in Section 6.3, the electron selection of the eFEX will be enhanced by addi-
tional cluster shape variables which are determined in the Global Trigger. The performance
of the combined system (Level-0 Calo and Global Trigger) allows to set the single electron
threshold at about 20 GeV. Figure 7.1 a) displays the rates for triggering on electrons with
the Level-0 system. The different curves show the effect of applying veto condition success-
ively. The variables Rη and RHAD will be used in the eFEX algorithm. The variable Eratio
will be used in the Global Trigger algorithm. A substantial rate reduction from the initial
selection which is based on finding energy maxima in the super cell grid, can be observed.
Figure 7.2 shows the efficiencies for reconstructed taus as function of the offline transverse
momentum of the tau candidates. Sharp turn-ons can be observed over a large range. The
90 % efficiency is reached between 40 GeV and 60 GeV depending on the exact threshold
value. The performance is sufficient to support the physics programme as discussed in
Section 6.5.

Single jets are well triggered by the jFEX system (see Figures 6.10 a) and 6.10 b)). Multijets
are handled by the Global Trigger. Jets in the forward direction suffer from harsher pile-up
conditions compared to central jets. The fFEX is designed to process the cell level calorim-
eter input for |η| > 2.5. It will improve the current jet reconstruction for high η which is
based on trigger towers. Figure 7.1 b) shows the rate for forward jets using different recon-
struction algorithms. The standard trigger algorithm leads to a rate which is about an order
of magnitude higher compared to the offline algorithm. The usage of an anti-kt algorithm
does not improve the situation. This leads to the conclusion that the amount of information
is not sufficient to decrease the trigger rate. The cell information which is available for fFEX
can be employed to reduce the rates below the values given by the Phase-I system.

The gFEX system will continue to trigger on boosted topologies by identifying large-radius
jets that are characteristic of Lorentz-boosted objects. The jet-finding algorithm in the gFEX
consists of building η×φ = 0.6× 0.6 fully overlapping regions as described in Section 3.2.1.
The performance of the gFEX at < mu >= 200 is shown in Fig. 7.3.

7.3 Architecture and Hardware Realisation

The core components of the Run 3 hardware described as the Level-1 Calorimeter Trigger in
the Phase-I TDR [7.1] will stay untouched. Nevertheless various modifications, especially
of the interfaces with upstream and downstream systems, are necessary.

7.3.1 Overview

Figure 7.4 shows a functional diagram of the Level-0 Calorimeter Trigger. The L0Calo sys-
tem receives digital input signals from both calorimeter systems (LAr and Tile) through
optical fibres. The signals are routed through the Fibre Optic eXchange (FOX) (described
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7.3 Architecture and Hardware Realisation
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Figure 7.1: a) Level-0 trigger rates for electrons. The different curves are for the successive applic-
ation of veto conditions. b) The forward (|η| > 3.2) single-jet trigger rate vs. offline pT thresholds
for jets reconstructed in the jFEX. The efficiency is evaluated using HH → bbbb signal events, and
the trigger rate is evaluated based on minimum bias background events at 〈µ〉 ' 200. The jFEX
algorithm, the offline anti-kt algorithm (run over η × φ = 0.1× 0.1 towers), and the full offline
reconstruction are compared.

Figure 7.2: Efficiency to trigger on taus for different trigger thresholds as function of the true
transverse momentum of the tau.

below) to the Feature Extractors (FEXs) which constitute the core of the Level-0 Calorim-
eter Trigger. Three different FEX systems, which are currently being built for the Phase-I
upgrade, will operate complex algorithms to identify electrons, photons and taus (eFEX),
jets, large area taus, missing and total energy (jFEX) as well as large area jets and alternat-
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Figure 7.3: The expected performance of the gFEX at < µ >= 200. The trigger rate vs. the leading
R = 1.0 jet pT at 95% efficiency is shown. The gFEX “cone jet" algorithm is used.

ive missing transverse energy algorithms (gFEX). During Run 3 the objects are sent to the
L1Topo, which counts the number of trigger objects above configurable thresholds and per-
forms topological algorithms like e.g. the calculation of invariant masses. With the Phase-II
upgrade, these tasks are taken over by the Global Trigger (described in Section 9). The trig-
ger objects will be sent optically to the Global Trigger which can use the full calorimeter
granularity to run more sophisticated algorithms. The information sent to the CTP con-
sists of multiplicities of objects (e.g. electrons above a pT threshold) and flags indicating if
topological requirements, etc., have been satisfied.

In order to enhance the capabilities of the system, an additional FEX system will be built, the
forward FEX (fFEX). It will operate on the full granularity FCal and HEC data as well as the
cell information of the inner part of the EMEC (|η| > 2.5), which enables the reconstruction
of forward electrons and forward jets. The hardware implementation will be based on the
jFEX modules, which are currently being built within the Phase-I upgrade. At the beginning
of Run 4 the L1Topo will be operated in parallel to the Global Trigger. Once the Global
Trigger is fully commissioned, L1Topo will be decommissioned.
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7.3 Architecture and Hardware Realisation

Figure 7.4: Functional diagram of the Level-0 Calorimeter Trigger: The input signals from calorim-
eters (LAr and Tile) are sent to the processing systems. Feature extractors eFEX, jFEX and gFEX
will be built as part of the Phase-I upgrade programme. fFEX will be a new component. The identi-
fied trigger objects are sent to the Global Trigger as well as to L1Topo. The L1Topo will be operated
during the commissioning phase. Once the Global Trigger is fully operational, L1Topo will be de-
commissioned. The different components of the detector backend electronic systems as well as the
Fibre-Optic eXchange Plant (FOX) are not shown explicitly in this diagram.

7.3.2 Input Signals

Requirements Figure 7.5 shows the connectivity between the different partitions of the
calorimeter and the FEX processing systems. The input signals are sent as transverse en-
ergies per bunch crossing partially corrected for pile-up backgrounds. The preprocessing
of the digitised signals take place in the calorimeter backend systems. Special algorithms
are employed to determine the bunch crossing where the interaction of an energy depos-
ition took place. The signal to noise ratio is improved using digital filter algorithms which
correct also for in– and out–of–time pile–up.

LAr Calorimeter Signals The Level-0 Calorimeter Trigger receives digital input data from
the backend electronics of the calorimeter systems. The calorimeter cells are summed up
to super cells in the FE electronics. They consist of up to 32 detector cells. The information
is sent to the LDPS and from there to the FEXs. The shape and the size of the super cells
depends on the LAr layer and they are optimised for algorithms which aim to identify
electromagnetic energy deposits. These data are sent to the eFEX system. The LDPS also
provides coarser granularity data for the jFEX and the gFEX systems. For the jFEX system
energy sums are computed over the full longitudinal depths and areas which extend over
∆η × ∆φ of 0.1× 0.1 whereas these sums for the gFEX extend over 0.2× 0.2. The LDPS is
part of the LAr Phase-I upgrade [7.2].

The Phase-II upgrade of the LAr electronics consists of the complete replacement of the
cell readout chain from the frontend to the backend (the Phase-I upgrade trigger path will
be kept) [7.3]. The 180k LAr cells will be digitised at 40 MHz on detector and signals will
be available on the backend system (LASP). It provides detailed strip layer information to

168



7.3.2 Input Signals

Figure 7.5: The connectivity of the calorimeter partitions with the FEX systems through the differ-
ent backend systems is shown. LDPS is the LAr Digital Processing System. The labels at the input
to the different FEX systems describe the granularity of the input data. The acronym TT refers to
trigger towers which cover an area in ∆η × ∆φ of 0.1× 0.1 for |η| < 2.5. Beyond this value the
granularity increases 5.1; gT refers to the inputs to the gFEX and cover an area of 0.2× 0.2; sCell
are super cells, and Cell means cell-level information.

the Global Trigger. The LASP system will also provide data for the Level-0 Calorimeter
Trigger. It sends the signals from the hadronic endcap part (HEC), the inner part of the
electromagnetic endcap (EMEC) and the forward calorimeter (FCal). The change of the
data source for the legacy FEX systems (eFEX, jFEX and gFEX) will be transparent. The
signals will be sent with the same granularity and data content as will be done for the
Phase-I system, i.e. no hardware or firmware modification will be needed. The new feature
extractor fFEX will receive cell level information for |η| > 2.5 including data from EMEC,
HEC and FCal. This system will enhance the capabilities to trigger on forward electrons
and jets using the high granularity inputs. The new feature extractor makes modifications
of the FOX system necessary.

Tile Calorimeter Signals The signals from the Tile Calorimeter during Run 3 will be trans-
mitted electrically and digitised and pre-processed within the Level-1 Calorimeter Trigger.
For the Phase-II upgrade a complete redesign of the signal chain will be implemented. The
Tile signal digitisation takes place within the Tile frontend electronics followed by optical
transmission to the (TPPr) [7.4] where the cell energies are determined. The signals for the
Level-0 Calorimeter Trigger are prepared within the TDAQ interface (TDAQi) and trans-
mitted to the FEX systems. The TDAQi system consists of electronic boards which are
connected at the rear of the shelves filled with TPPr modules. There are in total 32 TDAQi
boards being built. Since the individual modules of the Level-1 Calorimeter PreProcessor
(Phase-I) and the Tile PreProcessor (Phase-II) cover different calorimeter areas a redesign
of the Fibre Optic eXchange (FOX) responsible for the distribution of the Tile signals is
necessary.
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Figure 7.6: This diagram shows the connectivity between the calorimeter backend electronics and
the processing system of the Level-0 Calorimeter Trigger consisting of four FEX systems. The sig-
nals are processed within the LDPS and LASP modules for the LAr Calorimeter and the PPr-TDAQi
modules for the Tile Calorimeter. The signals for the trigger processors are sent digitally on optical
fibres. A Fibre Optic eXchange system (FOX) redistributes the signals to the according FEX pro-
cessing system. The FOX consists of an input stage a remapping stage and an output stage.

The Fibre Optic eXchange (FOX) The FOX (shown in Fig. 7.6) performs a remapping of
the input signals between the calorimeter electronics and the FEX system. The signals are
received in fibre bundles of 12 fibres and transmitted in bundles of 48 or 72 fibres. The
receiving part of the FOX is partitioned in a LArFOX and a TileFOX. The output section
is partitioned into 4 parts according to the four FEX systems. In between the signals are
redistributed with custom made distribution ribbons. Figure 7.7 shows the detailed inter-
connectivity for one of the FOX boxes. The Phase-II upgrade necessitates a redesign of the
TileFOX and the LArFOX as well as the connected distribution ribbons which connect the
input to the corresponding output FOX units. A special fFOX needs to be built as well.
The whole system consists of passive components. The requirements concerning the signal
integrity do not change, since the data rates are the same as before. The new components,
the TDAQi and the LASP transmit data with the same rate as the legacy systems.

Table 7.1 lists the number of fibres which connect the backend electronics of the various
detector regions and the FEX systems. Each fibre carries the signals of a fixed number of
channels. The signals have a resolution of 10 bits for the LAr signals and 10 bits for the Tile
signals. The optical transmission operates at a data rate of 11.2 Gb/s. Since the data transfer
is synchronous, no algorithms for data reduction are employed. The amount of transmitted
data is always the same for each event.

7.3.3 Processing System

The processing system consists of four FEX systems three of which are being built within
the Phase-I upgrade. The three systems consist of a different number of processing mod-
ules: eFEX (24), jFEX (6) and gFEX (1). The hardware will stay untouched. All the necessary
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7.3.4 The forward FEX System (fFEX)

Figure 7.7: Diagram of the interconnectivity within an example FOX box.

Table 7.1: Number of fibres connecting the backend electronics of the respective detector regions and
the FEX systems as well as the type of information which is transmitted. TT corresponds to the
trigger towers which represent transverse energy sums over cells in areas of ∆η × ∆φ = 0.1× 0.1
and in full depths. gT refers to gTowers, which represent sums in ∆η × ∆φ = 0.2× 0.2 and in full
depths. sCell corresponds to super cells and Cell corresponds to the individual detector cells.

EMB EMB/EMEC EMEC EMEC/HEC FCal Tile
fibres type fibres type fibres type fibres type fibres type fibres type

eFEX 800 sCell 800 sCell 640 sCell 240 sCell 64 sCell 384 TT
jFEX 192 TT 192 TT 160 TT 336 TT 64 TT 384 TT
gFEX 32 gT 32 gT 32 gT 64 gT 18 gT 32 TT
fFEX – – – – – – 320 Cell 162 Cell – –

requirements to operate the system after Phase-II is taken into account during their design
at Phase-I. The additional FEX, the fFEX will consist of two modules. It is described be-
low.

The modules are characterised by a large number of input links, several high performance
FPGAs for processing and a smaller number of output links sending the processing results
to L1Topo during Run 3 and to the Global Trigger after the Phase-II upgrade. The main
characteristics of the modules are summarised in Table 7.2.

The infrastructure firmware which handles the input and output signals on the FEX pro-
cessor boards needs to be changed to accommodate the different routing paths of the input
signals and to change the output to the Global Trigger instead of L1Topo.

7.3.4 The forward FEX System (fFEX)

The forward FEX system aims at the reconstruction of electron/photon and jet candidates
in the forward direction (|η| > 2.5 for electrons and |η| > 3.2 for jets). It profits from the
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Table 7.2: Main characteristics of the FEX systems.

modules shelves power
per
module

coverage available
input links
per module

processing
FPGAs per
module

available
output
links per
module

eFEX 24 2 400 W |η| < 2.5 144 4 48
jFEX 6 1 400 W |η| < 4.9 240 4 48
gFEX 1 1 300 W |η| < 4.9 312 4 108
fFEX 2 1 400 W 2.5 < |η| < 4.9 252 4 48

changes in the LAr readout electronics, which allow for the transmission of the individual
cell information rather than trigger towers or super cells. This allows the application of
sophisticated algorithms and a better rate control in this region where the background from
pile-up is particularly large.

In order to implement this functionality a processing system consisting of two modules
is foreseen. Each board covers one detector side (|η| > 2.5) and receives 241 fibres that
carry the cell signals of the FCal, the inner part of the EMEC and the HEC part of the LAr
calorimeter [7.3]. The implementation is based on the jFEX module, which is currently
being designed in the context of the Phase-I upgrade.

Requirements of the fFEX

• The modules need to connect to 241 input fibres.
• The input data need to be received and distributed to the processing FPGAs.
• Algorithms need to be implemented which identify electron/photon and jet candid-

ates
• The processing output needs to be provided to the Global Trigger.

Technical Implementation of the fFEX The technical implementation of the fFEX is based
on the jFEX modules which are currently being built in the framework of the Phase-I up-
grade project. Figure 7.8 shows the final prototype of the jFEX module. The fFEX modules
will be implemented using the ATCA standard. They are equipped with optical receivers
and transmitters to connect to the upstream and downstream components (calorimeters,
FELIX, TTC and DCS). The processing will be performed using four high speed grade FP-
GAs which provide the appropriate input resources to receive the calorimeter signals. In
order to share information between FPGAs, inter FPGA communication will be implemen-
ted through high speed links. The output data will be formatted and transmitted through
optical links to the Global Trigger. The configuration and control will be implemented and
real time monitoring data will be sent to DCS using the FELIX interface.
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7.3.5 Output Signals

Figure 7.8: Photograph of the final prototype of a jFEX blade. The board is equipped with four high
speed grade FPGAs and the minipod connectors for the optical input and output. Missing on this
module are various infrastructure components for control and power management of the board.

7.3.5 Output Signals

During Run 3 the FEX systems send the information of the identified Trigger Objects (TOBs)
to L1Topo, which counts the number of TOBs above various configurable thresholds and
performs topological algorithms like the determination of the invariant mass of pairs of ob-
jects. The information is then sent to the central trigger processor (CTP), which determines
the final trigger decision and issues the Level-1 accept signal leading to the readout of the
event.

The task of L1Topo is taken over by the Global Trigger after the Phase-II upgrade. For
this purpose the output fibres are connected to the Global Trigger hardware and the TOB
information is sent to the Global Trigger. The TOBs will be sent directly from each of the FP-
GAs to the Global Trigger. The TOBs contain the information about the type of the objects,
their transverse momentum and their position.

In order to manage the transition during the commissioning phase the signals are still sent
to L1Topo, which remains in operation until the Global Trigger is fully commissioned. A
duplication of the signal output is therefore needed. For the gFEX system this can be per-
formed at module level. There exists enough spare output capacity. The number of output
fibres from the eFEX and jFEX system are limited, making the splitting of the optical output
signals necessary.
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7.3 Architecture and Hardware Realisation

Table 7.3: Number of output links and bits per TOB from each FEX system to the Global Trigger
system.

links to Global per FEX module bits per TOB (Global)
eFEX 48 (after splitting) 64
jFEX 48 (after splitting) 32
gFEX 32 64
fFEX 48 32

Apart from the changes of the routing of the optical fibres also firmware changes are fore-
seen to allow to send more data from the FEX systems to the Global Trigger. This allows
sending more detailed information about the Trigger Objects. The amount of output for the
Phase-I system is limited by the L1Topo design which allows a certain amount of input data
only. The Global Trigger will be able to accept more information. The content of the TOBs
will be enhanced by detailed information about the variables which are used for identifica-
tion rather then whether a certain condition has been fulfilled. This additional information
can then be used by the Global Trigger as input for e.g. a BDT. Table 7.3 summarises the
number of output links to the Global Trigger along with the number of bits available for
each TOB.

7.3.6 Latency

The input signals from the calorimeters arrive 1.1 µs (LAr) and 1.45 µs (Tile) after the time
of the collision at the input to the FEX processors. The available processing time is 500 ns.
This can be compared with the Phase-I processing time of 125 ns. The quadrupled available
processing time therefore allows for significantly more complex algorithms to be deployed.
The time needed to submit signals from the output of the FEXs to the inputs of the Global
Trigger is 175 ns. Further details can be found in Section 5.2.8.

7.3.7 Readout and Monitoring

The main purpose of the readout of the Level-0 trigger data is the possibility to perform a
detailed monitoring of the processing algorithms. This helps to identify possible hardware
malfunctions, problems with the algorithms or potential problems with the input data (e.g.
noise bursts). The readout data consist of the information of the TOBs. The calorimeter
information will be read out by the calorimeter systems such that the algorithms can be
emulated and the trigger decision simulated and compared to the actual hardware result.

The readout proceeds to the data acquisition system via FELIX after receiving a L0A sig-
nal. The system is equipped with several components that support the core part of the
system. Each shelf, except the gFEX shelf, is equipped with two HUB modules that carry
ROD modules to perform the event readout. The connectivity to the processing modules

174



is implemented through backplane connections. The gFEX module is directly read out via
FELIX. The hardware and firmware stays untouched and will be used as it is used during
Phase-I.

7.4 Firmware

7.4.1 Algorithmic Firmware

The general goal is to keep the firmware stable over long periods and we do not expect to
update the algorithms except for bug fixing or in the case of a very substantial performance
improvement. The Phase-II upgrade opens the possibility to upgrade also the algorithmic
firmware based on the experience from Run 3. The relaxed latency budget allows to in-
crease the available processing time from 125 ns to 500 ns (see Section 5.2.8).

7.4.2 Infrastructure Firmware

There is no major upgrade of the infrastructure firmware foreseen except for small adap-
tions due to the change of the interfaces to FELIX and the DCS. Depending on the mapping
details of the input signals, minor changes of the input firmware of the FEX systems might
be necessary. After the Phase-II upgrade also the bandwidth limits to the subsequent sys-
tem (Global Trigger) are not anymore as stringent as in Run 3. This opens the possibility to
send more information about the TOBs. This also necessitates a change of the output data
formats.

7.5 R & D Programme

A large part of the Level-0 Calorimeter Trigger will consist of legacy components which are
constructed in the framework of the Phase-I upgrade. The following components need to
be modified or newly developed.

• Hardware

– The fFEX module needs to be designed and constructed.
– The FOX needs to be modified.
– The eFEX and jFEX output signals to L1Topo need to be split.

• Firmware

– The algorithms for the fFEX need to be developed.
– Possible improvements to the algorithms of the legacy components need to be

updated.
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– Anticipated modifications to the readout FW need to be implemented.
– Anticipated modification to the DCS FW need to be implemented.

• Software
The configuration and control software which supports the different components
needs to be updated to account for the hardware and firmware changes.

7.6 Commissioning

The Level-0 Calorimeter Trigger (except the fFEX) should be fully operational at the be-
ginning of Phase-II since it consists of the Phase-I legacy system. The functional commis-
sioning of the new interfaces to the calorimeters (LASP and TDAQi) as well as to FELIX
and DCS can be finalised well in advance of data taking, since the signals are all digital.
The calibration of the calorimeter inputs can be performed using well established proced-
ures using test pulses. The fFEX needs time for commissioning although a large part of its
functionality can be tested before first collisions since it is a fully digital system. In order to
support a managed transition of the tasks from L1Topo to Global Trigger we plan to operate
L1Topo during the initial phase of Run 4. Once the Global Trigger is fully functional and
has taken over all the L1Topo tasks in a reliably manner we will decommission L1Topo.
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8 Level-0 Muon Trigger

8.1 Introduction

The current Level-1 Muon Trigger System will be upgraded to form the Level-0 Muon Trig-
ger System for HL-LHC. The Level-0 muon trigger will be based on the data of the up-
graded muon spectrometer and the Tile calorimeter. The muon spectrometer upgrade is
described in another TDR [8.1]. Figure 8.1 shows a cross-sectional view of the upgraded
muon spectrometer. It consists of RPC (0 < |η| < 1.05), TGC (1.05 < |η| < 2.4), NSW
(1.3 < |η| < 2.7), and sMDT/MDT (|η| < 2.7). The NSW consists of sTGC and MM [8.2].
The sMDT is implied by the word MDT throughout the chapter. The detectors constitute
three groups (‘stations’) in both the barrel and the endcap: inner, middle, and outer stations
in |η| < 1.05 and 1.3 < |η| < 2.7 and inner, extra, and middle stations in 1.05 < |η| < 1.3.

This chapter describes the design of the Level-0 Muon Trigger System, including the hard-
ware and the trigger logic. Section 8.2 shows an overview of the current Level-1 Muon
Trigger System and the Phase-I upgrade as well as the limitations. Section 8.3 gives an
overview of the Phase-II upgrade. Sections 8.4, 8.5, and 8.6 describe the components of the
Level-0 Muon Trigger System, the Sector Logic, the NSW Trigger Processor, and the MDT
Trigger Processor, respectively. Section 8.7 summarises the latency estimates. Section 8.8
provides the R&D items.

8.2 Overview of the Current System and the Limitations

The original Level-1 muon trigger at the ATLAS experiment is based on the hit data from
RPC in the barrel region (|η| < 1.05) and TGC in the endcap region (1.05 < |η| < 2.4) [8.3].
The muon track candidates are identified by simple coincidence logic in the on-detector
boards. The transverse momentum is evaluated by look-up tables in the off-detector boards.
At the beginning of Run 2, the signals from TGCs in the endcap inner station (1.05 < |η| <
1.9) were introduced in the coincidence to reduce the rate of triggers caused by the particles
not directly from the interaction point (‘fake triggers’). The coverage of the TGCs in the
endcap inner station is about half in 1.05 < |η| < 1.3, and thus the energy deposits in the
outermost cells of the Tile calorimeter are being incorporated during Run 2 to reduce the
fake triggers [8.4]. The detectors in the endcap inner station in 1.3 < |η| < 2.7 will be
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8.2 Overview of the Current System and the Limitations

Figure 8.1: Cross-sectional view of the Phase-II ATLAS muon spectrometer layout, showing a so-
called small sector, one of the azimuthal sectors that contain the barrel toroid coils. The drawing
shows the new detectors to be added in the Phase-II upgrade (red text: BI RPC, sMDT, high-η
tagger), those to be installed during Long Shutdown 2 (green text: Micromegas and sTGC in the
NSW and BIS78 RPC and sMDT), and those that will remain unchanged from the Run 1 layout
(black text). In the so-called large sectors, which are the sectors in-between the barrel toroid coils, the
TGCs and MDT chambers in the endcap inner station covers the η-φ range of the BIS78.

replaced by NSW during Long Shutdown 2, which consists of sTGC and MM, for further
suppression of the fake triggers [8.2].

The main reasons to upgrade the current Level-1 Muon Trigger System are the limited avail-
able latency and rate and the relatively low efficiency and momentum resolution. It is im-
possible for the original RPC and TGC electronics to cope with the latencies and the rates
of the trigger and readout scheme for HL-LHC. The original systems of RPC and TGC are
designed for maximum latencies of 6.4 µs and 3.2 µs, respectively, and for a maximum rate
of 100 kHz. The limitations arise from the depth of the readout buffer to store the hit data
before the arrival of the trigger accept signals and also from the readout bandwidth. The
NSW was designed for a 60 µs latency and a 1 MHz rate to be compatible with the Phase-II
system.

The current Level-1 muon trigger has limitations on the performance. The product of the
acceptance and the efficiency for the barrel region is about 70% (Fig. 8.2). This is due to
limited coverage of RPC in the barrel middle station, which is originating from the sup-
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port structures of the toroid magnets [8.5]. The product for the endcap region is about
90%, which is due to the accumulation of minor effects including a relatively tight coincid-
ence criterion. Additionally, there is a substantial contribution in the trigger rates from the
muons with the transverse momentum pT smaller than the threshold (Fig. 8.3). This is due
to a rapid increase of the production cross section of muons for lower pT and the limited pT
resolution of the Level-1 muon trigger.
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Figure 8.2: Product of the acceptance and the efficiency for single muon as a function of transverse
momentum pT evaluated by an offline analysis. The plots are obtained from Run 2 data. The left
and right plots are for the barrel and endcap regions, respectively. The circles show the values for the
Level-1 muon trigger with 20 GeV threshold. The triangles show the values for the high-level trigger
targeting isolated muons with 26 GeV threshold and non-isolated muons with 50 GeV threshold.
The squares show the product of them. The values of the Level-1 muon trigger for pT higher than the
threshold is about 70% in the barrel region.

8.3 Overview of the Upgrade

The upgrade of the Level-0 Muon Trigger System is designed to increase the latencies and
the rates of the trigger and readout system and to improve the trigger efficiency. The de-
tector and on-detector electronics upgrades are described in Ref. [8.1]. This TDR focuses on
the off-detector electronics upgrades.

Figure 8.4 shows a simplified block diagram of the proposed system. It consists of the
Barrel Sector Logic, the Endcap Sector Logic, the NSW Trigger Processor, and the MDT
Trigger Processor. The Sector Logic and the NSW Trigger Processor installed by the end
of Long Shutdown 2 will be replaced, while the MDT Trigger Processor will be newly in-
stalled. The Barrel Sector Logic receives the hits and the energy flags from RPC and Tile
calorimeter, respectively. The Endcap Sector Logic receives the hits from TGC and RPC
in 1.05 < |η| < 1.3. It also receives the track segments and the energy flags from NSW
and Tile calorimeter, respectively. Since the track-segment reconstruction with NSW hits
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Figure 8.3: Distribution of the transverse momentum pT evaluated by an offline analysis for the
muon candidates selected by the current Level-1 muon trigger with 20 GeV threshold. The distri-
bution is obtained from Run 2 data. The requirement based on NSW, which will be integrated after
Run 2, has been simulated and applied based on the signals from the current detectors in the endcap
inner station. Both barrel and endcap regions are included. The entries are dominated (∼ 85%) by
the muon candidates with pT smaller than the threshold.

requires relatively large amount of resources, the hardware will be separate from the Sec-
tor Logic. The Sector Logic provides track candidates, and sends the results to the MDT
Trigger Processors. The MDT Trigger Processor filter the track candidates with a better pT
determination, and sends the results to the Sector Logic. The Sector Logic sends the track
candidates to Level-0 MUCTPI.

8.3.1 Extension of the Latency and the Rate

To increase the latencies and the rates of the trigger and readout system, all the RPC and
TGC electronics boards except for the amplifier-shaper-discriminator boards will require
the replacements [8.1]. In the new design, all hit data will be transferred from the on-
detector boards to the off-detector boards over high-speed optical links. The limitations
by the bandwidth between the on-detector and off-detector boards will be eliminated. No
trigger logic will be implemented in the on-detector boards. The trigger logic will be fully
implemented in the Sector Logic, providing the flexibility of modifying and tuning the
logic. The readout buffer will be implemented in the off-detector boards. It is designed to
have a depth sufficient for the maximum latency of the Level-0 trigger for HL-LHC.

The NSW on and off-detector electronics delivered for Phase-I will remain for Phase-II. The
main update foreseen for the system is for additional FELIX boxes to manage the addi-
tional data from the 1 MHz trigger rate [8.2]. The upgrade of the NSW Trigger Processor
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Figure 8.4: A simplified block diagram of the proposed Level-0 Muon Trigger System for HL-LHC.
The top and bottom parts show the diagrams for the barrel and the endcap, respectively.

(see Section 8.5) is proposed to improve the robustness and redundancy of the trigger by
performing a combined track segment reconstruction by sTGC and MM.

8.3.2 Improvement of the Trigger Performance

Improvements in trigger performance will be achieved by increasing the detector accept-
ance, the trigger logic, and the momentum resolution. The upgrade of the muon system
towards Phase-II includes the addition of RPCs in the barrel inner station as described in
Ref. [8.1]. By allowing for coincidences of hits in the RPCs in the inner and outer stations,
the acceptance gaps in the barrel trigger system which are caused by the non-instrumented
regions in the barrel middle station due to the presence of the structures of the barrel toroid
coils will be closed. The expected value of the product of the acceptance and the efficiency
of the muon trigger in the barrel region is more than 90% depending on the coincidence
criteria. The Barrel Sector Logic in the new design includes the coincidence of the addi-
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tional RPCs. The results of the performance studies are described in the former parts of
Section 8.4.1. The Barrel Sector Logic also includes the coincidence of the Tile calorimeter
for a trigger rate suppression.

The Endcap Sector Logic in the new design is based on a loosened TGC coincidence for an
improvement of the efficiency by a few per cent. The Endcap Sector Logic reconstructs the
track segments with TGC hits in the endcap middle station with a 4 mrad resolution. The
NSW Trigger Processors reconstruct the track segments in the endcap inner station with a
1 mrad resolution [8.2]. The deflection angle between the TGC and NSW segments makes
it possible to reduce the trigger rate in 1.3 < |η| < 2.4, while retaining the efficiency for
the muons with the transverse momentum higher than the threshold. The fake triggers
in 1.05 < |η| < 1.3 are suppressed by the coincidence between TGCs, RPCs in the BIS78
region [8.1], and the Tile calorimeter. The results of the performance studies of the trigger
efficiency and rate are described in the latter parts of Section 8.4.1. The performance of the
segment reconstruction based on NSW hits is described separately in Section 8.5.2.

In order to improve the pT resolution at the Level-0 muon trigger, it is proposed to include
the MDT chambers, which are used for the high-level trigger and the precision tracking in
the current system, in the Level-0 Muon Trigger System for HL-LHC. In the new design,
the data of all MDT hits are transferred to the off-detector boards over high-speed optical
links [8.1]. The data include the hit time measurements. The MDT trigger processing is
only applied when muon track candidates are provided by the Sector Logic. The MDT drift
time is measured with the time origin determined from the bunch crossing identified by
RPCs and TGCs. The MDT Trigger Processor reconstructs the track segments and evaluates
pT from the relation of the angles and the positions of the segments in different stations.
The pT evaluated by MDT makes it possible to reduce the trigger rate. The results of the
performance studies are described in Section 8.6.2.

8.4 Sector Logic

The trigger logic is provided for each sector defined by the boundaries of combinations
of RPC and TGC chambers [8.3], and hence is called the Sector Logic. The Sector Logic is
implemented in FPGAs on the off-detector boards. This section introduces the logic scheme,
the expected performance, the hardware and firmware design, and the interfaces of the
Sector Logic upgrade.
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8.4.1 Trigger Scheme and Performance

Barrel Trigger Scheme

The RPC trigger logic in Phase-II will use nine measurement planes, provided by four
groups of RPC chambers: three planes (RPC0) on the barrel inner (BI) station, two planes
(RPC1) in the inner part of the barrel middle (BM) station, two planes (RPC2) in the outer
part of the BM station, and two planes (RPC3) on the barrel outer (BO) station. Figure 8.5
shows an example of a so-called “small” barrel sector, showing the positions of RPC0,
RPC1, RPC2, and RPC3 chambers. The acceptance holes in the RPC1 and RPC2 chambers,
caused by the magnet coils and their supports, are clearly visible.

  

RPC3

RPC2

RPC1

RPC0

MDT

MDT

sMDT

N
S
W

zm

Figure 8.5: Sketch of a transverse section of the barrel region. The four groups of RPC chambers
(red) are shown as well as the MDT chambers (green and cyan) on the BI, BM, and BO stations.
The three dashed lines represent muon trajectories traversing four, two, and three RPC chambers.
The drawing represents one of the sectors that contain a barrel toroid coil and its support structures
which cause the holes in the chamber coverage of the BM station.

To take advantage of the redundancy of detector planes, a trigger algorithm that does not
make use of a fixed pivot plane (as in present ATLAS scheme) has been developed, which
selects patterns of hits with a minimal deviation from a straight line passing from the nom-
inal interaction point, both in η and in φ. This makes it possible to define different trigger
coincidence logic schemes without the constraint of requiring at least one hit on a fixed
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pivot plane. The following logic schemes have been considered, based on different re-
quirements on the four groups of RPC chambers which are explained in the following and
summarised symbolically in Table 8.1:

• 3/3 chambers. Hits in at least three out of four planes of the RPC1+RPC2 chambers
and in at least one out of two planes of RPC3. This is equivalent to the present high-pT
trigger.
• 3/4 chambers. The previous requirement in logical OR with the requirement of hits

in at least two planes out of three in RPC0 and in at least three planes out of six
in RPC1+RPC2+RPC3. In this way, all combinations of three-chamber coincidences
(satisfying the above hit requirements) are accepted.
• 3/4 chambers + BI-BO. The previous requirement in logical OR with the requirement

of at least two hits in RPC0 and at least one hit in RPC3. This enhances the trigger cov-
erage in the regions where no BM RPCs are installed due to the mechanical support
structure of the toroid coils.

Table 8.1: Detail of the hit requirements used in different RPC triggers. The cell with “x out of y”
indicates the requirement of at least x planes out of y planes. The cell with “–” indicates no use of
the layer. The requirements in a row is combined with logical AND. For each set of “3/4 chambers”
and “3/4 chambers + BI-BO”, the requirements in different columns are combined with logical OR.

Requirement RPC0 RPC1 RPC2 RPC3
3/3 chambers – 3 out of 4 1 out of 2

– 3 out of 4 1 out of 2
3/4 chambers

2 out of 3 3 out of 6
– 3 out of 4 1 out of 2

3/4 chambers + BI-BO 2 out of 3 3 out of 6
2 out of 3 – – 1 out of 2

The baseline of the RPC trigger uses the “3/4 chambers + BI-BO” scheme for all pT thresholds.
The BI-BO coincidence is expected to be prone to accidental coincidences of uncorrelated
background hits that are negligible in three-chamber coincidences. There is an option to ap-
ply the BI-BO coincidence only to the regions with acceptance holes in the “3/4 chambers”
scheme (approximately 15% of the barrel) to control the trigger rate. The “3/4 chambers”
and “3/3 chambers” schemes are other options to further control the trigger rate. For the
“3/4 chambers” scheme, an additional requirement of at least one hit on the BO station can
be included. The Tile calorimeter energy flags are used to suppress the accidental coincid-
ences.
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Barrel Trigger Acceptance and Efficiency

The performance of the RPC-based trigger was studied using simulated data with a sim-
plified description of the BI RPCs. In the simplified description, the geometrical coverage
of the BI RPC chambers was included according to the preliminary layout presented in
Ref. [8.1]. A dead region of 15 mm at the borders of each RPC chambers is included in
the simulation. The presence of these cut-outs reduces the geometrical acceptance of the BI
station, calculated with respect to reconstructed muons with |η| < 1.05, from 95% to 91%.

A Phase-II RPC-based trigger algorithm was implemented in the simulation. The algorithm
searches for sequences of hits in different RPC planes based on pre-defined coincidence
windows that define the maximum distance in η or φ to associate hits belonging to the
same muon candidate. Not only the hits of the bending plane (η) but also the hits of the
perpendicular plane (φ) are used to suppress the accidental coincidence. The requirement
that two hits are inside a coincidence window is applied to each pair of hits in consecutive
planes, as illustrated in Fig. 8.6. The centre of the coincidence window on the outer layer
is obtained assuming a straight line passing from the nominal interaction point and the
inner hit. This algorithm effectively measures the muon momentum from the deflection
of the trajectory with respect to a straight line from the interaction point. Therefore the
momentum resolution that can be obtained with this approach is limited by the spread of
the interaction point along the beam line rather than the spatial hit resolution.

In the simulation a luminous region with a Gaussian distribution around the nominal in-
teraction point with σ = 5 cm was used. Only a simple digital readout was simulated, and
neither strip clustering nor any use of charge information was implemented. In addition
to the spatial coincidence, a timing requirement has been applied, by considering only hits
with |thit − t0| < 6.25 ns. Here, thit is the time of hit detection and t0 is the time of an infin-
ite momentum muon which hits the centre of the strip and was generated at the nominal
interaction point at the nominal bunch crossing time.

The acceptance of the three coincidence logic schemes with respect to reconstructed muon
tracks is shown in Fig. 8.7. The acceptance limitation of the “3/3 chambers” trigger, corres-
ponding mostly to the ATLAS support structures at −2.2 < φ < −1 and to the supports of
the toroid magnets (at |η| ' 0.4, 0.75, 1) are largely recovered by the “3/4 chambers” trig-
ger which includes the new BI RPC chambers. The residual acceptance holes are recovered
with the “3/4 chambers + BI-BO” trigger, with the exception of the region at |η| ' 0 where
the acceptance is limited by the calorimeter services.

To study the robustness of the trigger against possible efficiency reductions due to aging of
the old RPCs in the BM and BO stations, the performance of different assumptions on the
old RPC detector efficiency has been studied with a simulation of single muons generated
with a fixed pT of 25 GeV and uniform distributions in the η and φ plane. Simulations were
performed with 100%, 90%, and 80% hit efficiency for the BM and BO RPCs and with the
“worst case scenario”. The worst case scenario corresponds to a reduction of high voltage
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Figure 8.6: Illustration of the implemented RPC-based trigger algorithm. Hits are linked between
consecutive planes based on pre-defined coincidence windows centred on a straight-line extrapolation
from the nominal interaction point. Patterns of linked hits that satisfy quality requirements are
selected as muon track candidates. The width of the coincidence windows defines the pT threshold.

of old RPCs such that the expected current on the RPC chambers is always below the safe
operation limit, estimated including a safety factor of two on the currents. In addition to
the inefficiency from reduced HV, a 95% hit efficiency as measured in Run 2 was applied.
In this scenario the RPC hit efficiency decreases with |η| from approximately 90% at η ' 0
to 56%–75% at η ' 1, depending on the chamber type. Table 8.2 shows the product of the
acceptance and the efficiency for the difference assumptions. Figure 8.8 shows the product
of the acceptance and the efficiency for the worst case scenario. Adding the new BI RPC
station, the dependency of the trigger efficiency on the hit efficiency of the current RPCs is
strongly reduced.

Barrel Momentum Selection and Trigger Rate

The performance of the proposed RPC trigger was studied for transverse momentum thresh-
olds of pT > 20 GeV, 15 GeV, 10 GeV, and 5 GeV. The dependencies of trigger efficiency
on the muon pT are shown in Fig. 8.9. For the 20 GeV threshold, the plots for different coin-
cidence schemes are shown. Some residual efficiency below 10 GeV is related to the class of
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Figure 8.7: Geometrical acceptance of the Level-0 barrel muon trigger with respect to reconstructed
muons with pT = 25 GeV in the η-φ plane. The plots are obtained by assuming 100% hit efficiency
and no pile-up. Figures (a), (b), and (c) show the acceptance for the different trigger coincidence
logic “3/3 chambers”, “3/4 chambers”, and “3/4 chambers + BI-BO”, respectively. The white areas
correspond to zero acceptance.

Table 8.2: Acceptance × efficiency in per cent for the RPC trigger under different hypotheses on
the hit efficiency of the present RPC detectors. The row with 100% “old” RPC efficiency gives the
geometrical acceptance of the trigger requirements. The “worst case” corresponds to a scenario in
which the RPC HV is reduced depending on the expected chamber rate to maintain the currents
within a safe limit.

“Old” RPC Trigger acceptance × efficiency (%)
efficiency (%) 3/3 chambers 3/4 chambers 3/4 chambers + BI-BO

100 78 91 96
90 73 90 95
80 62 87 93

Worst case 63 85 92
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Figure 8.8: Acceptance × efficiency of the RPC trigger with respect to reconstructed muons as a
function of η for the “worst case” hit efficiency scenario in which the RPC HV is reduced to maintain
the chamber currents within a safe limit with a safety factor of two. The red histograms show the
efficiency of the existing “3/3 chambers” trigger, the blue histograms the “3/4 chambers” trigger,
and the green histograms the “3/4 chambers + BI-BO” trigger. The values are evaluated by the
Monte-Carlo (MC) samples of muons with a fixed pT of 25 GeV and no pile-up involved.

muons that leave hits only in BI and BM chambers, for which the resolution is worse than
for muons with hits in the BO chambers.
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Figure 8.9: Efficiency curves as a function of pT for RPC Level-0 trigger. Figure (a) shows the
result for different coincidence schemes for a pT threshold of 20 GeV. Figure (b) shows the result for
different pT thresholds for the “3/4 chambers + BI-BO” scheme. The figures assume 100% RPC hit
efficiency and no pile-up.

188



8.4.1 Trigger Scheme and Performance

The rates of single muon selection based on RPC have been estimated using a simulation of
minimum bias events generated with PYTHIA8 and passed through the standard GEANT4
ATLAS simulation, including the long-lifetime background component originating from
slow neutrons (cavern background). Additional corrections have been applied by scaling
the rate of muons from heavy-flavour decays in the simulation to agree with ATLAS meas-
urements [8.6] and FONLL calculations [8.7] and by scaling the RPC hit rate obtained from
the simulation in order to reproduce rate measurements. Figure 8.10 shows the estimated
rate depending on the luminosity for a pT threshold of 20 GeV. The rate of “3/3 chambers”
and “3/4 chambers” triggers increase linearly with luminosity as they are mainly gener-
ated by real muons from the decay of pions, kaons, and heavy flavours that scale linearly
with the number of pp interactions. The BI-BO trigger instead has an additional quad-
ratic dependence on pile-up due to accidental coincidences of background hits. Figure 8.11
shows the estimated rate depending on the pT threshold for the “3/4 chambers + BI-BO”
trigger. The estimated trigger rates for different pT thresholds and different schemes are
summarised in Table 8.3.
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Figure 8.10: Estimated rate of Level-0 single muon selection based on RPC depending on the lu-
minosity. The result is shown for a pT threshold of 20 GeV and for different coincidence schemes.

For the subset of muons with hits in the three stations of chambers (BI, BM, and BO), which
correspond to an acceptance of approximately 80%, it is possible to obtain a pT measure-
ment based on three points. This measurement is independent of the spread of the interac-
tion point and therefore provides an improved pT resolution.

The effect of random coincidences on BI-BO triggers can be reduced by applying tighter
timing cuts. The intrinsic time resolution of the RPC detectors is 1 ns for BM and BO and
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Figure 8.11: Estimated rate of Level-0 single muon selection based on RPC depending on the pT
threshold. The result is shown for a coincidence scheme of “3/4 chambers + BI-BO”.

Table 8.3: Estimated rate of Level-0 single muon selection based on RPC for different pT thresholds
and different schemes at a luminosity of 7.5× 1034 cm−2s−1. The values are shown in units of kHz.
These rates are reduced by the MDT trigger before the muon track candidates are sent to the Level-0
MUCTPI.

pT > 20 GeV pT > 15 GeV pT > 10 GeV pT > 5 GeV
3/4 chambers + BI-BO 84± 25 142± 40 328± 80 1255± 322
3/4 chambers 32± 7 73± 11 187± 16 718± 31
3/4 chambers (with BO) 20± 6 52± 9 146± 14 516± 26

0.4 ns for BI. In the standard ATLAS offline reconstruction, a resolution of less than 2 ns is
routinely achieved for the BM and BO chambers after offline calibration and corrections
for the signal propagation along the strips. The current experience with the ATLAS barrel
trigger shows that a simple online calibration allows the use of a timing window |thit −
t0| < 6.25 ns. A tighter window would require signal propagation corrections and finer
calibrations at the Level-0 trigger.

Endcap Trigger Scheme

The availability of the individual TGC hits in the Sector Logic makes it possible to recon-
struct track segments in the endcap middle station with an average angular resolution of
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4 mrad (Fig. 8.12). The track segments are reconstructed with the pattern matching al-
gorithm, where the TGC hits are compared with predefined hit patterns. Each predefined
hit pattern has associated angle and position of a track segment.
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Figure 8.12: Distributions of the difference of the polar angle (∆θ) between the TGC track segment
reconstructed by the pattern matching for the trigger threshold of 20 GeV and the track segment
reconstructed by the ATLAS full offline analysis. MC sample is used, where a muon is produced
with random pT in a range 1–100 GeV. No pile-up is involved. The red, blue, and green histograms
are for the TGC track segments reconstructed with seven, six, and five hits, respectively, over the
seven layers. The black histogram shows the sum of them.

In the original Endcap Sector Logic, at least two (one) hits are required in the inner three
(two) layers and at least three hits are required in the outer four layers for wires (strips)
for the TGC hits in the endcap middle station. In the Endcap Sector Logic for HL-LHC, a
looser coincidence of at least five (four) hits in seven (six) layers for wires (strips) will be
used. The product of the acceptance and the efficiency is expected to be improved to more
than 90%, a few per cent higher than the original system.

The muon track candidates are provided by the combination of the TGC track segments
in the endcap middle station and the information from other detectors. Figure 8.13 shows
the concept of the combination. The transverse momentum of a muon candidate in 1.05 <

|η| < 1.3 is determined from a combination of the position and the angle of the TGC track
segment and the positions of the hits in the TGCs in the endcap inner station, the RPCs in
the BIS78 region, and the Tile calorimeter. The transverse momentum of a muon candidate
in 1.3 < |η| < 2.4 is determined from the polar angle difference between the TGC track
segment and the track segment reconstructed in NSW.

The baseline algorithm introduced above covers the region 1.05 < |η| < 2.4. Although the
number of TGC layers in 2.4 < |η| < 2.7 is limited (three wire layers and two strip layers),
the coverage could, in principle, be extended to the region 1.05 < |η| < 2.7 by a coincidence
between NSW track segments and the hits in the existing TGC layers.

191



8.4 Sector Logic

TGC (EM)
Endcap magnet

y

z

TGC (EI)

NSW

Tile calorimeter

Figure 8.13: Concept of the Endcap Sector Logic. Track segment is reconstructed by the TGC hits in
the endcap middle (EM) station. It is combined with the position of the TGC hits in the endcap inner
(EI) station, the position of the Tile calorimeter hit, and the track segment reconstructed by NSW,
depending on the region. In this diagram, a detector slice in a so-called large sector is shown. In the
so-called small sectors, the RPCs in the BIS78 region replaces the TGC hits in the endcap inner (EI)
station.

Endcap Trigger Efficiency

The efficiency of the Level-0 muon trigger based on the loosened TGC coincidence for
1.05 < |η| < 2.4 has been studied with MC samples. A muon is produced in an event
randomly in η, φ, and pT. A track segment is reconstructed by a minimum χ2 fit to the
TGC hits which satisfy the coincidence requirement. The efficiency for pT thresholds of 5,
10, 15, and 20 GeV have been studied. Requirements are applied for the polar angle of the
segment direction depending on the pT thresholds. Figure 8.14 shows the result of the ef-
ficiency estimation. The obtained efficiency in the plateau region is a few per cent higher
than the original endcap system (see Fig. 8.2).

The efficiency has also been studied with the TGC segment reconstruction based on the
pattern matching. The study focuses on the region covered by both TGC and NSW. A re-
quirement on the polar angle difference between the TGC and NSW segments is applied
depending on the pT thresholds. Figure 8.15 shows an estimate based on the single muon
MC samples, described in the previous paragraph. The obtained efficiency in the plat-
eau region is similar to the one obtained for the minimum χ2 method (see Fig. 8.14). The
distribution around the threshold is steeper than the original system, indicating a better
transverse momentum resolution.
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Figure 8.14: Expected efficiency for the Level-0 muon trigger based on the loosened TGC coincidence
for 1.05 < |η| < 2.4. The values are estimated with a single muon MC sample, where a muon is
produced for an event randomly in η, φ, and pT. No pile-up is involved. The red, blue, green, and
magenta plots are for pT thresholds of 20, 15, 10, and 5 GeV, respectively. The black plots show the
efficiency for offline track reconstruction.
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Figure 8.15: (a) Expected efficiency for the muon trigger based on TGC and NSW in the region
1.3 < |η| < 2.4 for a pT threshold of 20 GeV. The plots for the Run 1 scheme and a HL-LHC
scheme are shown. In the HL-LHC scheme, a looser coincidence, five (four) hits over seven (six)
layers for wires (strips) is used. The HL-LHC scheme provides a higher efficiency in the plateau
region with better rejection of low pT muons. (b) Expected efficiency for the muon trigger based
on a HL-LHC scheme with TGC and NSW for pT thresholds of 10, 15, and 20 GeV. No pile-up is
involved in the MC simulation.
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Endcap Trigger Rate

The Level-0 muon trigger rate for the endcap has been studied with the data samples taken
in 2016. A zero-bias trigger is required [8.8]. The events have been overlaid to provide an
expected environment at HL-LHC for the number of interactions per bunch crossing up
to around 200 (Fig. 8.16). The distributions are shown for pT thresholds of 5, 10, 15, and
20 GeV. The efficiency in the plateau region is obtained to be 92%.
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Figure 8.16: (a) Distributions of the number of interactions per bunch crossing (µ) for the overlaid
data samples. The overlay was done with the target average µ around 80, 120, 160, and 200. (b)
Distributions of the number of TGC hits for the overlaid data samples. The number depends on the
values of µ.

Figure 8.17 shows the result of the estimation of the Level-0 single-muon trigger for 1.05 <

|η| < 2.4 for pT thresholds of 15 GeV and 20 GeV. Figure 8.18 shows the estimated rate
depending on the pT thresholds. Expected improvements, the looser TGC coincidence and
the requirement based on the TGC and NSW segments, are both included. The TGC co-
incidence requires at least five (four) hits in seven (six) layers for wires (strips). The TGC
segments are reconstructed by a minimum χ2 fit on the TGC hits, and requirement is ap-
plied for the angles. The NSW segments are emulated by the offline MDT and Cathode
Strip Chamber (CSC) segments in 1.3 < |η| < 2.4, and requirement is applied for the
deflection angle between the TGC and NSW segments. The coincidence with the Tile calo-
rimeter is required for 1.05 < |η| < 1.3. A nonlinear relation between the trigger rate and
the luminosity is obtained, which is related with a larger number of TGC hits for higher lu-
minosity (Fig. 8.16). A tuning of the trigger algorithm is ongoing to remove or suppress the
nonlinearity, while the estimated rate is already smaller in the total Level-0 rate of 1 MHz.
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Figure 8.17: The estimated rate of the Level-0 single-muon trigger based on TGC, Tile calorimeter,
and NSW for 1.05 < |η| < 2.4. The curves show the result of the fit by a second-order polynomial.
The luminosity has been extracted from the number of interactions per bunch crossing for the HL-
LHC nominal colliding bunches.
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Figure 8.18: The estimated rate of the Level-0 single-muon trigger based on TGC, Tile calorimeter,
and NSW for 1.05 < |η| < 2.4. The values are evaluated from the overlaid data samples for a
luminosity of 7.5 × 1034 cm−2s−1. The values are estimated for pT thresholds of 5, 10, 15, and
20 GeV.
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Trigger for Exotic Signatures

Several new physics models that extend the Standard Model (SM) predict exotic signa-
tures such as the Long-Lived Particle (LLP) [8.9]. The sensitivity of the searches could
be improved by specific trigger algorithms. An example is the algorithm with loosened
interaction-point pointing constraint. The Sector Logic is designed not to kill the exotic
signatures.

8.4.2 Hardware Design

The Sector Logic is implemented in the off-detector boards housed in the ATCA shelves.
The readout of the RPC and TGC hit signals and of the Level-0 trigger information is im-
plemented in the same boards. Additionally, the control of the RPC and TGC on-detector
boards is based on the same boards. The barrel and endcap systems are based on 2× 16
and 2× 24 boards (Fig. 8.19), where the number “2” represents the positive and negative
sides of the beam axis.

Figure 8.19: Structure of the detector and the coverage of the off-detector boards where the Sector
Logic is implemented. The left and right figures are for the barrel and the endcap, respectively. The
outermost layer of TGC is shown for the endcap. The regions surrounded by the red lines show the
coverage of the boards. For the barrel, the coverage has two types, which is indicated by the red
lines. For the endcap, the coverage for four boards are indicated by the red lines. The segmentation of
the MDT Trigger Processor (green lines) is different, and a Sector Logic board is connected to three
MDT Trigger Processor boards at maximum.

The requirement for the off-detector boards is similar between the barrel and the endcap.
A common board design is proposed to minimise the resources required for the develop-
ment. Figure 8.20 shows a block diagram. Each board has one FPGA, in which the Sector
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Logic and the readout logic are implemented. The Xilinx Virtex UltraScale or UltraScale+
family is proposed for the implementation. For the barrel, the resource of the Sector Logic
has been estimated with an extrapolation from the current coincidence matrix ASIC imple-
mentation. The implementation of the logic in the proposed FPGA family seems feasible.
For the endcap, the resource estimation for the Sector Logic is an R&D item. Given the total
number of TGC channels similar to RPC, the implementation in the proposed FPGA fam-
ily is considered to be feasible. For the cost estimation, the FPGA models XCVU13P and
XCVU190 are assumed for the barrel and the endcap.

The FPGA on the off-detector board is required to have 104 pairs of optical receivers and
transmitters. Most of the receivers and transmitters are used to receive the detector sig-
nals and to transmit the control signals for on-detector boards. Some of the receivers and
transmitters are used for the connection with the MDT Trigger Processor and the Level-0
MUCTPI to receive and transmit the muon track candidates. Four transmitters are used for
the connection with FELIX to transmit the readout data. One receiver is used to receive the
signals of TTC. Tables 8.4 and 8.5 show the number of receivers and transmitters depending
on the connected electronics.

Figure 8.20: Block diagram of the off-detector board in which the Sector Logic is implemented.
The readout logic and the control functions are also implemented. The blocks with the number
“12” indicate the MiniPOD modules [8.10], each of which contains 12 channels. Two blocks with
the number “4” constitute a QSFP+ module [8.11], which is used for four transmitters and four
receivers. The board is connected to the electronics of various detectors employed for the Level-0
muon trigger. There are connections with Level-0 MUCTPI and FELIX. The board is controlled
with a Xilinx Zynq R© device.
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Table 8.4: Number of receivers and transmitters per blade depending on the connected elements for
the barrel off-detector boards.

Connected elements Number of receivers Number of transmitters
RPC on-detector boards 36 36
Tile calorimeter boards 3 0
MDT Trigger Processor 6 10
Level-0 MUCTPI 0 2
FELIX 1 2

Table 8.5: Number of receivers and transmitters per blade depending on the connected elements for
the endcap off-detector boards.

Connected elements Number of receivers Number of transmitters
TGC on-detector boards 67 35
NSW Trigger Processor 6 0
RPC (BIS78) boards 2 0
Tile calorimeter boards 2 0
MDT Trigger Processor 6 10
Level-0 MUCTPI 0 3
FELIX 1 4

8.4.3 Firmware Design

The firmware of the FPGA on the off-detector board includes the Sector Logic, the readout
logic, and the control functions (Fig. 8.21). In the Sector Logic, the trigger scheme described
in Section 8.4.1 is implemented. Primitive track candidates are identified from the signals
of RPC and TGC for the barrel and the endcap, respectively. The Sector Logic makes a
spatial and time coincidence, with a time resolution of one bunch crossing or better, as in
the case of the barrel system. Additional coincidence is taken with other inner detectors.
The Sector Logic is designed to simultaneously process multiple closeby muons to retain
the acceptance of the multi-muon trigger. The muon track candidates are transmitted to the
MDT Trigger Processor. The Sector Logic receives the muon track candidates confirmed by
the MDT Trigger Processor, and transmits the list of candidates to the Level-0 MUCTPI.

The RPC and TGC hit signals are separated before the Sector Logic, and transferred to
the readout logic. The trigger information from the Sector Logic, including the NSW and
Tile calorimeter data with limited granularity, is also transferred to the readout logic. The
readout functionality for the full-granularity data of the NSW and the Tile calorimeter are
provided separately from the off-detector boards where the Sector Logic is implemented. In
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the readout logic, the data are stored in a derandomiser buffer during the Level-0 decision
time, and transmitted to FELIX after the Level-0 trigger accept signals are received. The
control of the RPC and TGC on-detector boards are originating from Xilinx Zynq R© device.

Figure 8.21: A simplified block diagram of the proposed firmware for the FPGA of the off-detector
boards. The detector signals are transferred to the Sector Logic (blue), and muon track candidates
are provided. The muon track candidates are transmitted to the MDT Trigger Processor. The Sector
Logic receives the muon track candidates from the MDT Trigger Processor, and transmit to the
Level-0 MUCTPI. The readout logic (green) handles the readout for RPC and TGC hit signals and
trigger information. The TTC manager (red) and the control (yellow) blocks manage the control of
the off-detector board and RPC and TGC on-detector board.

8.4.4 Detector Signal Inputs

Inputs from RPC The hit data and time information for the RPCs in the barrel inner,
middle, and outer stations are provided to the Barrel Sector Logic for each bunch crossing.
The size of the transferred data is reduced by encoding and zero suppression. The optical
links with a bandwidth of 9.6 Gbps per link are assumed, which manage the data transfer
for possible highest hit rate evaluated from the actual measurement in Run 2 [8.1].
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Inputs from TGC The hit data of the TGCs in the endcap inner station in 1.05 < |η| < 1.3
and the endcap middle station are provided to the Endcap Sector Logic for each bunch
crossing. The hit data comprise one bit per channel per bunch crossing as an identifier
of the existence of a hit. The data are transferred without zero suppression. The optical
links with a bandwidth of 8.0 Gbps per link are assumed, which manage the data transfer
independently of the hit rate.

Inputs from NSW The NSW Trigger Processor is designed to reconstruct the track seg-
ments with an angular resolution of 1 mrad [8.2]. The position and the angle of the seg-
ments are provided to the Endcap Sector Logic for each bunch crossing. Further explana-
tion is given in Section 8.5.6. The segmentation of the NSW Trigger Processor is different
from that of the Sector Logic, and hence the output of single NSW Trigger Processor is
divided and transferred to multiple off-detector boards where the Sector Logic is imple-
mented (Fig. 8.19).

Inputs from Tile Calorimeter The Tile calorimeter system is divided into three layers in
depth. The last layer, known as the D-layer, is used for the Level-0 muon trigger, since most
of the charged particles other than muons stop before this layer and only muons deposit
energy consistent with minimum ionising particles. The energy deposit is estimated using
an optimal filter algorithm. For each calorimeter cell, an identifier of the energy deposit to
be greater than the threshold or not is passed to the Endcap Sector Logic for each bunch
crossing.

8.4.5 Realtime Output Data Format

The data transfer between the Sector Logic, the MDT Trigger Processor, and the Level-0
MUCTPI is based on optical links. A maximum transfer rate of 9.6 Gb/s is assumed for each
link, where six 32-bit words are transferred every 25 ns (Table 8.6). The data are encoded
with a 8b10b scheme. The data are transferred regardless of the results containing muon
candidates or not. The first and the last words are the header and trailer words. The con-
tents of the header and trailer words are shown in Tables 8.7 and 8.8. The data transfer of
two muon candidates is possible per link, with maximum 64 bits per candidate. Each barrel
(endcap) Sector Logic can transfer 4 (6) muon candidates to the Level-0 MUCTPI.

Table 8.6: Contents of the six 32-bit words transferred by an optical link every 25 ns.

32-bit Word Identifier 0 1 2 3 4 5
Content Header Muon candidate 1 Muon candidate 2 Trailer
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Table 8.7: Contents of the 32-bit header word.

Number of bits Name Comment
12 BCID Identifier of the bunch crossing
20 Reserved Reserved bits

Table 8.8: Contents of the 32-bit trailer word.

Number of bits Name Comment
8 Comma K28.5, K character of the 8b10b encoding
6 Board ID Identifier of the boards
4 Fibre ID Identifier of the fibres
8 Parity Parity bits, one bit corresponds to 16 bits in the data words
6 Reserved Reserved bits

Barrel Sector Logic to MDT Trigger Processor One 64-bit word is used for a muon can-
didate selected by the Barrel Sector Logic. It includes the information of the muon track
candidate as well as the RPC hit positions and the coincidence type. The contents of the
data words are shown in Table 8.9.

Table 8.9: Contents of the 64-bit word for the data from the Barrel Sector Logic to the MDT Trigger
Processor.

Number of bits Name Comment

10 Position ηRPC0 η coordinate of the position on RPC0
10 Position ηRPC1 η coordinate of the position on RPC1
10 Position ηRPC2 η coordinate of the position on RPC2
10 Position ηRPC3 η coordinate of the position on RPC3
6 Position φ φ coordinate of the position on the innermost layer

used for the coincidence (inner or middle station)
2 Coincidence type Identifier of the types of coincidence
4 pT threshold Highest transverse momentum threshold satisfied
1 Charge Muon candidate charge
11 Reserved Reserved bits
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Endcap Sector Logic to MDT Trigger Processor One 64-bit word is used for a muon can-
didate selected by the Endcap Sector Logic. It includes the information of the muon track
candidate and the track segment reconstructed by the TGC hits. It also includes the track
segment reconstructed in the NSW Trigger Processor, which is used for the pT evaluation
in the MDT Trigger Processor. The contents of the data words are shown in Table 8.10.

Table 8.10: Contents of the 64-bit word for the data from the Endcap Sector Logic to the MDT
Trigger Processor.

Number of bits Name Comment
10 Position η η coordinate of the position on the outermost

TGC layer
6 Position φ φ coordinate of the position on the outermost

TGC layer
6 Angle ∆θ Segment polar angle with respect to the vector

from the interaction point to the segment position,
the last bit assigned for the muon candidate charge

4 Angle ∆φ Segment azimuthal angle with respect to the vector
from the interaction point to the segment position,
the last bit assigned for the sign

4 pT threshold Highest transverse momentum threshold satisfied
28 NSW segments Identical to the NSW Trigger Processor output
3 Quality Coincidence pattern (NSW, BIS78 RPC, etc.)
3 Reserved Reserved bits

Sector Logic to Level-0 MUCTPI One 48-bit word is used for a muon candidate. The
contents of the data words are shown in Table 8.11. The reserved bits can be used for the
trigger information for exotic signatures.

8.5 NSW Trigger Processor

This section describes the motivation, the expected performance, the hardware and firm-
ware design, and the interfaces of the NSW Trigger Processor upgrade.

8.5.1 Motivation for the Upgrade

The NSW project [8.2] is a Phase-I muon upgrade project slated for the installation during
Long Shutdown 2. In the Phase-I system, signals from sTGC and MM are used separately
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Table 8.11: Contents of the 48-bit word for the data from the Sector Logic to the Level-0 MUCTPI.

Number of bits Name Comment
14 Position η η coordinate of the segment position

on the innermost MDT layer
6 Position φ φ coordinate of the position
8 pT Muon candidate transverse momentum
4 pT threshold Highest transverse momentum threshold

satisfied
1 MDT confirmation Reconstructed by MDT or not
1 Charge Muon candidate charge
2 0/1/2/3 stations Number of MDT segments for the candidate
3 Quality Average or worse segment quality
9 Reserved Reserved bits

to form NSW track segments in the trigger processor electronics. A requirement is applied
on the pointing of trigger segments back to the interaction region, and segment position
information is transmitted to the Sector Logic, where a coincidence with TGC is taken. The
latency budget for the Phase-I NSW Trigger Processor is extremely tight. The NSW trigger
as designed for the installation after Run 2 already meets the Phase-II requirement of an an-
gular resolution of 1 mrad. However, it is quite possible to further lower the thresholds for
muon momentum and increase the efficiency by taking advantage of the increased latency
to do a more refined calculation of muon pointing and momentum in the NSW, or to im-
prove robustness and redundancy, for example in case of missing layers.

In the Phase-II Level-0 muon trigger, the NSW trigger segment reconstructed in the NSW
Trigger Processor is used to determine not only the deflection angle with TGC in the Sector
Logic but also the deflection angle and the sagitta (see Section 8.6.1) with MDT in the MDT
Trigger Processor for a refined momentum resolution. Even though the resolution of the
deflection angle measured with the NSW and TGC segments is dominated by the TGC,
the deflection measurement using the more precise MDT information would benefit from
a NSW segment with high precision. A combined segment fit with increased precision is
possible if both sTGC and MM hits are combined into a single fit.

In the Phase-I NSW Trigger Processor, the sTGC and MM segments are derived separately
and a procedure to remove duplicates is implemented before sending the segment inform-
ation to the Sector Logic. A coincidence of hits is required in at least three out of four layers
for each of the sTGC and MM quadruplets before fitting a segment. In the upgraded elec-
tronics, all sTGC and MM layers are available in the same trigger processor FPGA, allowing
for improved background rejection and increased efficiency due to more flexible coincid-
ence requirements.
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Historically, triggering on forward muons can be challenging due to backgrounds from
secondaries that can be difficult to eliminate and assess until the NSW detector is actually
running. The trigger performance can be enhanced by improved granularity that can be
achieved with more latency and increased resources.

8.5.2 Performance of the Segment Reconstruction

The performance of the track segment reconstruction by NSW could be affected by the
background hits. Figure 8.22 shows the impact of large cavern background rates on the
azimuthal precision of the MM-only segment. The current algorithm performance will be
degraded, but the performance can be regained with a more sophisticated algorithm that
takes more FPGA resources and more latency. This improvement in the azimuthal resolu-
tion will permit a finer tuned matching between segments in the TGC and the NSW.
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Figure 8.22: Azimuthal angle (φ) precision for different background rates for the standard algorithm
(blue) and an improved algorithm (green) that uses higher granularity but requires longer latency
and more FPGA resources.

8.5.3 Hardware Design

In this proposed upgrade, the Phase-I trigger processor hardware (ATCA mezzanines and
blades), excluding the ATCA crates and optical fibres, are replaced. Figure 8.23 shows a
diagram of the proposed hardware. The new NSW Trigger Processor is designed to re-
ceive both sTGC and MM inputs from a 1/16th φ sector in a single FPGA. Two sectors are
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processed in each board, and the full system requires 16 ATCA boards to operate. In the
proposed implementation, the trigger processor firmware is implemented in an FPGA on a
mezzanine card of an ATCA carrier blade. The input fibres from the NSW detectors and the
output fibres to the Sector Logic connect directly to the mezzanine card. Some services are
implemented on the carrier card, which adhere to ATCA standards and provide all required
interfaces to meet the specifications for Phase-II.
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12 Trigger signals

Figure 8.23: Block diagram of the off-detector board in which the NSW Trigger Processor is imple-
mented. This ATCA blade includes two FPGAs that each process a 1/16th φ sector of the detector.
There are connections with the Sector Logic boards and FELIX/TTC. The board is controlled with a
Xilinx Zynq R© device.

The trigger processor FPGA is required to have at least 72 high speed optical receivers for
the NSW detector signals (36 for sTGC and 36 for MM), 12 transmitters to send the track
segments to the Sector Logic, as well as additional receivers and transmitters for control sig-
nals. In particular, one additional receiver and one transmitter are used for the connection
with FELIX to receive the TTC signals and to transmit the readout and monitoring signals
(signal readout, statistics, sampled events, algorithm parameters, etc).

The Xilinx Virtex UltraScale+ family of FPGAs is proposed for the implementation, al-
though the final decision will depend on the evolution of the technology in industry. The
UltraScale+ FPGA includes devices that can process all NSW detector layers (sTGC and
MM).

8.5.4 Firmware Design

The firmware includes the trigger processor and the control functions. Figure 8.24 shows
a simplified block diagram of the proposed firmware. In the trigger processor, the sTGC
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and MM inputs are processed and reformatted into a position on each of the 16 detector
planes. In the case of the MM, the position of the strip with the first hit in time within
each group of 64 strips is used (Address in Real Time or ART, data). In the case of the
sTGC, a cluster centroid is calculated using the charge information in neighbouring strips.
Coincidences are then taken with the sTGC and MM signals from the different planes to
suppress fake triggers. The sTGC and MM information is finally combined in a fit that is
used to derive the segment parameters to be transmitted to the Sector Logic. Additional
firmware blocks implement functionality supporting the NSW Trigger Processor algorithm
such as the monitoring, the readout, the TTC signal handling, the configuration, control
and monitoring of the hardware (including the FPGAs), etc.

Config Monitoring

- Merging
- Combined Fit
- Buffering

Trigger
Segments

TTC L1 Logic

sTGC
Algorithm

      MM
Algorithm

sTGC

MM

FELIX (Monitoring Processor)

FELIX (Configuration Processor)

Sector Logic

FELIX (swROD)

FELIX

Figure 8.24: A simplified block diagram of the proposed firmware for the NSW Trigger Processor
off-detector boards, indicating the input and output connections.

8.5.5 Detector Signal Inputs

The detector signal inputs are identical to those in the Phase-I NSW Trigger Processor.

Inputs from sTGC The sTGC strip information identified from up to four pad-trigger
towers are provided to the trigger processor for each bunch crossing. The radial and
azimuthal information of the pad-trigger roads are also provided, and the pad-trigger
provides the azimuthal measurement for the sTGC inputs. Charge thresholds are applied
to select up to five strips in a band and a layer centroid calculation is performed to derive
the position coordinates for each sTGC plane.

Inputs from MM The trigger input data from the MM detector provides the address of
the strip that first crosses the threshold. The address of the ∼ 450 µm strip is used to derive
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the MM hit position per layer. Stereo strips are used in the middle layers to derive the
azimuthal information.

8.5.6 Realtime Output Data Format

Each track segment reconstructed by NSW Trigger Processors will be presented as 28-bit
data with the format shown in Table 8.12. This format allocates more bits to the η and φ

information compared to the format used in Run 3 to account for the increased precision
from a combined sTGC and MM fit.

The required resolutions (1 bit) are approximately 1 mrad (±15 mrad full scale) for ∆θ,
15 mrad for φ, and 0.0001 in pseudo-rapidity η. The ∆θ, φ, and η position information
are included in the output, in addition to one flag. The monitor flag is set when this bunch
crossing has been identified for further monitoring by the NSW trigger.

Table 8.12: Contents of the data from the NSW Trigger Processor to the Endcap Sector Logic.

Number of bits Name Comment
14 Position η η coordinate of the NSW segment position
8 Position φ φ coordinate of the NSW segment position
5 ∆θ Segment polar angle with respect to the vector from

the interaction point to the segment position
1 Monitor Monitoring bit

8.6 MDT Trigger Processor

The MDT chambers currently used for precision tracking will be included in the Level-0
muon trigger to improve the momentum resolution and the redundancy. This section de-
scribes the motivation, the expected performance, the hardware and firmware design, and
the interfaces of the MDT Trigger Processor. The section also introduces the readout path
for the MDT chambers and the resource estimation.

8.6.1 Motivation for the Implementation

The selectivity of the current Level-1 muon trigger is limited by the moderate spatial resol-
ution of RPC and TGC (Fig. 8.3). It has been considered since the start of the R&D for HL-
LHC to use the MDT chamber data in the Phase-II Level-0 muon trigger [8.12][8.13][8.14]
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[8.15]. The MDT chambers provide a better spacial resolution than RPC and TGC, and a pT
resolution close to that of the offline reconstruction can be achieved.

The use of the MDT chambers improves the robustness of the Level-0 muon trigger. The
rate of the accidental coincidences in the BI-BO trigger in the barrel is expected to have
nonlinearity with the luminosity. This is suppressed by the requirement based on MDT,
mitigating the risks on the unexpected rate increase.

Studies of the MDT trigger concept show that it is not needed to reconstruct the full muon
track inside the muon spectrometer, but that it is sufficient to use the positions and the
angles of track segments reconstructed in the muon chambers for a refined momentum
measurement. This concept makes it possible to implement the hardware-based MDT trig-
ger in the Phase-II Level-0 trigger.

Figure 8.25 shows schematically two variables that can be used to measure the muon pT
in the MDT Trigger Processor. The first variable is the polar-angle difference between track
segments in two chambers, referred to as the deflection angle hereafter. The second variable
uses track segments in three chambers and is defined as the distance between the position
of one segment from the straight line joining the other two, referred to as the “sagitta” here-
after. The two variables provide different rate rejections and coverages (see Sections 8.6.2
and 8.6.6), and the best performance is achieved by the combination.

8.6.2 Trigger Performance

The performance of the MDT trigger has been studied with MC samples after the require-
ments expected for the Sector Logic. For the barrel, the RPC trigger scheme of “3/4 cham-
bers + BI-BO” is employed. For the endcap, the TGC segment is reconstructed by a min-
imum χ2 method. The track segments reconstructed by the ATLAS offline software are
used to obtain the deflection angle and the sagitta for the MDT trigger.

The trigger efficiency has been studied with MC samples where a muon is produced in each
event. The muon direction is random in the η-φ plane. No pile-up is involved. Figure 8.26
shows the efficiency for 20 GeV threshold as a function of the muon pT evaluated by the
ATLAS offline tool. Figure 8.27 shows the relative efficiency of the MDT trigger with respect
to the RPC and TGC trigger. The MDT trigger provides an improved selectivity for the
muons with pT around the threshold, while keeping a high plateau efficiency. The same
MC samples as in Section 8.4.1 are used for the study of the trigger rate of the MDT trigger
in the barrel. Figure 8.28 shows the estimated Level-0 single muon rate depending on the
luminosity for pT thresholds of 10 GeV and 20 GeV. Figure 8.29 shows the rates as a function
of |η| for the case of 〈µ〉 = 200. The distribution of offline reconstructed muon matching the
RPC trigger with offline pT above the Level-0 threshold is shown for comparison. For the
sample with 〈µ〉 = 200, the MDT trigger reduces the Level-0 RPC trigger by approximately
55% and 70% for pT thresholds of 10 GeV and 20 GeV, respectively. For the endcap, the
trigger rate has been studied with Run 1 and Run 2 data samples, and the reduction by
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Figure 8.25: (a) Schematic of the concept of the polar angle difference between the two segments. The
combination considered for the barrel is the middle and outer stations, but any other combination
can in principle be used as well. (b) Schematic of the concept of the distance between the position
of a segment and the position extrapolated from two segments. The figures show the cross-sectional
view for so-called even sectors. The variable is defined similarly in so-called odd sectors. For 1.05 <
|η| < 1.3, the endcap inner station is assumed alternatively to the barrel inner station.
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Figure 8.26: Trigger efficiency in |η| < 2.4 as a function of pT measured by the offline reconstruc-
tion. A pT threshold of 20 GeV is assumed. The values are estimated with single-muon MC with
no pile-up. Figure (a) shows the efficiency for the angle difference, the sagitta, and the combination.
Figure (b) shows the efficiency with and without the MDT.
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Figure 8.27: Relative efficiency of the MDT trigger with respect to the RPC and TGC trigger as a
function of pT measured by the offline reconstruction. The values are estimated with single-muon
MC with no pile-up. The range pT < 4 GeV is not shown because of the large uncertainty due to
low statistics. Figures (a) and (b) for pT thresholds of 10 GeV and 20 GeV, respectively.
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8.6.2 Trigger Performance

the MDT trigger with respect to the rate of TGC and NSW is found to be roughly 50% for
pT threshold of 20 GeV [8.1].
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Figure 8.28: The estimated rate of the Level-0 single-muon trigger based on RPC only and RPC
plus MDT for the barrel region |η| < 1.05. The dots with error bars show the values estimated from
MC samples with the 〈µ〉 values corresponding to various luminosity scenarios. The curves show
the result of the fit by a second-order polynomial.
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Figure 8.29: The estimated rate of the Level-0 single-muon trigger based on RPC only and RPC
plus MDT for the barrel region |η| < 1.05 in MC sample with 〈µ〉 = 200. The full dot distribution
is obtained by requiring that the RPC trigger matches an offline reconstructed muon with pT >
10 (20) GeV.

As the deflection of the muon trajectory is greater for lower momentum, the Sector Logic
already has a good selectivity and the relative reduction by the MDT trigger per muon is
smaller for lower momentum. However, the lower pT thresholds will be used mainly for
multi-muon triggers, and the rate reduction by the MDT trigger will be multiplied. The
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8.6 MDT Trigger Processor

10 GeV threshold will be used mainly for dimuon trigger, and the rate reduction would be
approximately twice as large as that for single muon for the same threshold.

8.6.3 Hardware Overview

The MDT chambers are divided in φ into 16 sectors. They are further partitioned between
barrel and endcap subsystems, A and C sides (divided at η = 0), and three stations (inner,
middle, and outer). The MDT trigger system is partitioned into 64 processing elements,
each handling one sector, one side (A/C), and one subsystem (barrel/endcap).

Figure 8.30 illustrates an ATCA blade which handles one out of the 64 sectors. The blade
contains a total of 144 fibre receivers and transmitters, with the exact complement of each
to be determined. The fibre transmitters may be located on a rear transition module. The
ATCA services are provided by a CERN-designed IPMC mezzanine. This device controls
and monitors operation of the module, including voltage, current, and temperature mon-
itoring. Access to the IPMC is provided through the Intelligent Platform Management Bus
(IPMB) on the ATCA backplane and Gigabit Ethernet.
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All GBT-FPGA
Hit Extraction
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Rx Tx

Rx Tx
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Rx
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PT Evaluation

Figure 8.30: Layout of the ATCA blade where the MDT Trigger Processor is implemented.

The blade contains one Xilinx UltraScale FPGA, which handles receipt of the MDT hits, re-
ceipt of the Sector Logic track candidates, hit extraction, calibration, transmission of hits to
the mezzanine boards, receipt of the segment data from the mezzanine boards, evaluation
of pT , and transmission of the muon track candidates to the Sector Logic. Each mezzan-
ine board performs a segment reconstruction. The mezzanine boards are introduced in the
design so that the segment reconstruction gets separate from the other functions and the
task sharing of the development gets easier. A modular design allows to confine losses to
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8.6.4 Hit Extraction

a given item during the production and maintenance phases. The blade FPGA also trans-
fers the MDT hits to FELIX. Connections are planed to receive and transmit control signal
such as TTC. The transmitters to the Chamber Service Module (CSM) send the TTC stream
and the configuration to the electronics. An external DDR memory device is required for
buffering of the data for readout.

The Xilinx Zynq R© devices are anticipated for the system control functions including de-
tector controls, monitoring, and local data acquisition. The Xilinx Zynq R© device requires
flash memory for programme storage, RAM, and an interface to a MicroSD card for remov-
able storage. A Gigabit Ethernet switch provides access to the Xilinx Zynq R© devices from
the base fabric on the ATCA backplane, a front-panel RJ-45 connector or the IPMC.

A block diagram of the trigger logic is shown in Fig. 8.31. Raw MDT hits are received on
three groups of Gigabit Bidirectional Trigger and Data Link (GBT) (or lpGBT) links from the
inner, middle, and outer MDT stations. Since some MDT hits can arrive before the Sector
Logic track candidates, they will need to be buffered. MDT hits can be calibrated where the
(r-t) relation is stored in LUT. MDT hits in the RoI derived from the Sector Logic data are
extracted by the hit extractor. Track segment is reconstructed and used for pT evaluation.
Muon track candidates as well as the evaluated pT are transmitted to the Sector Logic.
Additional links between adjacent sector MDT Trigger Processor blade are foreseen to pass
segments found between sector so that to handle sector overlap as well as the transition
region where muon can have segments from the barrel and the endcap.

An MDT Trigger Processor implements three separate processing pipelines for the hit ex-
traction and the segment reconstruction. The processing for three simultaneous RoIs is pos-
sible. The estimated busy fraction is 0.1% (0.5%) for an RoI rate of 100 kHz (180 kHz) per
MDT Trigger Processor. The MDT Trigger Processor is designed to be used for pT thresholds
down to around 5 GeV.

8.6.4 Hit Extraction

The hit extractor logic (Fig. 8.32) matches MDT hits with RoIs in space and time for further
processing of the segment reconstruction. The “RoI processor” converts the RoI informa-
tion from global coordinates to a range of tube ID numbers, which are passed to the “tube
range LUT”, and passes a time and position to the “MDT hit calibration” block. The block
“tube range LUT” converts the MDT ID number in the TDC data to a tube/layer number
format.

In the barrel, due to deflection by the magnetic field, the RoI directions and positions, at
the centre of the MDT chamber spacer frame, need to be determined separately for the
inner, middle, and outer MDT precision chambers, as shown in Fig. 8.33a. The algorithm
handles the different RPC coincidence requirements leading to distinct hit patterns. For
example, in the case where a layer does not have RPC hits, the RoI position and direction at
this layer can be determined from the extrapolation of the RoI positions and angles in the
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Figure 8.31: Block diagram of the MDT Trigger Processor.
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Figure 8.32: Block diagram of the hit extractor. The MDT hits are matched with the RoIs derived
from the Sector Logic track candidates, and calibrated data are transferred to the following logic.
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neighbouring layers, as seen in Fig. 8.33b. In the endcap, the RoI direction and position is
determined from the TGC track segment information. Since there is no significant magnetic
field between the endcap middle and outer stations, the direction of the RoI is defined to
be the same for these stations. The position of the RoI in the middle of the spacer frame of
these stations is determined by a linear extrapolation for the TGC track segment. For each
station, the matching window is defined as a parallelogram centred on the RoI position as
depicted in Fig. 8.33c.

(a) (b) (c)

Figure 8.33: (a) Cross sectional view of the position and the direction reconstructed in a barrel
middle station. The red rectangles represent RPC1 and RPC2. The blue circles represent the MDT
tubes while the white circles represent RPC η-hits. The double-sided arrow indicates the fit line with
the plus sign marking its intersection with the centre of the spacer frame. (b) Cross-sectional view
of the averaging used in cases where there are η-hits in BI and BO but only one RPC layer of BM.
The long rectangles represent RPC layers and the circles represent RPC η-hits. The dotted lines
indicate the fits used to determine the position, which is shown as a solid line. (c) Illustration of an
RPC RoI window definition in terms of MDT tube identification. The sold line represents an RoI
and the parallelogram represents the window opened around it with a size of ±3 MDT tubes. The
solid circles represent the pair of MDT tubes used to identify the matching window. The numbers
indicate the multilayer (ML), layer (L), and tube IDs used for each MDT chamber.

Studies have shown that a window width of seven MDT tubes for the inner and middle
stations, and a wider window of 13 tubes for the outer stations, to account for the inaccuracy
in the RoI extrapolation to the outer layers due to residual magnetic field, is sufficient to
achieve matching efficiencies better than 95% for hits originating from real muons. The
matching of the MDT drift time to the bunch crossing identifier is expected to reject at least
∼ 50% of background hits originating from pile-up and cavern background. With both the
time and space matching applied, only ∼3% of the hits within an RoI, corresponding to a
maximum of 100 hits per station, remain to perform the segment reconstruction.

The TDC value, tTDC, recorded by the frontend electronics and transmitted to the MDT
Trigger Processor, is the sum of the delays in the readout electronics (t0), the muon time of
flight from the bunch crossing to the MDT chamber (tTOF), the drift time (tDrift) from the
ionisation, and other smaller corrections. The t0 and tTOF are the largest corrections, and
a single pre-calculated time offset per MDT station is sufficient to extract MDT hit drift
times.
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8.6 MDT Trigger Processor

The MDT hit drift time is converted into drift radius (rDrift) using a space-to-drift time rela-
tionship, also called (r-t) relation. The (r-t) relation is nonlinear in the MDT [8.16] due to the
tube geometry and the non-uniform electric field inside the tube. As the muon spectrometer
momentum resolution is dominated by multiple scattering in the interested momentum
range, only a moderate knowledge of the space drift-time relationship is required. In or-
der to achieve a pT resolution better than 10% at 20 GeV, the sagitta has to be measured
with a precision of 1 mm, which translates into a segment position resolution of 600 µm.
The requirement on the segment angular resolution is driven by the angular resolution of
the NSW, which is 1 mrad. Single (r-t) relation per MDT chamber is sufficient since the
variation inside chamber due to temperature gradients, non-uniform magnetic field, and
different γ background levels is small.

8.6.5 Segment Reconstruction

The track segments are reconstructed on the mezzanine boards. There are two options for
the design of the mezzanine board, which share the design of the main ATCA blade. One
design has FPGA as the main element for the segment reconstruction. The other design is
based on AM chips. The former is the current baseline, but the final choice will be given
after the review.

Segment Reconstruction with FPGA

The mezzanine board with FPGA provides the flexibility for the algorithm of the segment
reconstruction. The baseline algorithm is the Legendre transform, while another algorithm
based on a seeded pattern recognition and a segment fit is also proposed. One has the
option to use a segment fit after the Legendre transform for ambiguity resolving and refined
angle and position determination. The concept and the performance for each algorithm are
introduced in the following.

Segment Reconstruction with Legendre Transform The Legendre transform makes it
particularly convenient to reconstruct segments using pattern recognition in the MDT cham-
bers, since it does not require to calculate the exact position of the hits along the perimeter
of the drift circle. Additionally, the algorithm can be easily parallelised for an FPGA im-
plementation, which means that the processing time does not scale up with the number of
hits.

The implementation of the Legendre transform for segment finding is based on the trans-
form of each MDT tube position and drift time, (R0, z0, rDrift), to the polar coordinates Le-
gendre space (r, θ) [8.17]. The basic principle of the transform is described in Fig. 8.34, and
uses

r = z0 cos θ + R0 sin θ ± rDrift. (8.1)

216



8.6.5 Segment Reconstruction

Each drift circle is represented by two lines in the Legendre space corresponding to its
concave and convex parts, respectively. Each (r, θ) point in the Legendre coordinate space
represents a line in the Cartesian coordinate system, tangent to the corresponding drift
circle. If the Legendre transform is applied on all the drift circles of one chamber, the most
populated (r, θ) bin of the Legendre space will represent the tangent line that is common to
most of the drift circles.

R

z

r
R

z

Tangents

Figure 8.34: Principle of the Legendre transform. The drift circle in Cartesian (left) and Legendre
(centre) space as well as the basic principle and mathematical properties (right) are shown.

Figure 8.35 shows a typical event display for the barrel middle station for Z → µµ MC with
the background hits. The top plot shows the hits for an event. The full blue circles on the
top plot correspond to hits that are attached to the offline reconstructed segment, while the
empty ones are background hits not belonging to the offline segment. All the hits within
90 mm distance, corresponding to ±3 tubes, are transformed in the Legendre space, that is
shown on the bottom plot. The bin with maximum occupancy defines the slope and the
intercept of the most popular tangent line.

Proposed granularity of the Legendre space is a bin size of 0.2 mm and 0.5 mrad for r and
θ, respectively [8.17]. The performance of the segment reconstruction with the Legendre
transform has been studied for different bin sizes and the proposed bin size has proved to
give the best results. The limits of the Legendre space have to be sufficiently large such that
the common tangent line bin is always within range. Studies have shown that a Legendre
space of±64 bins of 0.5 mrad along θ and±64 bins of 0.2 mm along r are sufficient to ensure
that the tangent line is reconstructed in more than 95% of the cases.

The performance in terms of the segment angle and position reconstruction has been eval-
uated using a single-muon MC sample without background hits. To calculate the accur-
acy of the segment reconstruction that can be achieved, the position and angle between
the reconstructed segment and the segment from the offline reconstruction are compared.
Figure 8.36 shows the position and angle difference distributions. The position and angle
resolution of the reconstructed segments can be estimated by fitting the core distribution
in the range µ± 1.5σ with a Gaussian function. The Legendre transform algorithm is able
to reconstruct segments with an accuracy for the core of the distributions of ∼ 0.6 mrad in
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Figure 8.35: Event display (a) and the corresponding representation in the Legendre space (b) for a
Z → µµ MC event with background hits. The event display is shown on a global plane, where R is
the cylindrical radius with respect to the axis that passes through the middle of the sector in φ and
Z is the coordinate along the beam axis.

angle and ∼ 90 µm in position over a pT range of 1–100 GeV. They satisfy the requirements
of 1 mrad and 600 µm for the segment angle and position, respectively.

The hardware implementation of the segment reconstruction with Legendre transform fits
the resources of modern FPGAs (see Section 8.6.9). In the initialisation stage, the sin and
cos values are copied from a pre-computed LUT to local registers for a range of track angles
around the RoI angle. The value of r = z0 cos θ + R0 sin θ ± rDrift is calculated simultan-
eously for all 128 θ values using DSP blocks in the FPGA fabric. Each r value is used to
increment a histogram bin, while simultaneously keeping a record of the location of the
most populated bin. Finally, a binary search is performed to find the most populated bin.
From the most populated bin, the output of the segment is provided.

Segment Reconstruction by Seeded Pattern Recognition and Fit An alternative and re-
source-saving method of the segment reconstruction relies on the direction of the flight
of the muon evaluated by the Sector Logic. An angular resolution expected is 15 mrad in
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Figure 8.36: Distributions of the difference between reconstructed angle and position of the Legendre
transform from the corresponding offline reconstructed segment in the same MDT station.

the barrel inner and middle stations, 50 mrad in the barrel outer station, and 4 mrad in the
endcap region. This angle measurement is used in the pattern recognition step [8.18][8.19].
The segment parameters can be determined by the fit with the embedded CPU by using a
SoC device alternatively to FPGA.

For the following discussion of the seeded pattern recognition and fit, we use a coordinate
system in which the z axis is orthogonal to the drift tube layers and the y axis is parallel to
the tube layers (see Fig. 8.37). If (y, z) denotes the position of the anode wire of a tube, the
distance r of a muon track from the anode wire of a traversed drift tube is given by

r =
|m · z + b− y|√

1 + m2
,

where m and b denote the slope and the intercept of the straight segment and y and z are
the horizontal and vertical coordinates of the tube in the chamber coordinate frame. Using
the measurement of the drift radius r and the value of the slope m as provided by the Sector
Logic, one can transform this equation into an equation for the intercept b. There are two
solutions b± for the value of the intercepts:

b± = ±r
√

1 + m2 − (m · z− y).

The values of b± obtained from the hits in the drift tubes in the RoI can be used to find the
right hit pattern. If one treats the hits in the two multilayers of an MDT chamber separ-
ately and computes b± at the z position of the second layer of each multilayer, the limited
resolution in the segment slope from the Sector Logic of up to 50 mrad translates into a b±

219
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resolution of . 1 mm, which is sufficient to identify the hits which line up on a straight
segment.

y

z

rZML

Figure 8.37: Schematic drawing illustrating the definition of the chamber coordinate system and
the distance r of straight line from the anode wire of a drift tube.

The computation of b± and the right MDT hits can be carried out on FPGA or program-
mable logic part of SoC. Choosing the centre of the y axis in the middle of the RoI, eight bits
are enough to store b± in steps of 0.82 mm. The values of b± are filled in a histogram with
1 mm to 2 mm bin width. From the histogram, one finds the largest accumulation of equal
b± values. The hits which are associated to the largest accumulation are the hits which lie
on a common straight line.

The MDT hits which are found to line up on a straight line are then transferred to the
embedded CPU via a fast AXI link for the determination of the segment parameters and
the χ2 as goodness-of-fit estimator. For each of these hits, one knows the sign α in front of

the r
√

1 + m2 term. By replacing the slope m by m̄ + δ and linearising
√

1 + (m̄ + δ)2 in δ,
one gets a single equation with two free parameters, δ and b, for each hit:

αr
√

1 + m̄2 − (m̄z− y) +

(
αrm̄√
1 + m̄2

− z

)
δ− b = 0.

The parameters δ and b can be determined by a least-square fit to the following n points:(
αkrk

√
1 + m̄2 − (m̄zk − yk),

αkrkm̄√
(1+m̄2)

− zk

)
k∈{1,...,n}

.

The segment fitting procedure was tested by evaluating the deviations of the reconstruc-
ted segment slopes from the true segment slopes (Fig. 8.38). At a segment reconstruction
efficiency close to 100%, this distribution shows negligible non-Gaussian tails. A similar
distribution is obtained for the segment positions. Negligible non-Gaussian tails are im-
portant for a reliable momentum determination from the segment positions and segment
slopes.
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Figure 8.38: Distribution of the deviation between the reconstructed and true slopes in simulated
data for the chambers of the barrel middle station. The distribution has negligible non-Gaussian
tails. Background hits corresponding to Run 2 are included in the simulation.

Segment Reconstruction with AM Chips

In the alternative design, the AM chip developed for FTK [8.20] and Phase-II HTT is em-
ployed for the segment finding. The AM chip is a powerful pattern recognition device,
which is widely used for the trigger upgrade programme at ATLAS. The application for
MDT is designed so that the system may share the exact hardware design of the full custom
AM chips and the mezzanine card named Pattern Recognition Mezzanine (PRM) with the
other AM-based hardware tracking projects.

In the MDT segment reconstruction with the AM chips, a segment candidate requires a
coincidence of hits in the eight tube layers in the barrel inner station, and six tube layers
everywhere else. A hit is represented with the tube channel number, which uniquely iden-
tifies the position of the tube centre and an unsigned radius. For each MDT station, a set of
800k most probable coincidences (“patterns”) is computed offline with a MC simulation for
high pT muons, typically for those with pT > 6 GeV. The unsigned drift radius is divided
into bins in the pattern computation with 3 mm binning for the outermost two layers and
5 mm binning for the other layers in an initial study. The coincidence patterns are computed
and loaded into AM chips. A pattern might be consistent with more than one set of sign
assignments (i.e. the left and right solution for each drift radius) for the six or eight tube
hits. All the possible sets of sign assignment per pattern are stored so that it can be mapped
for found patterns in the segment reconstruction. If a muon trajectory fires two tubes per
layer according to its incident angle, one of the tubes will be taken as the representative in
the pattern computation, avoiding duplication of patterns.
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8.6 MDT Trigger Processor

The main functional blocks of the segment reconstruction with the AM chips are the hit
extraction, the segment finding, the mapping for sign assignments, the road warrior, and
the segment calculation. The AM chips and the FPGAs on the PRM are interfaced with
the parallel fast DDR buses, constituting the segment reconstruction engine. Two PRM
cards cover an MDT sector, and a PRM card covers two MDT stations. Eight AM chips
will be available per station so that four different majority logic thresholds in the pattern
matching will run simultaneously. Either of 3-out-of-6 or 5-out-of-8 will be taken as the
lowest possible coincidence, which minimises the segment reconstruction inefficiency due
to the intrinsic hit-level inefficiency or incomplete pattern lists. The positions of tube centre,
the full resolution drift radius, and the sign assignment will be given in advance to the
segment calculation for the MDT hits of the coincided patterns. In addition, an initial value
for the angle for a found pattern will be available in the segment calculation. They allow
the track parameters of angle and position to be extracted by an online fit technique of
linear approximation, which has been used for the FTK system, or χ2 minimisation for
straight trajectories. The road warrior functionality followed by the segment calculation
will discard patterns which share the same set of fired MDT tube hits for an event in order
to minimise the segment calculations, which could be the case if more than one independent
patterns share the subset of tubes hits.

Figure 8.39 shows performance plots for the segment finding with the AM approach at
the endcap middle station, evaluated with the single muon MC sample without the back-
ground hits. The left figure shows the number of AM output after the sign assignment and
before the road warrior algorithm runs, where the different colours correspond to differ-
ent majority logic thresholds. The right figure shows the segment finding efficiency at the
same station as a function of pT of muon candidates reconstructed by the offline tool. The
efficiency is defined by the fraction of finding a segment reconstructed by the AM pattern
finding which shares a hit with the segment reconstructed by the offline tool. An efficiency
of about 99% is obtained.

Segment Reconstruction Algorithm Choice

The performance of the MDT trigger is sensitive to the segment reconstruction efficiency
and resolution including the non-Gaussian components of the angle and the position. The
choice of the segment reconstruction will be given after the careful review of the following
items. The review is planned to take place in the end of 2019. For the evaluation of the
performance, common MC samples are used between different algorithms.

1. Segment resolution: resolution of the position and the angle for the segments of the
MDT trigger with respect to the segments reconstructed by the ATLAS offline analysis

2. Trigger efficiency: trigger efficiency depending on pT, η, and φ, for single-muon and
multi-muon MC samples with the background hits expected under the HL-LHC con-
dition
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Figure 8.39: Performance plots for the segment finding with the AM approach at the endcap middle
station, evaluated with the single muon MC sample without the background hits. The left figure
shows the number of AM output before the road warrior algorithm runs, where different colours cor-
respond to different majority logic thresholds. The right figure shows the segment finding efficiency
at the same station as a function of pT of muon candidates reconstructed by the offline tool.

3. Fake efficiency: efficiency of finding segments not matched with the offline segments,
for single-muon MC samples with background hits expected under the HL-LHC con-
dition

4. Algorithm flexibility: flexibility of the algorithm to retain the exotic signatures such
as displaced vertices and slow particles

5. Latency: maximum latency of the MDT Trigger Processor depending on the hit rate
6. Capability to handle multiple RoIs: maximum number of RoIs that can be handled

simultaneously, as well as the expected deadtime depending on the RoI rates
7. Firmware implementation feasibility: feasibility of the firmware implementation in-

cluding the resource usage in FPGA
8. Cost: cost of chips, engineering, and algorithm development
9. Risk: risk on the availability of the chips and possible future change in the cost

10. Power consumption: power consumption depending on the RoI and MDT hit rates

8.6.6 Transverse Momentum Evaluation

For each RoI, the track fitter receives up to three segments from the three stations.1 It eval-
uates the transverse momentum pT with the variables described in Section 8.6.1.

The applicability of the different methods is mostly defined by the detector structure geo-
metry and the limited detector coverage in specific areas of the muon spectrometer in addi-
tion to the muon trigger acceptance. Using offline reconstructed muons of medium quality

1 In the transition region up to four stations may be crossed by a muon and can be handled.
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8.6 MDT Trigger Processor

from a single muon MC sample, the method applicability can be studied as a function of
the η, φ position along the spectrometer. The study shows that for 73% of muons the three-
stations method is applicable, and for 21% only the two-stations method is applicable. The
remaining 6% of the muons where neither methods is applicable are mostly concentrated
in the very forward region of |η| > 2.6 and the calorimeter service region at |η| ' 0.

In terms of performance, the sagitta method relies on the accuracy of the track segment
position reconstruction while the accuracy of the method that uses the deflection angle is
dependent on the angle resolution of the reconstructed track segments. Both the sagitta
and the deflection angle are correlated with the muon pT and the magnetic field. No pre-
cise magnetic field map is required because the momentum dependency on the deflection
of the muon trajectory can be parameterised with simple parabolic functions depending on
η and φ [8.21]. Figure 8.40 shows the pT resolutions of the reconstructed muon, using off-
line reconstructed segments as input, and applying the sagitta or deflection angle and the
parameterisation mentioned above to extract the pT. The pT resolution obtained for 20 GeV
muons is ∼ 6%.
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Figure 8.40: Resolution of pT as a function of the offline muon pT, defined as the standard deviation
from a Gaussian fit to the pT imbalance between the reconstructed muon momentum as described in
the text and the offline muon momentum. The values are obtained from MC samples with no pile-up.
For the “sagitta or deflection angle” method, when track segments in three stations are available the
sagitta is used, otherwise the deflection angle, computed using track segments in two stations, is
used.
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8.6.7 Realtime Output Data Format

8.6.7 Realtime Output Data Format

One 48-bit word is used for each muon candidate selected by the MDT Trigger Processor
and sent back to the Sector Logic. The contents of the data word are the same as those for
the data transfer from the Sector Logic to the Level-0 MUCTPI shown in Table 8.11.

8.6.8 Readout Path

In addition to the trigger processing described above, the MDT Trigger Processor will trans-
fer to the DAQ all MDT hits matched to the L0A. Since the L0A rate foreseen is 1 MHz and
the MDT maximum drift time is ∼ 760 ns, close to 100% of the MDT hits will be transferred
to the DAQ. The system must be able to process ≈1.2 GHz MDT hit rate per sector, buffer
them for 10 µs L0A latency (or 35 µs which is the L1A latency for the evolution scenario)
and match the hits within ≈ 760 ns window to 1 MHz L0A. A block diagram of the pro-
posed DAQ logic for one sector is shown in Fig. 8.41. In order to handle the expected MDT
data volume, 16 window-match processors and six FELIX links at 100% utilisation would
be adequate. For safety, 12 links are foreseen. The multiplexer should aim to keep groups
of hits assigned to one L0A together and in time order. A large buffer, implemented in a
separate memory bank, is required to store data before transferring to FELIX. The data is
transmitted up to 12 FELIX links using load-balancing to send roughly equal bandwidth
across all links. The data format of the data received from the CSM and transmitted to FE-
LIX depends on the final technology choice of the CSM and final specifications of the TDC
ASIC, and thus has not yet been defined.
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Figure 8.41: DAQ readout path for MDTs for one sector.
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8.6.9 Resource Estimates

A preliminary estimate of FPGA resources required to implement the design with the seg-
ment reconstruction based on the Legendre transform is given in Tables 8.13 and 8.14. For
the main blade FPGA, the resources given in Table 8.13 represent a small fraction of the
available resources in e.g. a Virtex UltraScale XCVU125 device, which is one of the small
available parts with the required number of high-speed links. For the mezzanine FPGAs,
the best choice currently is the Kintex UltraScale XCKU115. A preliminary estimate of the
power consumption for a blade results in ≈ 250W, which is comfortably lower than the
350W limit.

Table 8.13: Preliminary FPGA resource estimate for ATCA blade. Note that this estimate includes
resources which could be split between the main UltraScale-class FPGA and the logic fabric on the
Zynq R©.

Main Blade FPGA
Function Number LUTs Regs BRAMs
GBT-FPGA Inputs 54 71,000 51,000 0
Tube Number LUT 18 150 150 220
RoI Processing 57 7800 7800 0
Hit Calibration 54 1000 1000 1000
Hit Extraction 54 1000 1000 0
DAQ (VERY preliminary) 18 18,000 18,000 100
Total 99,000 79,000 1400
%Use (XCVU125) 14.0% 4.3% 28.0%

Table 8.14: Preliminary FPGA resource estimate for mezzanine board. This estimate is for three
Legendre segment finder engines, handling inputs from three MDT stations. We expect these three
to fit in one large FPGA (e.g. XCKU115). The mezzanine baord will contain three such FPGAs
which can operate in parallel to handle multiple simultaneous RoIs.

Mezzanine FPGA (1 of 3)
Number LUTs Regs BRAMs

Legendre Engine 3 96,500 104,500 275
Total 289,000 313,500 825
XCKU115 663,360 1,326,700 4,320
%Use 44% 24% 19%

8.7 Latency Estimates

This section describes the latency estimates for the Level-0 Muon Trigger System. The val-
ues of CBE are shown throughout the section. The uncertainty and a margin are assigned
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for each item, and MEV and MPV are obtained from the sum with CBE (Table 5.5). The
latencies related to the optical links, including the serialisation, the optical transmission,
and the deserialisation, are accounted on the transmitter side. This definition leads to slight
difference from the values shown in other TDRs [8.1][8.22].

Estimations on the latency for the on-detector electronics of the new RPC and TGC systems
are described in Ref. [8.1]. The latency from the RPC signal arrival at the on-detector boards
named DCT to the RPC signal arrival at the barrel off-detector boards where the Sector
Logic is implemented is shown as 0.725 µs. By taking a sum with the latency from the bunch
crossing to the signal arrival at DCT, a latency estimate from the bunch crossing to the RPC
signal arrival at the barrel off-detector boards is obtained to be 1.110 µs. The estimated
latency from the bunch crossing to the TGC signal arrival at the endcap off-detector boards
where the Sector Logic is implemented is 0.888 µs.

An estimate on the latency for the on-detector electronics of the new MDT system is also
described in Ref. [8.1]. The latency for each MDT hit to arrive at the MDT Trigger Pro-
cessors depends on the hit rate and the drift time of the hits. The latency estimate from the
bunch crossing to the arrival of the latest MDT hits at the off-detector boards for possible
maximum hit rate and drift time is shown as 2.137 µs. After the submission of Ref. [8.1],
a further study of the latency was performed with a simulation based on the hardware
description language. The maximum cable length has been updated to 90 m. The max-
imum value of the sum of the drift time and the propagation time has also been updated
to 800 ns. The updated estimate on the latency from the bunch crossing to the arrival of the
latest MDT hits at the off-detector boards is 2.358 µs. The value for the earliest MDT hits is
0.609 µs.

An estimate on the latency from the bunch crossing to the arrival of the NSW track segment
at the Endcap Sector Logic for the Phase-I system is shown in Ref. [8.4] to be 41 clock ticks,
corresponding to 1.025 µs. After further studies, the originally estimated value is found to
be small. The current best estimate for the Phase-I system is 47 clock ticks, corresponding
to 1.175 µs. For the Phase-II system, a value 1.425 µs is assumed. The additional latency is
exploited for the upgrade of the algorithm of the NSW segment reconstruction. An estimate
on the latency from the bunch crossing to the arrival of the Tile calorimeter energy flags at
the Sector Logic is 1.425 µs [8.22].

Table 8.15 shows an overview of the estimate on the latency of the Level-0 Muon Trigger
System for HL-LHC, including the on-detector and off-detector parts. After receiving the
RPC and TGC hit signals, the Sector Logic processes the signals and provides primitive
muon track candidates. A selection is applied on the primitive muon track candidates
based on the information from NSW and the Tile calorimeter, and the results are sent to the
MDT Trigger Processors. A latency estimate for the Sector Logic track candidate arrival at
the MDT Trigger Processor is 1.675 µs. After that the MDT Trigger Processor starts further
selection of the muon track candidates based on the MDT hits, and the results are sent to
the Sector Logic. A latency estimate for the arrival of the muon track candidates at the
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Sector Logic is 3.810 µs. A latency estimate for the Level-0 muon track candidate arrival at
the Level-0 MUCTPI is 4.010 µs.

Table 8.15: Overview of the best estimate on the latency for the Level-0 Muon Trigger System for
HL-LHC. The values are cumulative with the bunch crossing as the time origin.

Contents Latency
RPC/TGC hit arrival at the Sector Logic 1.110 µs/0.888 µs
NSW Trigger Processor track segment arrival at the Sector Logic 1.425 µs
Tile calorimeter energy flag arrival at the Sector Logic 1.425 µs
Sector Logic track candidate arrival at the MDT Trigger Processor 1.675 µs
MDT hit signal arrival at the MDT Trigger Processor 2.358 µs
MDT Trigger Processor output arrival at the Sector Logic 3.810 µs
Level-0 muon track candidate arrival at the Level-0 MUCTPI 4.010 µs

Tables 8.16 and 8.17 show the estimates on the latency for the Barrel Sector Logic and the
Endcap Sector Logic, respectively. After receiving the RPC hit signals, the Barrel Sector
Logic processes the signals and provides primitive muon track candidates (1.360 µs). After
receiving the TGC hit signals, the Endcap Sector Logic processes the signals of the TGCs
in the endcap middle station and provides primitive muon track candidates (1.013 µs). The
Endcap Sector Logic takes coincidence with the TGCs on the endcap inner station and also
with the RPCs in the BIS78 region (1.113 µs). The Endcap Sector Logic applies a further se-
lection with the NSW segments for |η| > 1.3 (1.450 µs). The Sector Logic takes coincidence
with the Tile calorimeter cells for |η| < 1.3 (1.450 µs). Transverse momentum is evaluated
and the muon track candidate is transferred to the MDT Trigger Processor (1.675 µs). The
Sector Logic receives the muon track candidates from the MDT Trigger Processor (3.810 µs),
and transmits the muon track candidates to the Level-0 MUCTPI (4.010 µs).

The processing time in the MDT Trigger Processor depends on the segment reconstruc-
tion algorithms. Table 8.18 shows the estimate on the latency for the baseline algorithm,
where the segments are reconstructed by the Legendre transform. All MDT hit signals are
transferred to a buffer with a depth of 0.967 µs after the decoding and the domain crossing
which take 0.100 µs, to assure that the earliest MDT hit signals are stored until the arrival
of the Sector Logic track candidates. The sum 0.967 µs + 0.100 µs = 1.067 µs is equal to the
difference between the earliest MDT hit signal arrival and the Sector Logic track candidate
arrival. The MDT hits which are used for further processing are extracted with the RoI
provided based on the Sector Logic output (3.432 µs). The extracted hit signals are trans-
ferred to the mezzanine cards, the segments are reconstructed in the mezzanine cards, and
the data of segments are transferred to the main board (3.560 µs). The muon track can-
didates are selected with the transverse momentum (3.635 µs). The data of selected muon
track candidates are transferred to the Sector Logic (3.810 µs). If a least-square fit is applied
to refine the segment angle and position, 0.500 µs is added. The estimate for the segment
reconstruction based on the AM chips is 0.301 µs larger than the baseline.
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Table 8.16: Summary table of the best estimate on the latency for the Barrel Sector Logic for HL-
LHC. The values are cumulative with the bunch crossing as the time origin.

Contents Latency
RPC hit signal arrival 1.110 µs
Hit signal decoding and preprocessing 1.210 µs
Majority logic and path reconstruction 1.310 µs
Combination coincidence 1.360 µs
Tile calorimeter energy flag arrival 1.425 µs
Coincidence with the Tile calorimeter cells 1.450 µs
Trigger candidate selection 1.475 µs
Transverse momentum encoding 1.500 µs
Optical link to the MDT Trigger Processor (10 m) 1.675 µs
MDT Trigger Processor output arrival 3.810 µs
Final trigger processing 3.835 µs
Optical link to Level-0 MUCTPI (10 m) 4.010 µs

Table 8.17: Summary table of the best estimate on the latency for the Endcap Sector Logic for HL-
LHC. The values are cumulative with the bunch crossing as the time origin.

Contents Latency
TGC hit signal arrival 0.888 µs
Coincidence of the TGCs on the endcap middle station 1.013 µs
Coincidence with the TGCs on the endcap inner station 1.063 µs
Coincidence with the RPCs in the BIS78 region 1.113 µs
NSW track segment and Tile energy flag arrival 1.425 µs
Selection with the NSW and Tile data 1.450 µs
Trigger candidate selection 1.475 µs
Transverse momentum encoding 1.500 µs
Optical link to the MDT Trigger Processor (10 m) 1.675 µs
MDT Trigger Processor output arrival 3.810 µs
Final trigger processing 3.835 µs
Optical link to Level-0 MUCTPI (10 m) 4.010 µs

8.8 R&D Items

R&D is needed to establish the final design of the components of the Level-0 Muon Trigger
System. The schedule of the designing, the prototype development, and the demonstration
is summarised in Chapter 19. The R&D items which can be worked on with evaluation
boards or custom test boards available before full prototypes should be basically completed
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Table 8.18: Summary table of the best estimate on the latency for the MDT Trigger Processor for
HL-LHC. Segment reconstruction based on the Legendre transform is assumed. The values are
cumulative with the bunch crossing as the time origin.

Contents Latency
Earliest MDT hit signal arrival 0.609 µs
Sector Logic track candidate arrival 1.785 µs
Latest MDT hit signal arrival 2.358 µs
Decoding and domain crossing 2.458 µs
Buffering 3.424 µs
Hit extraction 3.432 µs
Data transfer to the mezzanine cards 3.457 µs
Segment reconstruction 3.510 µs
Conversion to the detector coordinates 3.535 µs
Data transfer to the main board 3.560 µs
Transverse momentum evaluation and selection 3.635 µs
Optical link to the Sector Logic (10 m) 3.810 µs

before PDR, which will take place component by component from 2020. The R&D items
which require prototype developments should be worked on with prototypes and the final
design should be prepared around FDR, which will take place component by component
from 2021. The main R&D issues are shown in the following.

• Detailed design of the Sector Logic should be provided and demonstrated, including
the logic of the RPC coincidence, the TGC track segment reconstruction, the require-
ment on the angle difference between the TGC and NSW track segments, and the
coincidence with the Tile calorimeter. For the barrel, possibilities of a three point
sagitta measurement to improve the momentum resolution and a tighter timing cut
to suppress the accidental coincidence will be studied. For the endcap, a possibility
of the coverage extension from 1.05 < |η| < 2.4 to 1.05 < |η| < 2.7 by a coincidence
between NSW track segments and TGC hits will be studied. The acceptance for the
exotic signatures will be investigated, and dedicated logic will be prepared if appro-
priate.
• Detailed design of the NSW track segment reconstruction in the NSW Trigger Pro-

cessor should be provided and demonstrated. A combined reconstruction with the
sTGC and MM hits will be designed. The logic will be tuned with the efficiency, the
angle and position resolution, and the fake segment reconstruction rate.
• Detailed design of the MDT Trigger Processor should be provided and demonstrated.

The hit extraction, the track segment reconstruction, and the transverse momentum
evaluation require the demonstration. For the track segment reconstruction, the per-
formance of the different algorithms will be carefully studied and an algorithm will
be selected based on the results (see Section 8.6.5).
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• Trigger logic to suppress multiple track candidates for single muon should be de-
signed. The chamber overlaps will be carefully taken into account in the logic.
• Dependence of the trigger logic on the pile-up should be studied, and the logic less

sensitive to the pile-up should be established.
• Precision of the resource estimation for the Sector Logic, the NSW Trigger Processor,

and the MDT Trigger Processor should be improved with detailed design of the trig-
ger logic. The trigger logic will be optimised to minimise the required resource.
• Detailed design of the readout logic should be provided and demonstrated.
• Data flow including ∼ 100 input and output links and internal flow of FPGA should

be demonstrated.
• Detailed design of the control functions for the on-detector boards of RPC, TGC, and

MDT should be provided and demonstrated. The design of the control functions for
the off-detector boards with Zynq R© devices should also be provided and demon-
strated.
• Latency estimation with the detailed trigger logic should be provided and demon-

strated.
• Precision of the estimation for the power consumption should be improved with the

detailed design of the trigger logic, the readout logic, and control functions.
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9 Global Trigger

9.1 Introduction

The design goal of the Global Trigger subsystem is to bring Event Filter (Event Filter)-like
capability to the Level-0 trigger system. Unlike the other hardware trigger upgrades, the
emphasis in the Global Trigger is overwhelmingly on firmware rather than on hardware.
Topologically the Global Trigger consists of a layer of incoming multiplexing MUX nodes1

feeding data into a layer of GEP processing nodes, where each GEP node receives the com-
plete trigger data for an event, followed by a demultiplexing CTP Interface node providing
the output to the CTP, illustrated in Fig. 9.1. Physically each node corresponds to one of
the two large FPGAs on a Global Common Module (GCM). This is a natural step in the
evolution away from custom hardware towards functionality being provided in firmware
or software.
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Figure 9.1: Illustration of the Global Trigger system processing and trigger decision flow.

The overall design of the ATLAS Global Trigger is analogous to that of the successful Run 2
CMS Calorimeter Trigger upgrade [9.1] and learns from the experience with the commis-
sioning of the ATLAS FTK and L1Topo subsystems. The use of common hardware, the
GCM, simplifies system design and long-term maintenance, and minimises the complexity

1 Throughout this chapter the term node is used in this topological sense and corresponds to a single large
FPGA running a common firmware infrastructure into which the specific firmware for a particular function
is embedded.
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of the firmware. Employing a common firmware framework, illustrated in Fig. 9.2, with rig-
orous interfaces minimises interference between firmware for different trigger algorithms.
This also allows the firmware to be factorised along the lines of the HLT Trigger Signatures
which simplifies organisation and improves overall support for software development and
performance studies.
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Figure 9.2: Global Trigger system firmware flow and interfaces.

The design amalgamates the complete trigger data for each event onto a separate GEP pro-
cessing node. This concentration of data maximises flexibility by minimising the distrib-
uted processing of data within the system. As the number of input fibres into the system far
exceeds the capability of any single device, the data are time-multiplexed such that data cor-
responding to a particular BC are received by an incoming multiplexing (MUX) layer and
re-transmitted over a number of BC to the single GEP destination. Suitable ordering of the
data by the MUX for this long transmission allows two-dimensional data to be processed
by a one-dimensional algorithm on the GEP node as the data arrive, which can reduce the
FPGA resource usage for sliding window algorithms by some two orders of magnitude
over the traditional regional implementation. The relatively long time to transmit the data
moreover decouples each node from the LHC BC rate, allowing asynchronous complex al-
gorithms including those based on machine learning techniques. These can more closely
emulate trigger processing in the Event Filter, and provide additional triggering flexibility
beyond what is currently feasible with the Phase-I hardware trigger.

9.1.1 Requirements for the Global Trigger System

The baseline requirements for the Global Trigger can thus be defined:

• receive and process trigger primitives from calorimeter subsystems to produce trigger
objects (TOBs);
• receive TOBs from the L0Calo FEX system and from L0Muon (via the MUCTPI);
• multiplex input data for serial transmission and processing;
• apply EF-like trigger algorithms and hypotheses on suitable selections of these TOBs;
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Figure 9.3: The functional design of the Global Trigger system, illustrating the detector inputs,
multiplexing MUX layer, multiplexed event-processing GEP layer, demultiplexing CTP Interface,
and connections to other systems.

• transmit the resultant Global Trigger trigger input bits (TIP) to the CTP for processing.

The trigger hypotheses to be constructed will include those based on object multiplicities,
energy thresholds, and topological relationships of objects. The resultant TIP contains flag
bits indicating which Global algorithm requirements have been satisfied and may also in-
clude multiplicities of identified objects.

This structure thus subsumes and surpasses the functionality of the Phase-I L1Topo mod-
ules. In addition to the minimal requirements, extended physics opportunities have also
been identified:

• the internal time-multiplexed implementation removes the limitation on the number
of TOBs from the FEX and MUCTPI systems present in the Phase-I hardware trigger;
• the access to cell level data from the calorimeters at 40 MHz allows for improved

trigger object definitions using clustering algorithms that cannot be implemented in
the FEX systems; and,
• the time-multiplexed architecture decouples the GEP node from the LHC BC rate

thereby allowing the use of asynchronous and iterative high-level algorithms im-
possible in the Phase-I hardware trigger.

9.1.2 Overview of Global Trigger System Design

The architecture of the Global Trigger can be seen in Fig. 9.3, and consists of three primary
components: a MUX system, a GEP system, and a demultiplexing CTP Interface.
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As illustrated in Fig. 9.4, each input detector and trigger system sends its data every BC
with one packet per optical fibre to MUX nodes. The MUX receives these data packets
from all the input optical fibres synchronously, collects and reorganises them, and then
starts transmitting all of the event data from a specific BC to a GEP node. At the next BC
the data for the next event are captured into the MUX buffers for the next GEP node and
transmission of the data to that node begins.
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Figure 9.4: Multiplexing of incoming synchronous data into the GEP layer. Each MUX node re-
ceives data from all the input optical fibres synchronously every BC, collects and reorganises them,
and then starts transmitting all of the event data from a specific BC to a GEP node. Each GEP node
takes up to 48 BC to receive the event. Results from the GEP are sent to the CTP Interface where
they are demultiplexed and sent to the CTP.

The time-multiplexed signals are transported to one of many GEP nodes over many BC
where the inputs are processed by trigger algorithms, as illustrated in Fig. 9.4. The time
required to transmit these data from the MUX to the GEP is a function of the number of
optical fibres incident upon a given MUX, the number of GEP nodes, and the speeds of
the data-sources-to-MUX and MUX-to-GEP links. With the 48 GEP nodes as described in
Section 9.4.2, the inputs for the entire Global Trigger can then be mapped onto a single GEP
node. The GEP nodes handle every BC in a round-robin fashion, with each one starting
to receive a new event every 48 BC. The data for an event then takes up to 48 BC to be
transferred from each MUX to the GEP node, before the data for the next event for that
GEP node are captured. The processing on the GEP node can thus be decoupled from the
LHC clock.

Suitable ordering of the data by the MUX for this long transmission can allow processing
on the GEP node to begin as soon as first data arrive. Using the time of data transmis-
sion to scan across the full calorimeter allows two-dimensional data to be processed by
a one-dimensional algorithm on arrival in the GEP. For example, having the MUX layer
send data ordered in η means that the GEP node can process that data in complete φ rings.
This enables immediate regional processing as the data arrives, and the time for data trans-
mission can then be exploited for regional data processing, including φ-ring based pileup
suppression, before starting iterative algorithms that require the full event to have been re-
ceived. Ordering the data geometrically allows all algorithms to be fully pipelined which,
in FPGAs, means that: processing is localised, fan-outs are reduced, routing delays are
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Figure 9.5: Spatial pipelining of data into a GEP node. The 2D algorithm is reduced down to
operations in a single dimension or localised 2D operations spread over time.

minimised, and register duplication is eliminated. For any sliding-window algorithm this
drastically reduces the FPGA resource usage as the 2D algorithm is reduced down to op-
erations in a single dimension or localised 2D operations spread over time as illustrated in
Fig. 9.5. The output from this stage can be pipelined into the next stage of the algorithm
which can be similarly pipelined. This can reduce the FPGA resource usage for algorithms
such as topoclustering described in Section 9.3.3 by some two orders of magnitude over the
full-plane implementation.

Objects produced by the Global Trigger algorithms running on the GEP nodes are buffered
for readout (via FELIX) while the resulting TIP are sent to the CTP Interface. The CTP
Interface demutiplexes the TIP, re-synchronising the data stream to the LHC beam clock,
so that it can be transmitted to the CTP on the correct BC.

Global Trigger thus builds upon the information available in the L0Calo and L0Muon sub-
systems and uses zero-suppressed full granularity cell information (|ET| > 2σ) from the
calorimeters. It will perform event selection using a wide range of sub-detector trigger
primitives (summary data on position and magnitude of energy depositions) allowing re-
fined selections on electrons, taus, jets, Emiss

T , and muons.

9.2 Global Trigger Interfaces

The Global Trigger will receive inputs from the calorimeter and muon detector subsystems,
as well as the L0Calo FEX trigger processors. The resultant Global Trigger TIP will be sent
directly to the CTP system and to the Event Filter via FELIX. In addition to the TIP that
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is sent to the CTP, FELIX has to receive all data necessary to support the EF processing,
offline data analysis and monitoring. This includes a compact data structure that maps TIP
items (flags or multiplicities) to the TOBs that contributed to these items. These interfaces
are illustrated schematically in Fig. 9.3. All external interfaces on the realtime path are
synchronous to the LHC clock, such that the MUX system and CTP Interface encapsulate
the asynchronous time-multiplexed GEP system.

9.2.1 Calorimeter Subdetector Inputs

The Global Trigger will receive data from the LAr and Tile calorimeter subsystems every
LHC bunch-crossing. The LAr Signal Processor (LASP) and Tile TDAQ Interface (TDAQi)
will provide zero-suppressed cell information (|ET| > 2σ) that will further be processed by
a clustering algorithm (described in Section 9.3.3) to provide extended calorimeter inform-
ation to the GEP algorithms.

9.2.2 L0Calo Inputs

The Global Trigger will receive the TOBs from the eFEX, jFEX, and gFEX processors every
BC, providing pre-processed calorimeter features that can be implemented directly as seeds
in trigger algorithms. Each TOB provides an object type (e/γ, τ, jFEX jets, gFEX jets) and
measurements of energy, η and φ.

9.2.3 L0Muon Inputs

The Global Trigger will receive the muon-track candidate information (TOBs) from the
L0Muon trigger via the MUCTPI every BC. The muon track-candidates will contain in-
formation on candidate pT, η and φ.

9.2.4 Central Trigger Processor Outputs

The Global Trigger will produce a 1024-bit TIP representing the results of the Global Trigger
algorithms every BC. The TIP is made up of flags and multiplicity values, the meaning of
each bit field being defined by the configuration of the Global Trigger and the CTP. The
flags may indicate the presence of an individual object passing the corresponding criteria
(e.g. pT threshold requirement), or more complex requirements on combinations of objects
(e.g. invariant mass and charge-sign requirements on pairs of muons). Multiplicity values
can be sent to the CTP counting objects passing criteria such as pT thresholds and isolation
cuts. The Global Trigger TIP is produced on the GEP node processing the event and then
demultiplexed in the CTP Interface and sent to the CTP.
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9.2.5 Front-End LInk eXchange (FELIX) Inputs and Outputs

The Global Trigger will have an output interface to the FELIX system from every GEP mod-
ule for the readout of the TIP and other trigger information. The MUX modules and CTP
Interface will also have output links, but in the normal course of running these will only
be used for reporting errors. Every module must also receive clock, configuration, and
per-event TTC information from FELIX, as well as the Level-0 (and in the evolved scheme
Level-1) trigger-accept signals.

For every L0A the Global Trigger will produce a compact data structure mapping the TIP
onto the TOBs which caused those TIP bits to be fired as part of the readout data. This will
allow the Event Filter to quickly identify the TOBs which caused the L0A and hence the RoI
requiring regional tracking. All intermediate objects produced by the algorithms will also
be read out, including the topoclusters, jets, and other derived TOBs. However, as with the
L0Calo FEX modules, the full input data will in general not be read out from the Global
Trigger; rather the data will be read out at their respective sources and the integrity of the
data will be confirmed by suitable checksums.

9.2.6 Configuration and Control, Interface to Detector Control System

On power up each module in the Global Trigger will be configured from local SPI flash.
Each module will have an Ethernet interface and IPbus will be used to control the operation
of all FPGAs, allowing steering of the system, parametric control of the algorithms and
control of the high-speed links. This interface will further support remote programming of
the FPGA and SPI flash along with access to playback and spy memories attached to the
real-time path and environmental monitoring such as currents, temperatures and voltages.
Low-level, ATCA-compliant control will be achieved by an ATLAS standard IPMC module
communicating with DCS via the ATCA Shelf Manager.

9.3 Trigger Strategy and Algorithms

The trigger strategy for the Global Trigger will use a two stage processing scheme, as illus-
trated in Fig. 9.1. In the first stage, the GEP node receives the fine-granularity calorimeter
data and processes them in algorithms that produce inputs to the second stage of the trigger
processing. The first stage also receives the TOBs from the L0Calo and L0Muon systems.
In the second stage the Level-0 TOBs provide a seed for the calculation of electron/photon,
tau, anti-kt jet, and muon trigger candidates, which are refined using topological clusters
and isolation information and combined in more complicated hypotheses such as topolo-
gical relationships.
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More specifically, TOBs from the FEX and MUCTPI systems can be further processed with
the topocluster and LAr first-layer strip information to produce refined trigger objects. Us-
ing jFEX and gFEX jets as RoI seeds, jets can be clustered using topoclusters with an anti-kt
algorithm (as described in Section 9.3.4). Event-by-event local pile-up suppression for jets
using baseline subtraction techniques comparable to those developed for offline analyses
can be applied. At this stage of processing, boosted-jet and jet substructure information can
be extracted for use in the Global Trigger calculations. Similarly, the eFEX TOBs provide
seeds for electron, photon, and tau identification wherein topoclusters and LAr first-layer
strip information can be used to calculate longitudinal and transverse energy distribution
with improved resolution and for particle isolation. The topoclusters can further be used
to extend electron identification to forward regions (|η| > 2.4). With access to the full list of
muon trigger information from the MUCTPI, additional processing of muon candidates can
proceed at the GEP. Muon isolation with topocluster and strip information will further im-
prove background rejection. Global event observables will be calculated using topoclusters
and muons, including HT and Emiss

T .

Each of these refined objects and global observables will provide input to the extended
trigger hypotheses evaluated by the GEP. Thresholds will be defined for each object or
combinations of objects (multiplicity and ET thresholds), corresponding to a series of hypo-
theses. Topological conditions based on the spatial relationship and energies of objects can
also be defined, for example (n-)jet+Emiss

T triggers with specific ∆φ(jet, Emiss
T ) requirements.

Specialised algorithms to support B physics and heavy ion physics are also anticipated to
be included for the GEP. The results of these hypotheses are passed to the CTP Interface.

9.3.1 Algorithm Performance

Preliminary studies of the Global Trigger system algorithm performance have been per-
formed. Descriptions of the preliminary algorithms are included below in this section, and
a description of the resultant trigger performance is given previously in this document for
topological clusters (Section 6.2), electrons and photons (Section 6.3), taus (Section 6.5) and
jets (Section 6.6).

9.3.2 Algorithm Implementation

These algorithms will be implemented on FPGAs, which will require significant modific-
ations compared to any "normal" offline algorithms that have iterative sequences of steps.
The original iterative processing steps can be redesigned as a single processing step that
can be pipelined in parallel threads on the FPGA. The FPGA implementations of these al-
gorithms will be constrained by the FPGA logic resources and by the maximum allowed
latency. As these FPGA algorithms are developed, the number of clock cycles required per
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iteration and the FPGA resources required by the algorithm are metrics for the overall per-
formance of the algorithm. Optimising on these metrics allows the Global Trigger to max-
imise the number of algorithms that can operate simultaneously. Prototype algorithms for
the GEP are expected to have a strategy for processing data (parallel, sequential or mixed).
Bit-wise simulation of each algorithm to reproduce online results will be required to study
and optimise algorithm physics performance and precision.

In this section, two proposed algorithms are described, which are expected to be the most
FPGA resource intensive: topological clustering of calorimeter cell information and the
“anti-kt” jet-finding algorithm (see also Section 6). These algorithms represent important
algorithms that are desired for the Global Trigger and provide benchmarks for the imple-
mentation metrics mentioned above. The topoclustering algorithm is a prerequisite for
many of the other algorithms anticipated to be utilised in the GEP. The anti-kt jet-finding
algorithm is an example of a challenging case of translating a highly-iterative algorithm
to the FPGA environment. A third algorithm, which uses Eratio calculated using the LAr
strips to form isolation variables, yields large factors of background rejection and is readily
adaptable to implementation in FPGA. This algorithm’s physics performance potential is
described in Section 6.3, but the firmware implementation is not yet ready for a detailed
description here.

The topoclustering and strip isolation algorithms are targeted to achieve a small utilisation
of 1-2% of the proposed FPGA logic resources with a low algorithm latency (<1 µs). The
anti-kt jet-finding algorithm is expected to have a larger resource utilisation (10-20% of the
proposed FPGA logic resources) and a longer latency. The total latency goal for produ-
cing topoclusters and processing with the anti-kt jet-finding algorithm is <2.5 µs, leaving
a margin of roughly 1 µs on further trigger processing. The description of the algorithms
below includes estimates of the performance metrics, which indicate that it will be possible
to implement the suite of required algorithms together with the additional necessary firm-
ware (control logic, data flow, readout, etc.) while respecting the constraints on latency and
FPGA logic/memory resources.

9.3.3 Topological Clustering

ATLAS uses clusters of topologically connected calorimeter-cell signals (topoclusters) as
its principle signal definition for use in the reconstruction of isolated hadrons, jets, and
hadronically-decaying τ leptons [9.2]. In addition, topoclusters are used to represent the
energy flow from soft particles which is needed for the reconstruction of Emiss

T and for es-
tablishing the isolation of leptons. Individual topoclusters are not expected to contain the
entire response to a single particle. Rather, depending on the incoming particle types, ener-
gies, spatial separation, and cell signal formation, individual topoclusters represent the full
or fractional response to a single particle, the merged response of several particles, or a com-
bination of merged full and partial showers. Topoclusters, which are at the electromagnetic
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Figure 9.6: Distribution of the number of topoclusters inside anti-kT jets formed with R = 0.4 in
the (left) barrel (|η| < 0.6), (central) endcap (2.0 < |η| < 2.5) and (right) FCal (3.5 < |η| <
4.5) regions of the ATLAS calorimeter, generated with a minimum ET threshold of 1 GeV for all
topoclusters.

energy scale, can be further calibrated using a local cluster weighting scheme (LCW) [9.3]
that relies on the shape of the topocluster that reflects the type of incident particles.

The algorithm to build topoclusters uses the spatial distribution of cell signals in all three
dimensions to establish connections between neighbouring cells to reconstruct the energy
and directions of the incoming particles. Calorimeter cells with insignificant signals, not
connected to neighbouring cells with significant signals, are considered noise and discarded
from further use in jet, particle, and Emiss

T reconstruction. A detailed description of the
algorithm together with its performance can be found in Ref. [9.2]. Essentially the same
algorithm is used to reconstruct topoclusters as in the EF and offline, albeit most likely
based on ET rather than E. A first pass selects contiguous groups of cells with energy
measurement exceeding two times the expected noise (|ET| > 2σ) containing at least one
seed cell with energy measurement exceeding four times the expected noise (|ET| > 4σ).
Such clusters are referred to 422 topoclusters (occasionally as 42 topoclusters). In the EF and
offline all cells on the periphery of this topocluster are then added regardless of their energy
significance (these topoclusters are referred to as 420 topoclusters). This provides a first
mitigation of the impact of pileup at the cluster level. However, the resulting topoclusters
might be too large to properly reflect local energy flow. In such cases, topoclusters will be
split between the various local energy maxima above threshold in a second splitting step.
The number of topoclusters reconstructed per event can be seen in Fig. 9.8 for both 420 and
422 algorithms, and for various ET thresholds on the clustered cells. This is particularly
problematic in the FCal where a large fraction of jets are built from a single topocluster
(Figures 9.6 and 9.7). Producing useful jets in this environment will be very expensive in
terms of FPGA resources and latency. For this reason, the FCal detector region is treated by
a dedicated electronics module, the fFEX, which is described further in Section 7.3.4.

The first stage of the GEP processing includes algorithms that build topoclusters. However,
the offline topoclustering algorithm is an iterative algorithm in which calorimeter seeds are
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Figure 9.7: Event display of a typical VBF quark jet in FCAL1 at µ = 200.

0 200 400 600 800 1000
clustersN

0

20

40

60

80

310×

E
ve

nt
s

 > 0 GeV
T

420 clusters, E

 > 0 GeV
T

42 clusters, E

 > 1 GeV
T

420 clusters, E

 > 1 GeV
T

42 clusters, E

 > 2 GeV
T

420 clusters, E

 > 2 GeV
T

42 clusters, E

| < 3.2
cluster

η|

Minimum bias, No jets, <mu>=200

ATLAS Simulation 

0 10 20 30
clustersN

0

10

20

30

40

310×

E
ve

nt
s

 > 0 GeV
T

420 clusters, E

 > 0 GeV
T

42 clusters, E

 > 1 GeV
T

420 clusters, E

 > 1 GeV
T

42 clusters, E

 > 2 GeV
T

420 clusters, E

 > 2 GeV
T

42 clusters, E

| > 3.2
cluster

η|

Minimum bias, No jets, <mu>=200

ATLAS Simulation 

Figure 9.8: Multiplicity of topoclusters for 420 and 422 threshold algorithms (the latter labeled as
42), including variations of ET threshold requirements on the clustered cells. The left plot is for
topoclusters within |η| < 3.2 and the right plot is for forward topoclusters (|η| > 3.2).
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Figure 9.9: Channel occupancy per LASP unit for minimum bias events, high-energy dijet events,
and high-mass Z0 → tt̄ events at µ = 200. (left) LASP occupancy in the EMEC region 1.6 <
|η| < 2.4. (right) occupancy of a LASP unit covering 1.0 < |η| < 1.4 of the EMB front layer and
|η| < 1.4 of the EMB back layer. Each LASP unit is planned to process up to 512 cells. Figure
extracted from [9.4].

chosen, then additional cells are iteratively associated with the seeds based on a series of
energy thresholds. To adapt such an algorithm to the FPGA environment, two primary
challenges must be overcome: first, the large calorimeter data volume must be managed
such that the algorithm can be parallelised to the greatest extent possible, and second, a
non-iterative algorithm can be designed that satisfies FPGA resource and latency restric-
tions. The large volume of the fine-granularity calorimeter data represents a significant
challenge in meeting the FPGA resource usage target. One important reduction in the data
volume is the decision to exclude cells with |ET| > 2σ so that only 422-type topoclusters
can be build on the GEP. On average, this corresponds to a fraction of cells of ≈ 5.5% [9.4]
or ≈ 30 cells out of the 512 cells processed per LASP. However, for some events — espe-
cially events with noise bursts or other abnormal conditions — the fraction of high-energy
significance cells can easily exceed this average value (Fig. 9.9). A contingency of 30% (153
out of 512 cells) has been assumed for bandwidth estimates. Two solutions are proposed
in case this fraction is exceeded: sending cells ordered in energy until output bandwidth
saturates, or sending large event fragments in an asynchronous mode to the MUX. If the
number of cells is too large, then a forced accept should be issued and a mitigation of accept
signals caused by regional calorimeter noise bursts is under investigation.

Processing challenges remain even with this significant reduction in the number of calo-
rimeter cells. To address this, a dual serial-parallel data processing technique has been
designed, which dramatically reduces the FPGA resources required. This implementation
takes advantage of the serial delivery of calorimeter-cell input data to the GEP. Thus the to-
pological clustering algorithm would receive one η data slice at a time. In addition, various
cluster granularities have been studied to understand the balance between the algorithm’s
physics performance and FPGA resource usage. Granularities at the level of calorimeter
cells, super-cells (∆η × ∆φ = 0.025− 0.1× 0.1, varying by longitudinal layer), jFEX towers
(∆η × ∆φ = 0.1× 0.1, summed longitudinally), and gFEX towers (∆η × ∆φ = 0.2× 0.2,
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summed longitudinally) have been considered. In the following, we use the terminology
"cell" to describe the smallest granularity of unique calorimeter data inputs used in the
topoclustering algorithm, though the actual implementation could be a more coarse gran-
ularity. The calorimeter inputs are pre-processed to identify cells above a seed threshold
energy, and all seeds are processed in parallel. Each longitudinal calorimeter layer is also
processed in parallel, and the final output is formed by summing cluster energies from each
layer. The output is thus the energy of the clustered object around each seed. In the event
that two or more neighbouring seeds could be included in each other’s clustered region, all
clusters are generated and output to the next stage of GEP processing.

Figure 9.10: Example of the pseudo Linear Slice Thresholding (LST) topological clustering al-
gorithm that could be implemented in the GEP.

Figure 9.11: Illustration of the three topoclustering algorithm variants currently under study.

Three versions of the topoclustering algorithm have been developed for the GEP: a Win-
dowing algorithm, a pseudo Linear Slice Threshold (LST) algorithm, and a Spiral algorithm.
Each algorithm variant is being studied for resource/latency requirements as well as phys-
ics performance. All three variants meet the target resource and latency goals. To illustrate
the topoclustering algorithms, the LST algorithm is shown in Figures 9.10 and 9.11. The LST
algorithm is a seeded algorithm that sums contiguous calorimeter cells above pre-defined
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thresholds. Seeds are pre-identified in the input data for each layer of the calorimeter. For
each seed, cells are associated if the energy is above a fixed clustering threshold. Starting
at the seed’s eta slice, the algorithm sequentially tests cells in η slices in the direction of
positive η until a slice is found that doesn’t have a contiguous cell above threshold or if
a predefined boundary is reached. This process is repeated in the direction of negative η

starting from the seed. To improve performance, only the cells in a square window centred
on the seed are considered in the algorithm (7×7 or 11×11 cells), which would define a
predefined boundary as described above. Furthermore, the algorithm is typically limited
to a central eta region, which defines an additional boundary for the clustering. The two
alternative versions are also illustrated in Fig. 9.11. The Windowing algorithm is a simpler
variant based on the assumption that the cluster energy deposition region can be approx-
imated by the cells in a square window, centred on the seed. The spiral algorithm is also
a seed-based implementation, but contrary to Windowing and LST, the cluster comprises
only those cells which are on the first and, optionally, on the second spiral of contiguous
cells around the seeds. The spiral algorithm is easily adoptable to the FPGA architecture
and yields a very small latency.

Each algorithm version comprises several components, and each component is designed
to process data within a strict number of clock cycles. The overall algorithm latency is
determined by the total number of clock cycles used by all algorithm components. All al-
gorithm versions, except the spiral algorithm, use a rising/falling edge clocking technique
which reduces algorithm latency. The alternative method is to use only the rising edge
and a higher system clock frequency. Thus the spiral algorithm components must run at
a higher clock frequency compared to the Windowing and LST versions. In all algorithm
instances, an adder tree is used to calculate the cluster energy deposition, and is implemen-
ted using the FPGA LUT resources. However, the latest Xilinx UltraScale+ products (e.g.,
the VU13P FPGA) are equipped with a large number of DSP slices, and thus a method to
implement DSPs has been studied as an alternative solution to implementing adder trees.
No algorithm variants have yet been been through a full latency (or speed) optimisation at
the firmware synthesis level. A summary of the algorithm performance on various FPGA
targets is given in Table 9.1, in which the FPGA resource usage is given as a percentage
of the total available and the latency is given in FPGA clock cycles (ticks). Even without
optimisation, the topoclustering algorithms have been shown to be achievable within the
target performance metrics. The maximum algorithm latency is found to be 6 clock ticks
(Windowing, with 5 longitudinal layers) and can be as low as 3 clock ticks (Spiral, one lon-
gitudinal layer). For a 160 MHz reference clock these correspond to latencies below 50 ns,
for a 320 MHz reference clock below 25 ns.

In the tested implementation using Xilinx development boards, the serial data transmission
has not yet been included in firmware because it cannot be properly implemented on the
development boards. Thus, the utilisation of the FPGA logic resources is typically more
intensive for LUTs, than for flip-flops, due to the large amount of data being loaded on the
FPGA. Therefore the anticipated FPGA logic resource budget for serial data processing can

248



9.3.4 Anti-kt Jet Clustering

be found by dividing the presented usage by the number of η slices loaded. The numbers
reported in Table 9.1 for the logic resource usage have been corrected for this difference.
We find that the logic resources required are at or below 1% on the medium-sized Xilinx
Ultrascale chips (VU095 and VU125), and at or below 0.1% for the Xilinx Ultrascale+ chips
(VU9P and VU13P). The expected physics performance of the topoclustering is discussed
in Section 6.2 and the final choice of algorithm will be made by considering criteria on the
processing performance as well as physics performance, emphasising improvement to the
reconstruction of jets, electrons, taus and Emiss

T .

Table 9.1: Summary of FPGA performance for various topological clustering algorithm instances.
All FPGA targets are Xilinx chips from the Ultrascale and Ultrascale+ families. The FPGA resource
utilisation is given as the fraction of total resources on the chip. The algorithm latency is given in
FPGA clock cycles (ticks), algorithms have been run with both 160 MHz and 320 MHz reference
clocks.

FPGA Family: V-US V-US V-US V-US V-US+ V-US+ V-US+
Part Number: XCVU095 XCVU095 XCVU095 XCVU095 VU9P VU13P VU13P

Algorithm: LST 11x11 Win 11x11 Win 7x7 Win 7x7 Win 7x7 Win 7x7 1-Spiral
Granularity : gTowers gTowers gTowers gTowers gTowers gTowers SuperCells

Flip-Flops (%): 1.4 0.83 0.56 0.54 0.24 0.17 0.13
LUTs (%): 2.1 1.5 0.88 0.83 0.37 0.25 0.21

Latency (ticks): 6 6 6 6 6 6 3

9.3.4 Anti-kt Jet Clustering

An important goal for the Global Trigger is to identify jets with algorithms similar to those
used in EF and offline. In the following, studies of possible implementations of the stand-
ard anti-kt jet-finding algorithm [9.5] are summarised to highlight issues in implementing
an iterative jet-finding algorithm in the Global Trigger. While we expect that the compu-
tational complexity of this algorithm makes it unsuitable for implementation in the GEP,
we include here a pedagogical description to set up the following description of algorithm
variants.

The Exact anti-kt – E-merging algorithm [9.5] is a sequential recombination jet clustering
algorithm. It takes as input a list of N objects (the Object List), which may be clusters, calo-
rimeter cells, trigger towers, etc. and returns a list of jets (the Jet List), which correspond to
clusters of objects. Objects are clustered iteratively using the weighted separation between
two objects (labeled i and j) compared to each object’s p−2

T,i :

dij = min(p−2
T,i , p−2

T,j)
∆R2

ij

R2 ; diB = p−2
T,i (9.1)

249



9.3 Trigger Strategy and Algorithms

where ∆R2
ij = (φi− φj)

2 + (ηi− ηj)
2 and R2 is a parameter of the algorithm that sets the size

scale of the jet clusters. At each iteration of the algorithm, the minimum of the Separation
List (dij, diB) is found. If the minimum corresponds to daB then object a is moved to the
Jet List and removed from the Object and Separation lists. Otherwise, if the minimum is
dab then objects a and b are merged to form a new object (k) which is added to the Object
and Separation lists while objects a and b are removed. This process continues until there
are no objects left in the Object List. Merging is performed in the so-called “E-Scheme” by
adding the 3-momenta of objects a and b to define pT, φ, η for the new object, k. At most,
N iterations are required to finish the algorithm and after each iteration, the number of
objects is reduced by one. Minimum-finding at each iteration scales like the number of
objects present at that iteration squared. Thus, the simplest version of the anti-kt algorithm
scales with the number of objects as N3.

Implementation of the algorithm in an FPGA takes advantage of parallelism to reduce the
latency required at each iteration. For example, a binary tree minimum finder run on an
N object list requires log2 N steps to complete if overhead and timing delays are ignored.
Additionally, the full Separation List (dij, diB) is not calculated. Rather, separate lists of object
p−2

T or pT (the pT List) and the distance between object i and all other objects (∆R2
ij) (the

Distance Lists) are used. Calculating the N elements p−2
T,i requires a LUT and is probably

most efficiently done during the clustering stage, which would also save on latency. The
distances, ∆R2

ij, can be calculated in parallel but require N(N− 1) multiply operations. For
N approaching 100 this would saturate the DSP units available on the target Xilinx Ultras-
cale+ FPGAs. These calculations therefore have to be done in stages, increasing latency.

Minimisation of the Separation List is done in two stages in this scheme to avoid largeO(N2)

binary minimisation trees. In the first stage, the minima of each the Distance Lists (∆R2
ij) are

found in parallel. Then, these distance minima are multiplied by the relevant p−2
T,i and the

minimum of that list is found. This identifies the two objects to be merged, or the jet to
be removed. A large LUT must be used to transform the merged object 3-momentum into
p−2

T , φ, η, and 2(N − 2) multipliers are required to calculate the distances ∆R2
kj between

the new object k and the remaining objects in the list. This algorithm therefore uses a sig-
nificant amount of LUT and DSP resources for even moderate values of N. Assuming
realistic synchronisation/timing requirements, the latency per iteration in this scheme is:
log2(N − 1) + log2(N + 1) + 11. At a 320 MHz clock speed the total latency exceeds 2.5 µs
for the very modest value of N ∼ 32. Taken together with the significant resources required
to implement the algorithm, this disqualifies the E-merging version of the Exact anti-kt al-
gorithm as a viable option.

Thus, the goal becomes identifying tradeoffs in precision that could balance the latency
restriction. Several modifications to the basic anti-kt algorithm have been proposed to im-
prove its computational efficiency. Two that are of particular relevance to the anti-kt imple-
mentation on the GEP are: the Winner-Take-All (WTA) merging scheme [9.6], and the use
of Tiling [9.7]. In the WTA merging scheme computational resources are saved by simply
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summing the pT’s of the two objects and assigning the φ, η position of the initial object with
the larger pT to the merged object. Tiling effectively reduces the number of objects to con-
sider (N) by dividing the area over which jet-finding is performed into smaller, overlapping
tiles. In the following, we explore the use of the WTA-merging scheme, though Tiling is not
ruled out as a future option.

The fact that object positions are not changed in the WTA merging scheme makes this
method much more amenable to implementation in the GEP than the E-scheme. This has
three consequences. First, if the Distance Lists (∆R2

ij) are sorted before the first iteration,
these sorted lists can be used unchanged (simply disabling removed objects) for all itera-
tions. Using a parallel sorting algorithm (e.g., bitonic mergesort), (log2 N)(log2(N) + 1)/2
stages + timing/synchronisation overhead are required to do each N-element sort, all of
which can be done in parallel. This removes one of the two minimisation stages per iter-
ation required in the Exact anti-kt – E-merging scheme. Second, the LUT needed to calcu-
late p−2

T of a merged object is reduced in size compared to that needed in the Exact anti-kt
– E-merging scheme. Finally, ∆R2

kj does not have to be calculated for a new merged ob-
ject at each iteration because the position of the merged object is the same as one of its
constituents. Thus both latency per iteration and FPGA resources required are reduced
significantly in this scheme with respect to the Exact anti-kt – E-merging scheme. An es-
timate of the latency per iteration in the Exact anti-kt – WTA scheme has been made using
known latencies for each of its component blocks (minimisation, LUT, etc) and including
conservative assumptions of additional delays required to meet timing and synchronisa-
tion requirements. The dependence of this latency on the number of input clusters (N) is
found to be log2 N + log2(N + 1) + 8 per iteration, and is illustrated in Fig. 9.12.

Figure 9.12: Latency of the prototype anti-kt algorithm variants in units of FPGA clock cycles (ticks)
for a nominal 320 MHz reference clock as a function of the number of clusters being processed (N).
The right plot is a zoomed out version of the left plot.

Significant latency and resource savings can be realised in an Approximate anti-kT scheme
where the criterion for clustering is modified from that specified for anti-kt. In this case, the
list of object momenta (pT,i) as well as the Distance Lists are sorted before iterations start,
and the closest object to the highest pT object is merged with it unless ∆R2

ij > R2 in which
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case the highest pT object is moved to the Jet List. The WTA scheme is used for merging.
At each iteration the sorted pT List is used to reference the Distance List corresponding to
the maximum pT object remaining. The minimum element of that (sorted) Distance List
is then used to define the object to merge with the highest pT object (or to promote the
highest pT object to the Jet List). No minimisations are required, and p−2

T,i does not need to
be calculated in this scheme, meaning that no LUTs are needed. The latency per iteration
is therefore approximately independent of N. It is estimated to be 2 ceil[log2(log2 N)] + 7
per iteration based on the mathematical and list-management operations that are required
at each iteration.

An estimate of the latency per iteration in each of the above schemes has been made by
summing the known latencies for individual element blocks in each scheme (minimisa-
tion, sorting, multiplies, look-ups, etc) and adding synchronisation/timing delays between
blocks. A comparison of input and latency estimates for the various jet-finding schemes is
summarised in Table 9.2. FPGA resource requirements, particular the number of LUTs and
DSP units needed, decrease substantially when moving from the Exact anti-kt – E-merging
to the Exact anti-kt – WTA to the Approximate anti-kt implementations. Although precise nu-
merical estimates of resource usage are not yet available, it is apparent that the Exact anti-kt
– E-merging variant is not a viable option due to latency considerations given the number of
input clusters expected even in the most aggressive Tiling schemes. However, the Approx-
imate anti-kt implementation appears to be feasible in terms of latency and FPGA resources,
and assuming Tiling schemes will allow a reduction of < N > to less than roughly 100.
Studies of further optimisations in jet finding algorithms and their physics performance are
ongoing.

Table 9.2: Comparison of the parameters used and latencies (in FPGA clock cycles for a nominal
320 MHz reference clock) for the initial sorting and per iteration estimated for various jet-finding
schemes as a function of the number of clusters (N) sent from the clustering step. Index i refers to
individual cluster objects and runs from 1 to N.

Scheme From clustering Latency for initial sort Latency per iteration
Exact anti-kt – E-merging px,i, py,i, pz,i – log2(N − 1) + log2(N + 1) + 11

pT,i, p−2
T,i

φi, ηi

Exact anti-kt – WTA pT,i, p−2
T,i log2[N(N + 1)/2] log2 N + log2(N + 1) + 8

φi, ηi +ceil[log2(log2 N)] + 5
Approximate anti-kt pT,i log2[N(N + 1)/2] + 5 2 ceil[log2(log2 N)] + 7

φi, ηi

The inputs to these algorithm are not yet considered by this study. The list of topoclusters
described in the previous subsection is a natural choice. However, there are potentially
many topoclusters in each event which has a significant impact on the overall latency as
shown in Fig. 9.12. Several methods are being studied to reduce the overall multiplicity
of topoclusters including implementation of a Tiling procedure, applying minimum pT
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Figure 9.13: Average topocluster number density 〈δNclus/δη〉 as a function of ηclus, for clusters
with pT,clus > pT,min, for various pT,min values. Results are obtained using QCD dijet samples with
< µ >= 200.
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Figure 9.14: The average number of topo-clusters 〈N jet
clus〉 in anti-kT jets reconstructed with R = 0.4

within 30 < pT,jet < 40 GeV as a function of µ using QCD dijet samples with < µ >= 200(left),
and when selecting topo-clusters by ET,clus > 1 GeV inside jets (right).

requirements to the topoclusters, only running jet algorithms on topoclusters within RoI
defined by the jets identified in the jFEX or the gFEX, or by building towers from the topo-
clusters (so called TopoTowers). All of these options will be studied as part of the optim-
isation of the algorithm performance and resource usage. As an initial indication, studies
of the impact of a minimum pT requirement were carried out for the offline [9.2]. Even a
moderate pT requirement of 1 or 2 GeV can reduce the overall number of topoclusters by a
factor of 50 or more as shown in Fig. 9.13. Such cuts have benefit by reducing low-energy
topoclusters that can increase sensitivity to pileup as shown, for example in Fig. 9.14.

Such low-energy topoclusters are typically removed during studies of the substructure of
large-radius jets including those that contain the decays of highly Lorentz-boosted particles
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Figure 9.15: The anti-kt R = 1.0 leading jet mass distribution before (top) and after (bottom) jet
trimming and pileup subtraction in dijet events and Z′ → tt̄ (right) events with mean number
of interactions per bunch crossing (µ) of 0 (black closed circles), 80 (red closed squares),140 (red
open squares), 200 (black open crosses), and 300 (black closed crosses). Jets with |η| < 1.2 and
0.5 < pT < 1 TeV are used. In the bottom plots, jets are trimmed with parameters fcut > 5% and
Rsubjet = 0.3 and are corrected for pileup using area-based pileup subtraction.

such as W, Z, H bosons, top quarks, and various exotica. One popular pileup suppression
technique in such jets is called trimming where low-pT topoclusters in small jets (subjet ra-
dius Rsubjet = 0.3) that make up less than 5% of the energy of the large-radius jet ( fcut > 5%)
are removed. An example of the signal improvements from such a technique is shown in
Fig. 9.15. On the left are results from QCD dijets and on the right signals from Z′ → tt̄. The
upper plots are without any trimming while the lower plots include it. Trimming low pT
contributions is effective in removing the impact of pileup and improving the separation
between signal and background. Further physics performance is discussed in Section 6.6.
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9.4.1 Architecture

This section describes the design of the Global Trigger system, a multi-layer hardware
scheme to multiplex, process, and demultiplex the input data and output trigger inform-
ation. Use of a common hardware design throughout minimises the complexity of the
firmware and eases long-term maintenance; this design being the Global Common Module
(GCM). This section motivates the required number of GCMs at each layer of the global
processing chain and describes the requirements to support the outside interfaces to the
Global Trigger, as well as internal interfaces between GCMs, concluding with a description
of a proof-of-principle implementation of the GCM design.

Each layer in the system consists of a number of processing nodes, where each node is
based on a large FPGA with extensive input and output capabilities. Previous experience
on ATLAS designing ATCA modules and on CMS designing µTCA modules, along with
consideration of the power and cooling environment within the USA15 racks, suggests
ATCA as a suitable form factor with a single ATCA Front Board supporting two independ-
ent nodes along with shared infrastructure. The GCM design is therefore an ATCA Front
Board with two large FPGAs, where each FPGA can be configured as a MUX, GEP, or CTP
Interface node as required, along with a central processing chip (such as a ZYNQ MPSoC) to
allow for monitoring, control and readout. A schematic block-diagram view of the Global
Trigger is given in Fig. 9.16. This figure demonstrates conceptually how the I/O interfaces,
multiplexing, event processing, and demultiplexing can be achieved with a single-module
design. Each step requires a significant number of optical links, onboard processing capab-
ilities and, central control.

9.4.2 Required Number of Global Common Modules (GCMs)

There are two drivers on the number of nodes in the GCM design and its implementation
in the Global Trigger: first, the number of MUX inputs (both the number of inputs per
MUX and the number of MUX modules) and second, the number of required GEP modules,
which defines the event pipeline. The number of real-time input fibres to the system add
up to 2312 in the baseline design as summarised in Table 9.3. For symmetric input and
output link speeds the number of input links on a MUX node should match the number of
outputs, this latter being the number of GEP nodes. Balancing the number of MUX nodes
and GEP nodes to keep the data flow in the multiplexing mesh network symmetric then
gives 48 MUX nodes and GEP nodes to symmetrically distribute the 2312 input links.

High density optical connectors, a prerequisite for the design, target 12-fibre ribbons so
there is good sense in keeping either the number of MUX nodes or GEP nodes a multiple

255



9.4 Physical Realisation

Figure 9.16: Schematic diagram of the Global Common Module physical design and interfaces.

of 12. Allowing the possibility of additional inputs, most particularly to allow the evol-
ution described in Chapter 14 leads to the baseline design having 48 GEP nodes (24 GEP
modules). With a large fraction of the input links running at speeds lower than the internal
multiplexing links, this results in the 47 MUX nodes (24 MUX modules) listed in Table 9.3,
leaving 1 MUX node spare in the baseline fibre plant. Further inputs can be accommodated
by increasing the number of MUX nodes above 48 and keeping the number of GEP nodes
at 48. To this end the ribbons into the GEP nodes foresee a maximum 72 MUX nodes.

9.4.3 Required Number of Links on each GCM

The three use cases of the GCM, as MUX, GEP and as CTP Interface, each bring different
requirements on the number of input and output links.

For the MUX the maximum input loading on a node in Table 9.3 is 64. Mapping this onto
12-fibre ribbons suggests up to 72 as the number of inputs per node. Each node also re-
quires an output fibre to each GEP node, which would give 48 output fibres per node in
the baseline design. With muon information being on the critical path for latency (see Sec-
tion 9.5 below) there is mileage in supporting double links from the MUCTPI MUX nodes,
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Table 9.3: Summary of the real-time optical fibre interfaces to the Global Trigger from input data
sources and output to CTP.

Input source Link Speed (Gb/s) Expected fibres fibres/node Nodes
eFEX 11.2 384 64 6
jFEX 12.8 192 48 4
fFEX 12.8 48 48 1
gFEX 11.2 24 24 1
MUCTPI 9.6 - 12.8 96 48 2
LASP 25.8 1484 48 31
TPPr 11.2 64 64 1
ZDC 11.2 20 20 1

TOTAL 2312 47
Output destination
CTP 9.6 12 12 1

or alternatively sharing the MUCTPI links over more nodes to reduce the multiplexed data
transfer time. The minimum number of outputs per node is then 48, with the possibility of
96 being desirable.

For the GEP the number of inputs on a node in the baseline design is 47. In the two-level
Level-0/Level-1 system there will be additional inputs from L1Track and from the Level-0
CTP which will exhaust the number of links on 4 12-fibre ribbons. Future-proofing then
gives 60 or 72 links as the minimum number of inputs. Outputs per node are minimal, in
the baseline a single fibre to the CTP Interface, possibly two to reduce latency on the critical
path. Even in the two-level Level-0/Level-1 system the number of outputs will still fit on a
single 12-fibre ribbon.

For the CTP Interface there is a single input from each GEP node, so 48 in total. Again
there could be mileage in having dual inputs from each GEP node to reduce latency, so
minimum number of inputs is 48 with the possibility of 96 being desirable. Output is a
single 12-fibre ribbon to the CTP. The second half of the CTP Interface module could be
idle, or latency considerations might split this functionality across both nodes, but in any
case in the two-level Level-0/Level-1 system this second node could drive the outputs to
the Level-1 CTP.

In addition to the above inputs and outputs per node, each GCM module has inputs from
the TTC system via FELIX and readout outputs to FELIX. This amounts to an additional
input ribbon and output ribbon per module. The number of fibres per module is summar-
ised in Table 9.4. The minimum number of inputs that the generic GCM module needs to
support is therefore 144+12 and outputs 96+12, in both cases with 192+12 a desirable max-
imum. Whilst the GCM module would be built with all the necessary sockets for the optical
I/O only those needed would be populated on each actual module.
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The same type of fibre management as on the Phase-I FEX modules is proposed. This
consists of ribbons on-board bundled together and routed out through optical backplane
connectors in ATCA Zone 3, thereby affording an element of protection to the delicate fibre
infrastructure. The connectors used on the FEX modules will allow up to 24 ribbons, 288
fibres, to be routed in this manner, more than enough for any of the combinations of inputs
and outputs foreseen.

Table 9.4: Summary of the maximum number of optical fibre interfaces for the GCM modules.

Module Fibre Size Number
Multiplexer

Input from Source 2× 72 144
Output to GEP 2× 48(96) 96(192)

FELIX 2× 12 24
Event Processor

Input from MUX 2× 60 120
Output to CTP Interface 2× 12 24

FELIX I/O 2× 12 24
CTP Interface

Input from GEP 2× 48(96) 96(192)
Output to CTP 1× 12 12

FELIX I/O 2× 12 24

9.4.4 GCM Requirements and Preliminary Design

Figure 9.17 contains a preliminary block diagram for the GCM. There are two primary fea-
tures. First, each board would host two large FPGAs that are capable of providing a suffi-
cient number of MGTs to support the optical interfaces as well as the required event pro-
cessing/multiplexing demands. And second, each board would host a central processing
chip (such as a ZYNQ MPSoC) to allow for monitoring, control and readout. In addition
to the internal Random Access Memory (RAM) each of these chips would be interfaced
with large RAM storage to allow for long-latency buffering of the input and output data.
The strategy, as shown in Fig. 9.16, is that each FPGA would serve as one MUX or one
GEP node, or as the CTP Interface. This choice defines the requirements for FPGAs to be
utilised.

The proof of concept architecture sketched in Fig. 9.17 assumes 2017 technology to allow
for realistic costing and design strategy. To satisfy the required number of optical links and
on-board MGT interfaces, two candidate FPGAs were identified: the Xilinx Ultrascale+
VU9P and VU13P (each provides up to 104 MGTs capable of 30+ Gb/s serial transmission
in the C2104 variant). The candidate for the control/readout chip was a Xilinx UltraScale+
ZYNQ (e.g. ZU17EG). The GCM module would require maximally 204 optical inputs and
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204 optical outputs. These requirements can be achieved using 12-channel optical modules
(e.g. Avago MiniPODs), which would require the board to host 34 optical modules. This
figure further illustrates that an optional mezzanine could be included, taking advantage of
28 MGT links from the ZYNQ chip and allowing additional processing or readout capacity
in specialised use cases. However, in the baseline design there is no use case for such a
mezzanine.

Figure 9.17: Block diagram for the Global Common Module board.

The GCM design is a natural evolution from the Phase-I gFEX hardware, and a proof of
principle layout is shown in Fig. 9.18. This example design is based on a standard ATCA
form factor and includes realistic footprints for the ATCA power entry and conversion, Ul-
traScale+ and ZYNQ chips, IPMC mezzanine, miniPODs, GbE interfaces and other required
components. Each of the chips are highlighted along with their primary board resources.
This exercise demonstrates the basic feasibility of such a design within the ATCA form
factor.

Building on the experience with the Phase-I eFEX and gFEX hardware the MPV power es-
timate is 350 W for the MUX variant and 375 W for the GEP variant, well within the 400 W
slot limit (see Section 4.2). Experience with the eFEX cooling suggests that maintaining
sensible FPGA temperatures in a single slot will not be difficult with suitable airflow man-
agement and heatsink design.

9.4.5 Fibre Plant

The same modular scheme as already successfully implemented in the CMS trigger, shown
in Fig. 9.19, is proposed for the fibre plant. The 48-fibre bundle output from a MUX module
is split out into 4 12-fibre ribbons and each ribbon is plugged into a separate 12× 12 fibre
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Figure 9.18: Example layout for the GCM board using the standard ATCA form factor.

ribbon remapping module. The 72-fibre bundle input to a GEP module is similarly split
into 6 12-fibre ribbons (2 additional ribbons to allow expansion in number of MUX nodes
above 48) and plugged into the outputs from the appropriate remapping modules, with
4× 4 remapping modules providing the full 48× 48 mesh between MUX and GEP systems.
A separate custom module can provide the concentrator mapping between GEP and CTP
Interface.

9.4.6 Production Firmware Deployment Module

Modern firmware simulation tools are essential but not sufficient to guarantee fail-safe per-
formance of the firmware on the target hardware system. Therefore, in order to evaluate
various firmware blocks of the Global Trigger system a dedicated hardware platform is re-
quired by each group involved in the firmware development. For this purpose a number
of Production Firmware Deployment Modules (PFM) will be produced and distributed to
firmware developers. The PFM represents a slice of the GCM, which includes a processing
unit, a control FPGA and a number of optical modules. Such a configuration of the PFM
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Figure 9.19: Dual 12× 12 fibre ribbon remapping modules in a 2U enclosure installed in a standard
LHC rack in Point-5. 8 such dual modules will be required on ATLAS.

allows testing and debugging algorithm and infrastructure firmware together with the cor-
responding software, thus minimising the risk of firmware failures on the final system. In
order to allow for early firmware development and evaluation, the PFM needs to be avail-
able well before the production GCM. With the production system in place, the PFM system
will continue to be maintained for pre-commissioning of regular firmware upgrades during
future operations.

9.5 Latency

The latency of the Global Trigger system has two primary components: the latency for the
delivery of data inputs to the MUX system and that of processing and transmission of the
Global Trigger decisions. As the arrival time of the muon information is significantly later
than all other inputs this can be further factorised into the latency path for trigger signatures
not depending on muons and those involving muon information. For the former these can
be broken down as:

• arrival of data at MUX
• sorting and transmission of data from MUX to GEP
• contemporaneous spatially pipelined processing of incoming data, including topo-

clustering
• processing of trigger signatures which do not depend on jets or muons
• asynchronous/iterative jet algorithms
• processing of jet-based trigger signatures which do not depend on muons
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In addition preprocessing can occur for those signatures which do require muon inform-
ation, ready for merging with the muon information on its arrival, an obvious candidate
being Emiss

T where the bulk of the vector sums can be formed in advance.

The latency critical path involving muons through to transmission to the CTP can be simil-
arly broken down as:

• arrival of muon information at MUX
• sorting and transmission from MUX to GEP
• contemporaneous processing of incoming data, such as muon isolation
• completion of trigger signatures depending on muons
• assemble Global Trigger TIP
• serial transmission of Global Trigger TIP from GEP to CTP Interface
• serial transmission of Global Trigger TIP from CTP Interface to CTP

The best estimates of each of these components is summarised in Table 9.5, illustrating
both the individual components and also the total latency for each step following the same
prescription for CBE and MPV as in Section 5.2.8 and Table 5.5.

9.5.1 Data arrival time at Multiplexer Processor

The LAr [9.4] and Tile [9.8] full-granularity inputs are anticipated to arrive in 1.425− 1.7 µs
CBE to MPV , followed by the L0Calo inputs (2.075 − 2.575 µs, see Section 7) and the
L0Muon inputs at 4.46− 5.26 µs (see Section 8). The difference in arrival times between the
full-granularity calorimeter inputs and the L0Muon inputs provides a significant period for
calorimeter pre-processing in the shadow of the muon latency.

9.5.2 Processing latency and budget

A key driver in the Global Trigger latency is the time taken to transfer data from the MUX
to the GEP. In the case of the LAr LASP the link bandwidths are matched, so the transfer
time is 48 BC (1.25 µs) in addition to the latency of transmission and encoding. In the case
of the muon information the input bandwidth is significantly less, so this transfer time is
just over 0.5 µs.

The contemporaneous processing of incoming data adds 0.1 to 0.2 µs in each case. The
time for processing of trigger signatures which do not depend on jets or muons, along with
the time for iterative or asynchronous jet processing, remains hidden in the shadow of the
muon latency.

A window of 1.25 µs CBE (2.50 µs MPV) on jet processing processing leaves a safety margin
of around 1 µs on the processing of trigger signatures which do depend on jets before there
is any impact on overall latency, so the overall latency is always dictated by the muon
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arrival time. Here there is an overall margin of 0.9 µs MPV in the Level-0 latency as shown
in Table 5.5.

Table 9.5: Global Trigger latency estimate, which begins with the latency of input signals and steps
through processing to the delivery of TIP to the CTP.

Category Description CBE (µs)
∫

CBE MPV (µs)
∫

MPV
Inputs

Calorimeter 1.425 1.70
L0Calo 2.08 2.58

L0Muon 4.46 5.26
Calo path

signals present 1.425 - 1.70 -
MUX 1.400 2.83 1.500 3.20

pipelined processing 0.100 2.93 0.200 3.40
non-jet triggers 0.200 3.13 0.250 3.65

jet processing (in parallel) 1.250 4.18 2.500 5.90
non-muon triggers 0.200 4.38 0.250 6.15

Muon path
signals present 4.46 - 5.26 -

MUX 0.650 5.11 1.250 6.51
pipelined processing 0.100 5.21 0.200 6.71

muon triggers 0.200 5.41 0.250 6.96
TIP

TIP assembly 0.050 5.46 0.100 7.06
serial transmission 0.250 5.71 0.300 7.36

link to CTP 0.150 5.86 0.200 7.56

9.6 Firmware

As described above in this Chapter, Global Trigger system will consist of a GCM being used
in three distinct instances: as a multiplexing module, as an event processing module and as
a demultiplexing module. These three instances will require dedicated firmware to enact
the required functionality. Figure 9.2 illustrates a conceptual view of the overall data flow,
firmware blocks and firmware interfaces for the Global Trigger. Each of the three use case
instances require common firmware for the basic low-level frame, command/control and
monitoring. Each component will also require an individual configuration interface and
management system. In addition, the ZYNQ command/control chip will require special-
ised firmware and software to support board control and readout.
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9.6.1 Firmware Blocks

There are several features of the Global Trigger system firmware architecture that naturally
align to firmware blocks, and are described herein below.

Common Module Firmware: There are several common firmware aspects required for the
Global Trigger.

1. Each GCM requires a low-level frame firmware that provides a base environment for
the management of FPGA interfaces: reference clocks, I/O interfaces, and general
infrastructure. This firmware would be common to all FPGAs and ZYNQ, but would
require a dedicated synthesis for each case.

2. The ZYNQ chip on each board will provide command, control, configuration and
synchronisation signals for each processing FPGA. A firmware communication block
must be developed to support these functions.

3. The ZYNQ chip will provide monitoring access for the data sent from the processing
FPGAs. Thus firmware to provide an interface to the monitoring data is required to
accept data from the FPGA/ZYNQ interface, process the data and transfer data to the
ZYNQ’s software applications.

4. The ZYNQ chip will also be required to manage and monitor the GCM board re-
sources. Thus, firmware to manage board-level functions will be required.

5. All FELIX and monitoring interfaces for the GCM are handled on the ZYNQ chip, so
a data flow interface between each processor FPGA and the ZYNQ is required. This
interface provides data transmission from the FPGAs (Tx) to the ZYNQ (Rx) using
common protocol, which must be adapted for each GCM use case.

6. The GCM will have significant internal and external RAM resources to allow buffer-
ing in the multiplexing, data handling and readout steps. The interface to this RAM
will be common for each GCM use case, though the details of how data will be util-
ised is specific to each use case. Thus the firmware for the RAM interface will be
developed as a common module.

Data Aggregation and Multiplexing Firmware: The MUX module will require firmware
to receive input data from the detector and trigger sources, unpack the data, perform the
time multiplexing and to transmit the multiplexed data to the GEP modules. The GEP will
further require a version of the MUX/GEP interface to receive and decode the data.

Trigger Signature Firmware: The Global Trigger TIP will be derived from a series of trig-
ger algorithms and hypotheses processed by the GEP. As described in Section 9.3, these
algorithms will be firmware-based with performance requirements that allow a series of
algorithms to run simultaneously in parallel. The trigger firmware will be divided into two
classes: algorithms and hypotheses. The algorithms will process input data to refine trigger
objects and signatures. The hypotheses will group these objects and signatures to be tested
against pre-defined thresholds.
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Trigger Framework Firmware: The trigger signature firmware will require a coordinated
scheme to deliver input data, sequence algorithms, collect and package algorithm outputs,
and collate hypothesis results. These needs will be provided via a trigger framework that
also incorporates a memory handling block. The memory handler must interface with the
MUX, the core trigger framework and the ZYNQ firmware. Furthermore, the trigger frame-
work must provide trigger information to the GEP/CTP interface firmware.

Central Trigger Interface Firmware: The CTP Interface must receive trigger information
from the GEP, time-demultiplex the data and transmit the demultiplexed results to the
CTP. Firmware to support these functions will be implemented on the CTP Interface and
the GEP, which requires firmware to package and transmit the TIP information from the
GEP.

FELIX Interface Firmware: The communications with FELIX are handled by the ZYNQ
chip. The FELIX interface must provide firmware to transmit formatted trigger data to FE-
LIX and to receive trigger control (TTC/LTI) information to be transmitted to all Global
Trigger system components. The FELIX interface will also require firmware to unpack
the trigger control information. Finally, there must be a firmware block that provides
readout formatting, interfaces with data I/O (FELIX Rx/Tx, monitoring, FPGA input, and
the RAM).

On-Board Software: The ZYNQ chip will be responsible for communications to the out-
side general network, which will allow for monitoring and command/control processes.
Thus there will be software required for IPbus network communication, management and
distribution of command/control signals, and monitoring applications.

9.6.2 FPGA Resource Usage

The critical FPGA resource usage is on the GEP. As illustrated in Table 9.1 the resource
usage for topoclustering will be well below 1% of the current Xilinx VU13P, with a similar
number for the e/γ and τ spatially pipelined algorithms. The resource usage will therefore
be dominated by the jet finding and trigger algorithms and hypotheses.

An estimate for the latter can be made from the existing L1Topo usage, where the worst
case usage for each of the 4 Virtex7 FPGA is between 36.5% and 68.3%. Allowing for double
counting of common logic (each L1Topo FPGA performs the same sorting) and scaling for
the different size of the FPGA gives an estimate of some 30% usage for this logic in the
Xilinx VU13P device in the proof of concept architecture.

This choice of FPGA would therefore allow some 20% of the device for the jet finding al-
gorithm, a realistic target. It is reasonable to expect that a new FPGA generation will be
available at the time of the final board design, where historically the maximum FPGA logic
availability doubles between generations, allowing significantly more resource for the jet
finding.
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9.6.3 Firmware Development

Preliminary studies of the algorithm and framework firmware have begun (e.g., Section 9.3)
and will continue during the system design process. Initial development and offline testing
of new algorithms will take place on commercial development boards and the Production
Firmware Deployment Module described in Section 9.4.6. Alongside the firmware devel-
opment will be both algorithmic and bitwise simulation.

Initial validation will be in the Surface Test Facility with final validation in Point-1. It will be
possible to deploy additional GEP modules receiving duplicates of events in the live system
to allow parasitic testing of new firmware alongside the production system. Evolution
of the firmware will be controlled by a rigorous change control mechanism, such as that
already used for the Run 2 L1Topo [9.9].

Steering of thresholds and selection of algorithms within each firmware build for the Global
Trigger will be defined in the trigger menu and the change control will be defined within
that context.
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10 Central Trigger System

The Central Trigger System consists of the Central Trigger Processor (CTP), the Muon-
to-CTP-Interface (MUCTPI), and the distribution of Trigger, Timing, and Controls signals
(TTC) to the sub-detector readout systems, of which the Local Trigger Interface modules
(LTI) are an integral part. Figure 10.1 illustrates its various components in context. While

Figure 10.1: Context diagram showing the Level-0 CTP system interfacing to the Global Trigger
and FELIX systems (via the LTI modules). Only the trigger path is depicted; control, monitoring,
and readout are not shown.

the CTP and LTI hardware is newly developed and built for the Phase-II upgrade, the
baseline for the MUCTPI is to use the Phase-I MUCTPI hardware [10.1] with upgraded firm-
ware which takes into account the new requirements for Phase-II. Two MUCTPI modules
may be used, compared to one in the Phase-I system, to handle increased input bandwidth
requirements from the Phase-II L0Muon Sector Logic.

The CTP needs to be capable of supporting bigger trigger menus than in Phase-I, exploiting
the ability of the Global Trigger to evaluate a large set of trigger criteria to address the
physics challenges of the HL-LHC. This is reflected in increased input bandwidth and more
logic to evaluate complex selection criteria.

The TTC system, incorporating the LTI modules, makes use of modern high-bandwidth
optical-link technologies, replacing the original optical broadcast system that was developed
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in the 1990s and incorporating the detector BUSY collection function that is currently per-
formed electrically. The proposed TTC system for Phase-II builds on the experience that
ATLAS has built up in Run 1 and Run 2, including both the central TTC system and related
detector-specific electronics. The LTI together with FELIX will incorporate functionality
that could not previously be supported in a common way for the detector systems, e.g. in
connection with calibration procedures.

The main functions of the Central Trigger System are described in the following.

The CTP will have optical serial inputs to receive trigger information from the Global Trig-
ger, the Phase-I legacy system and the MUCTPI. While the Phase-I CTP can form 512 trigger
items from 512 single-bit inputs, the Phase-II CTP will allow 1024 trigger items based on
1024 usable single-bit inputs. The CTP combines trigger inputs from the Global Trigger,
the MUCTPI and the Phase-I legacy L1Calo trigger systems, in order to form trigger items.
The CTP combines trigger inputs from the Global Trigger – flags indicating which trigger
criteria have been satisfied or multiplicities of trigger objects – with multiplicities and flags
coming from the MUCTPI and Phase-I legacy L1Calo trigger systems, in order to form trig-
ger items. The trigger items may be simple requirements, such as an inclusive selection
of objects (e.g. muons) above a given pT threshold, or complex requirements combining
multiple objects. For each item, trigger algorithm flags from the Global Trigger, and con-
ditions on the MUCTPI and the Phase-I legacy inputs may be combined in coincidence or
anti-coincidence. The CTP forms the overall trigger decision based on the trigger items that
are active, applying additional requirements, such as limiting triggers to a subset of bunch
crossings in the LHC train, deadtime, and pre-scaling.

The Central Trigger System includes extensive monitoring of trigger rates and of deadtime.
This is used in assessing the luminosity and beam conditions, as well as for operational
monitoring and optimisation of trigger conditions.

The Central Trigger System also distributes the LHC timing signals and the trigger decision,
together with associated data such as a Trigger Type word to LTI modules associated to the
sub-detectors. The LTI will reformat the received TTC information, with the possibility of
adding asynchronous and synchronous sub-detector data and commands via a program-
mable interface, and send it to the sub-detector FELIX systems or other sub-detector-specific
electronics. BUSY signals, i.e. backpressure signals from the subsystem readout, are collec-
ted via the LTIs and sent back to the CTP, where they are combined and used to apply
deadtime when necessary. The LTI modules provide facilities that can be used by the de-
tector subsystems for various functions, including standalone calibration running and syn-
chronous distribution of detector-specific signals and data. It is assumed that the TTC-PON
(Passive Optical Network) technology [10.2] is used for the link between the LTI and FELIX
I/O cards.

The Level-0 MUCTPI is the component of the Level-0 Central Trigger system which aggreg-
ates and merges the trigger information from the barrel muon and endcap muon systems
before passing it on to the Global Trigger and to the CTP. It provides detailed information
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on the muon candidates to the Global Trigger and sends muon multiplicity information
and trigger flags directly to the CTP. It is also responsible for resolving cases where a muon
gives rise to multiple muon candidates, e.g. when it passed through detectors in more than
one sector of the muon spectrometer.

Care is being taken to use processing FPGAs in the MUCTPI and CTP with some reserve
in resources and speed, beyond the minimum requirements for the algorithms that are cur-
rently foreseen. It is justified by the central role played by these systems and cost effective
due to the very small number of MUCTPI and CTPCORE units used. This reserve will give
considerable flexibility to address new requirements that may emerge in the coming years.
An example that we have already considered is a trigger that includes delayed signatures
combined with prompt ones. This could be implemented by adding trigger items based on
special or duplicated inputs to the CTP with adjusted time-alignment parameters.

10.1 Level-0 CTP

The CTP is the last stage of the processing chain of the Level-0 trigger system, making the
final Level-0 accept decision (L0A). It receives digital trigger inputs from the Global Trigger,
the MUCTPI, the legacy Phase-I trigger system, and various forward detectors and sub-
detector calibration systems in the agreed form of simple flags and multi-bit multiplicities
of trigger objects. While the majority of trigger inputs are received via the Global Trigger,
some muon-only inputs such as muon multiplicities and muon-only topological triggers
may be produced by the MUCTPI as in Phase-I. During the commissioning phase, the
legacy Phase-I trigger system can provide well understood trigger inputs that can be used
while the new Global Trigger is being commissioned. This includes inputs from the Phase-I
L1Calo system and the muon multiplicities from the MUCTPI (that may continue to be
used once the Global Trigger system is commissioned).

The trigger inputs arriving at the CTP from different sources will not generally be aligned
in time, i.e. data from the same bunch crossing but from different sources will arrive at the
CTP at different times. The CTP therefore includes programmable elements to delay the
inputs that arrive first, to align them in time with those that arrive last.

The algorithm used by the CTP to combine the different trigger inputs allows events to be
selected on the basis of a programmable trigger menu. An event is selected if it satisfies
the criteria of one or more menu items. Each menu item consists of the logical combination
of a number of criteria, typically multiplicity requirements for muons, electrons/photons,
hadrons/taus and jets, threshold requirements on missing or total transverse energy, and
flags indicating events passing the criteria in a Global Trigger algorithm. Menu items may
be enabled or disabled for certain bunches in the LHC, for example be enabled for collid-
ing bunch pairs only, or be disabled during the gaps in the bunch train when calibration
pulsers may be fired. The CTP makes provision for individually prescaling any trigger
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menu item, and is responsible for introducing deadtime as required by the detector front-
end and readout systems. Deadtime is normally generated internally using algorithms that
are described in detail later, and taking into account the BUSY backpressure signals from
the sub-detector readout systems.

After the application of deadtime, the L0A signal is formed as the logical OR of the enabled
trigger items. Along with associated trigger information and timing signals, the L0A sig-
nal is distributed to the sub-detectors, via optical point-to-point links to sub-detector LTI
modules, and subsequently via TTC-PON links to the FELIX systems.

The CTP will be implemented as a single ATCA shelf [10.3] with the following custom-built
blades:

• CTPMI: the LHC Machine interface, to receive the beam timing signals from the LHC,
most notably the 40 MHz bunch clock and the ORBIT signal. The backplane will be
used to distribute the timing signals to all the blades.
• CTPIN: an input board to receive non-latency-critical optical and electrical trigger

signals, i.e. optical trigger inputs from the legacy Phase-I trigger processors and from
the MUCTPI, and electrical trigger inputs from various forward detectors and sub-
detector calibration systems.
• CTPCORE: the board that implements the core functions of the CTP, the realtime

trigger logic path, pre-scaling, deadtime, readout, monitoring, and the TTC interface
to the sub-detectors. There will be one instance (L0CTP) to be used for the Level-0
trigger system. For the evolved Level-0/Level-1 system, a second CTPCORE board
with different firmware would be used as the L1CTP.

Figure 10.2 shows the basic architecture of the CTP, with its main components, its inputs
and outputs, and the main flow of information.

10.1.1 CTPMI: Machine Interface

In order for ATLAS to be synchronous with the LHC beam, the CTP will need to provide
two signals to the ATLAS sub-detectors via the aforementioned TTC distribution system:
the 40 MHz bunch clock and the ORBIT signal. The bunch clock is a 40 MHz clock derived
from the LHC RF system and hence synchronous with the arrival of bunches in ATLAS.
The ORBIT signal is one pulse per LHC revolution and is synchronous with the LHC bunch
train structure. As for Run 1 and Run 2, the LHC will provide the following signals: BC1,
BC2, ORBIT1, ORBIT2; i.e. 40 MHz bunch clock and ORBIT signals separate for beam 1 and
beam 2 of the LHC. At flat top of the LHC magnet cycle, the two beams will be frequency-
locked onto each other, so that BC1 and BC2 become identical.

As no LHC-wide decision has been made for a common receiver for these four signals, the
requirements need to be collected in order to understand how these signals are received.
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Figure 10.2: Basic architecture of the CTP, showing its main components, inputs, outputs, and
the main information flow. Shown in green are additional elements only present in the evolved
Level-0/Level-1 architecture.

Sufficient flexibility on the CTPMI will be provided to facilitate later adaptations. The CT-
PMI will be equipped with an FPGA (e.g. Xilinx Kintex Ultrascale+ KU15P [10.4]) to per-
form a variety of functions and to provide the required flexibility. Typical functions include
synchronisation of the ORBIT signals, fine-tuning of the phase of the clock signals, switch-
ing between clocks, providing an internal 40 MHz clock, and jitter cleaning. Depending
on whether or not they will be already implemented on a possible LHC-wide common re-
ceiver module, these functions could be provided by the CTPMI. The timing signals (bunch
clock, ORBIT) are made available on the ATCA backplane for distribution to other modules
(CTPCORE, CTPIN).

10.1.2 CTPIN: Trigger Inputs

The CTPIN board provides electrical and optical inputs for non-latency critical inputs, such
as auxiliary electrical trigger signals from forward detectors and calibration systems, as well
as optical trigger inputs from the legacy Phase-I trigger system and the MUCTPI. Up to 24
electrical NIM standard trigger signals can be received via LEMO connectors. Two 12-way
ribbon fibre receiver modules [10.5] allow one to connect up to 24 serial optical links, each
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with line rates of up to 9.6 Gb/s. The two receiver modules simplify the physical interface
to the MUCTPI and the legacy Phase-I trigger system and give additional flexibility via suf-
ficient headroom in the number of fibres and bandwidth. The inputs are connected to an
FPGA (e.g. Xilinx Kintex Ultrascale+ KU15P [10.4]) where the signals are synchronised and
aligned in time. The rates are monitored in detail, including per bunch, and up to 512 input
bits can be selected to be routed to the output. A 12-way ribbon fibre transmitter mod-
ule [10.5] allows one to send the 512 selected trigger signals to the CTPCORE module.

It is possible to use more than one CTPIN module, e.g. in case more than 24 electrical trigger
signals need to be included.

10.1.3 CTPCORE

Figure 10.3: Block diagram of the CTPCORE architecture.

Figure 10.3 shows the proposed implementation of the CTPCORE and its interfaces to other
components of the trigger system. It will be a single electronics board based on the ATCA
standard.
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The implementation will use FPGAs with a large number of on-chip multi-gigabit trans-
ceivers/receivers (MGTs). An existing candidate FPGA from the Xilinx Virtex Ultrascale+
family [10.4] is the VU13P, which has 128 on-chip MGTs, a sufficient number of logic cells
and sufficient memory to implement the required logic. There will be one such FPGA for
the real-time trigger path, and a second one for the event readout, monitoring, and dead-
time generation. The FPGAs will be chosen such that a significant fraction of their resources
remain free as margin for the implementation of future functionality. High speed-grade
devices will be used to minimise the contribution of the CTP to the trigger latency. An ad-
ditional FPGA with an on-chip processor (System-on-Chip SoC) will be used to control the
CTPCORE blade.

Trigger inputs The trigger inputs are implemented as 24 optical serial links, grouped into
two 12-way ribbon fibre receiver modules [10.5]. These links will be operated at 9.6 Gb/s
synchronously with the bunch crossing (BC) frequency with 8b/10b encoding, i.e. 4600
bits/BC, thus providing a lot of headroom in the required input bandwidth and connectiv-
ity.

The first 12 links are reserved for the Global Trigger, from which it is planned to receive
1024 trigger bits. The remaining 12 links are to be used for trigger inputs from one or more
CTPIN modules, with up to 512 trigger bits from the MUCTPI, the legacy Phase-I trigger
system, and from forward detectors and sub-detector calibration trigger signals.

Trigger formation The realtime path of the trigger formation in the CTPCORE is shown
in Fig. 10.4. Out of the 1536 received trigger inputs, at any given time, the CTPCORE
is able to use 1024 in the subsequent L0A trigger formation process. The 1536 incoming
trigger inputs will be synchronised to the BC clock and passed through a delay pipeline
of programmable length in order to align the data to the correct bunch crossing. Pro-
grammable and self-generated trigger signals such as random triggers and bunch pattern
flags will be added at this stage. A switch matrix allows a selection of 1024 trigger inputs
(TIP) to be mapped to the subsequent Trigger Logic block. The Trigger Logic block of-
fers programmable logical functions to combine the 1024 inputs to form 1024 trigger items
according to a defined trigger menu. The block will be organised as an array of Look-
Up Tables (LUTs), in combination with one or more large ternary Content-Addressable
Memories (CAM). The LUT/CAM scheme builds on the extensive experience gained dur-
ing Run 1 [10.6] and Run 2, where this scheme was successfully used. It offers a lot of
flexibility in the logical combinations of the trigger signals and allows one to change the
trigger menu without modifying the firmware, by simply loading different configuration
parameters and memory contents into the CTPCORE.

The selection of the FPGA for the CTPCORE board is driven by the number of on-chip high-
speed serial links as well as by the required logic and memory resources. The required re-
sources are dominated by the LUT/CAM structure used to implement the trigger menu, in
particular the CAM resources scale with the square of the number of trigger items. Doub-
ling the number of trigger items with respect to the Run 2 system would require an FPGA
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Figure 10.4: Realtime path of the trigger formation in the CTPCORE.

with at least four times the capacity of the Run 2 system to implement thePhase-II CTP-
CORE trigger menu. The foreseen FPGA device (Xilinx Virtex Ultrascale+ VU13P [10.4])
has more than five times the number of logic look-up tables as the device used on the cur-
rent Run 2 CTPCORE (Xilinx Virtex-7 7VX485T [10.4]) and should therefore have sufficient
spare resources to also implement additional Phase-II functionality. Thus, we are confident
that we can implement the aforementioned logic for 1024 inputs and 1024 trigger items in
a single FPGA device.

The 1024 trigger items from the Trigger Logic Block are called “Trigger items before Bunch
Groups” (TBG). They are each gated with an individually programmable combination of so-
called bunch group masks. The bunch group masks implement fully programmable bunch
patterns repeated at the LHC revolution frequency. The resulting 1024 so-called “Trig-
ger items Before Pre-scale” (TBP) are pre-scaled with individually programmable pseudo-
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random scalers to form 1024 so-called “Trigger items After Pre-scale” (TAP). The 1024 TAP
signals are gated with the VETO signal, whose formation is described below. A so-called
“trigger mask” is also applied to enable and disable individual trigger items. The resulting
1024 so-called “Trigger items After Veto” (TAV) are then combined in logic OR to form the
L0A signal. Along with the L0A signal, a 16-bit Trigger Type word is calculated, based on
trigger type masks programmed for each trigger item. The resulting Trigger Type word
is the logic OR of the trigger type masks of all trigger items active after veto and trigger
mask.

The Deadtime block uses the time history of the L0A and the logic OR of all sub-detector
BUSY signals to generate the VETO signal that is used to gate the TAP signals. The VETO
signal is formed as the OR of the combined sub-detector BUSY signals and the result of an
array of complex deadtime algorithms which offer protection against trigger bursts for sub-
detector front-end buffers. The complex deadtime algorithms are typically leaky-bucket or
sliding window algorithms, with programmable parameters and fed by the L0A signal of
previous bunch crossings. The FPGA allows sufficient flexibility to address specific sub-
detector requirements and needs based on experience gained during commissioning and
early running.

TTC output The L0A signal, along with the bunch clock and additional information is sent
to the sub-detector Local Trigger Interface (LTI) modules via high-speed serial optical point-
to-point links. Four 12-way ribbon fibre transmitter modules [10.5] are foreseen to interface,
through an optical patch-panel, with up to 48 sub-detector LTI modules. These links will be
operated at 9.6 Gb/s synchronously with the BC frequency, with 8b/10b encoding, which
allows the transmission of 192 bits per bunch crossing. Since it is implemented in firmware,
the exact data format can be adapted to the final requirements when they are understood
in detail. However, the signals and information will include:

• BC
• Bunch Counter Reset
• BCID
• Turn counter value
• L0A
• Trigger Type
• L0A counter value
• Control commands, resets, etc.

BUSY collection The BUSY signals from the up to 48 sub-detector LTI modules are re-
ceived using 48 optical serial links, grouped via an optical patch-panel into four 12-way
ribbon fibre receiver modules. While only the BUSY signal needs to be transmitted by the
LTIs, there is bandwidth available to send additional information, if needed. The BUSY
signals will be received in the Readout and Monitoring FPGA of the CTPCORE. They can
be individually masked and they are combined in logical OR to form the combined sub-
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detector BUSY signal, which is subsequently used in the Deadtime generation block. The
BUSY signals can be constantly monitored in order to identify the sources of deadtime.

Event readout For each L0A event, the CTP will send an event fragment to its FELIX sys-
tem. A 12-way ribbon fibre transmitter module [10.5] is foreseen for this purpose, to be
used as four or more 9.6 Gb/s FELIX GBT-FPGA links operating in “full mode”. Along with
standard header and trailer information, bit arrays of the trigger inputs and items at the
various stages of trigger processing will be sent as main payload: the trigger input bit pat-
tern TIP, the trigger item bit pattern before prescaling (TBP), after prescaling (TAP), and
after veto (TAV), as well as the bit pattern of all trigger inputs contributing to the formation
of the L0A (TIC). It will be possible to send parts of this information in a programmable
window around the bunch crossing which contains the L0A. For illustration, without any
data-compression scheme, one can estimate about 5 kbits of data per bunch crossing being
read out, and the additional information, including header and trailers will likely not sur-
pass 1 kbit. Hence, four links at 9.6 Gb/s line rate and 7.5 Gb/s available bandwidth in full
mode, will allow, at 1 MHz L0A rate, to read out with a readout window of up to 5 BC.

Monitoring The CTP features monitoring counters for all trigger input signals, trigger
items before and after pre-scaling and veto (TIP, TBG, TBP, TAP, TAV), L0A, incoming sub-
detector BUSY signals, and generated deadtime. They allow continuous counting with
intermediate readout accompanied by a 25 ns precision time interval for accurate rate nor-
malisation. Special counter arrays (“per-bunch histograms”) will allow trigger input rates,
item rates, and deadtime to be monitored for each individual bunch-crossing identifier.

Hooks for the evolved Level-0/Level-1 architecture Two 12-way ribbon fibre transmitter
modules [10.5] are foreseen to send Level-0 trigger information to the Level-1 trigger system
in the evolved Level-0/Level-1 architecture. See Section 14.4.5 for more details.

Partitioning It will be possible to partition the CTP outputs and assign each individual
output to one of several partitions. This will allow one to run several data-taking partitions
concurrently, which is useful during testing and calibration periods. In this scheme, the
trigger path is shared among the three partitions up to and including the pre-scaling. There
will be several instances of the Veto/Mask, Trigger Decision, and Deadtime blocks, one per
partition. CTP event readout fragments can be sent to FELIX for each partition.

10.2 Distribution of Timing, Trigger, and Control Signals (TTC)

Timing, Trigger, and Control (TTC) signals need to be distributed to the sub-detector FELIX
systems and other sub-detector-specific electronics. The timing signals include the 40 MHz
beam-synchronous clock derived from the LHC, which is used to clock the sub-detector and
trigger electronics, as well as the ORBIT signal that is synchronous with the LHC turns. The
clock needs to be distributed with high quality and low jitter. Trigger signals include the
L0A signal, which has to be sent with a fixed latency with respect to the corresponding
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collision, along with associated information, such as a L0A counter, a bunch-crossing iden-
tifier, information on the type of trigger decision, etc. In addition, there will be control
signals and data, sent synchronously or asynchronously with the beam, for sub-detector-
specific uses. The final contents and format of the TTC information will be defined taking
into account detailed requirements from TDAQ and the detector systems. More details can
be found in [10.7].

The distribution of the TTC signals is organised as a tree-like network, driven by a TTC mas-
ter. During physics data-taking, the CTP assumes the role of the TTC master, while during
sub-detector tests and calibration runs, an LTI module associated with the sub-detector can
take over this role. In the opposite (“upstream”) direction, BUSY signals are sent from the
sub-detector FELIX systems or sub-detector-specific back-end electronics. They are collec-
ted by the TTC master and used to throttle the generation of L0A signals.

The CTP will have 9.6 Gb/s point-to-point optical serial links to up to 48 LTI modules,
which define the sub-detector partitioning and are associated with the sub-detector back-
end or FELIX systems. For calibration and test runs, the LTI modules can replace the CTP
and act as TTC master. The LTI distributes the TTC signals to a large number of FELIX I/O
cards. The baseline implementation uses the 9.6 Gb/s TTC-PON optical link [10.2], which
can be split by a ratio of 1:32 to be broadcasted to up to 32 destinations. A solution in
which the LTI has up to 8 TTC-PON links is described here; hence each LTI can drive up to
8× 32 = 256 FELIX I/O cards.

The aforementioned TTC-PON 9.6 Gb/s link has a downlink bandwidth of 200 bits per BC
and uses time-division multiplexing for the uplink. Each FELIX I/O card can send up to
56 bits every 4 µs (in the maximum case of 32 FELIX I/O modules per TTC-PON link). This
solution provides a lot of additional flexibility. For instance, instead of transmitting only a
single BUSY flag from one FELIX I/O card, the available upstream bandwidth would allow
one to send additional information indicating the source of the BUSY.

10.2.1 Local Trigger Interface

The Local Trigger Interface (LTI) is an integral part of the TTC distribution in USA15. It
provides a point-to-point interface to the CTP and a TTC-PON interface to the sub-detector
FELIX systems. For subdetector standalone running, it provides the basic CTP trigger func-
tions.

The LTI will be implemented as a single ATCA blade, to be housed either in existing sub-
detector ATCA shelves, or in a dedicated ATCA mini-chassis installed close to the sub-
detectors’ FELIX systems. Figure 10.5 shows the basic architecture of the LTI module. It
features an FPGA (e.g. Xilinx Kintex Ultrascale+ KU15P [10.4]) which has connections to
all the optical and electrical inputs and outputs and thus gives a lot of flexibility to im-
plement the required functions. The blade is controlled by a System-on-Chip FPGA [10.4]
connected to a gigabit ethernet network. Two 10 Gb/s SFP+ transceivers [10.8] allow the
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Figure 10.5: Block diagram of the LTI architecture.

optical connection to the L0CTP and possibly the L1CTP (see below), through which the
TTC signals are received and the BUSY signal is sent. Up to 8 TTC-PON OLT (Optical Line
Terminal) pluggable modules allow one to send TTC information to up to 256 TTC-PON
destinations and receive corresponding BUSY information. The module features an addi-
tional TTC-PON ONU (Optical Network Unit) pluggable module to be used as a TTC ana-
lyser for debugging and monitoring purposes. Additional electrical inputs are foreseen, in
order to connect trigger, control, and BUSY signals from external sub-detector electronics.
A few electrical outputs will allow one to monitor selected signals with an oscilloscope.

The FPGA is used to implement in firmware the main functions of the LTI: the translation
of the incoming TTC signals between the CTP and the TTC-PON format, a programmable
interface for sending sub-detector data and commands, and the standalone CTP-like func-
tions. In normal physics running, the LTI receives the main TTC signals optically from the
CTP via the 9.6 Gb/s link.
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It will be possible to add sub-detector specific information to the TTC stream and merge
it with the TTC information from the CTP. Typical use-cases include detector calibration
information and on-the-fly periodic re-configuration to mitigate SEU effects. A separate in-
terface is provided for each TTC-PON output with programmable mechanisms for sending
the data in asynchronous or synchronous ways. The information can be inserted in the TTC
stream in various ways, e.g. synchronously with the LHC turn, during bunch crossings
without L0A, during longer LHC bunch train gaps, during the time when an externally
connected signal is active, etc. The combined TTC information is then sent via the TTC-
PON outputs to up to 32 destinations per output. Each TTC-PON also receives the BUSY
information from all of its up to 32 destinations, via the TTC-PON up-link that follows a
round-robin time-division multiplexing mechanism. The BUSY signals of all TTC-PONs
are combined in logical OR and sent to the CTP. In addition to the BUSY state of the partic-
ular FELIX I/O card, the up-link could carry additional information, such as information
on the BUSY source to be used for detailed BUSY monitoring, or information in the context
of detector-specific calibration or configuration procedures.

For sub-detector standalone runs, the LTI plays the role of the TTC master. For this purpose,
it includes CTP-like functions: essential trigger functionalities to be able to perform stan-
dalone sub-detector data-taking, using external electrical or internally generated signals,
with realistic patterns e.g. for high-rate tests. Incoming electrical trigger signals can be syn-
chronised and aligned in time. Additional trigger signals can be generated via a pattern
generator and a pseudo-random generator. Trigger logic is provided via a programmable
look-up table. The resulting trigger items can be combined with bunch group patterns and
can be pre-scaled if necessary. They are gated with a VETO signal before the L0A signal is
formed as the logical OR of all selected trigger items. The VETO signal is generated as the
logical OR of the BUSY signals received via the TTC-PON links, an electrical BUSY input,
and realistically generated deadtime using the same deadtime algorithms as in the CTP.

Monitoring counters, including some per-bunch monitoring facilities, are provided for the
trigger signals at the input, output, and intermediate stages, as well as for BUSY and dead-
time signals.

A pattern memory is also provided, which can be used to play back user-defined trigger
sequences or to capture incoming signals for debugging purposes.

The FPGA will be chosen such that it allows enough flexibility and available resources to
be able to embrace new requirements based on future user experience.

10.3 Level-0 MUCTPI

The MUCTPI processes and combines muon trigger information from the barrel and end-
cap trigger system and passes it on to the Global Trigger and the CTP for combination with
other signatures. It resolves cases where a single physical muon gives rise to more than one
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muon candidate. It counts such multiple objects only once for the multiplicity calculation
(e.g. by only retaining the candidate with the highest transverse momentum, pT) and is
able to filter duplicate candidates passed on for further processing.

After the synchronisation, time alignment, and overlap removal stage, the muon informa-
tion is processed in two parallel paths: the Global Trigger and the CTP path. In the Global
Trigger path, the muon candidates are sent to the Global Trigger for further processing,
with the possibility to limit the number of candidates if necessary. In the CTP path, muon
multiplicities are calculated for the various pT thresholds, taking into account all muon
sectors; they are transmitted directly to the CTP.

The MUCTPI is currently being built for the ATLAS TDAQ Phase-I Upgrade [10.9]. It is
designed to be forward compatible with the Phase-II upgrade, where is it planned that the
Phase-I MUCTPI hardware will be re-used with new firmware, possibly using two hard-
ware modules instead of one, as discussed below.

Figure 10.6: Block diagram of the MUCTPI board.

Figure 10.6 shows a block diagram of the architecture of the Phase-I MUCTPI board. The
implementation of the MUCTPI is a single electronics board following the ATCA standard.
The module is based on FPGAs with a large number of on-chip high-speed serial links, as
well as high-density parallel fibre optics receiver and transmitter modules. The implement-
ation uses a pair of Muon Sector Processor FPGAs, each handling half of the inputs from the
L0Muon Sector Logic modules. They perform the synchronisation, time alignment, overlap
removal and further processing tasks on the incoming muon information. A smaller FPGA

282



interfaces to the CTP, TTC, and FELIX. The FPGA for the Muon Sector Processor is chosen
such that a significant fraction of its resources remain free as a reserve for the implement-
ation of the Phase-II functionality described here. Each of the two Muon Sector Processor
FPGAs receives and processes the output from up to 104 links from L0Muon Sector Logic
modules, via nine 12-channel parallel fibre optic receiver modules [10.5].

The results from each Muon Sector Processor FPGA are sent to the Global Trigger via up to
two 12-channel parallel fibre optic transmitter modules [10.5]. The optical links operate at
9.6 Gb/s synchronously with the LHC clock and use 8B10B encoding. Assuming 64 bits per
muon candidate, this allows each Muon Sector Processor FPGA to send up to 72 candidates
per BC to the Global Trigger, well in excess of the largest multiplicity relevant for the trigger.
The large available bandwidth gives the possibility to send the candidates for a window of
several BCs for use in evaluating delayed signals for exotic particles in the Global Trigger.
The exact information content and data format of the optical links will be defined based
on the available information from the L0Muon Sector Logic and the requirements of the
topological algorithms that will be implemented in the Global Trigger.

A third FPGA is used to merge the results from the two Muon Sector Processor FPGAs,
and to send multiplicities for each pT threshold to the CTP through a single optical link.
The merger FPGA also implements the MUCTPI readout driver functionality, including the
gathering and sending of the full muon trigger information to FELIX upon L0A reception.

The MUCTPI will interface directly to the TTC system via an LTI module. It will receive the
optical TTC fibre via a TTC-PON ONU, and the firmware will be adapted to the new TTC
distribution system foreseen for the Phase-II upgrade.

The Phase-I MUCTPI hardware aims to be forward-compatible for Phase-II. However,
based on the final design of the Phase-II muon trigger system (the design of which has
already evolved substantially since the Phase-I MUCTPI was specified) and based on ex-
perience from Run 3 operations, new requirements may emerge which exceed the input
bandwidth or muon sector processing FPGA resources of the Phase-I MUCTPI hardware
module and call for a hardware upgrade of the MUCTPI. For this reason, the baseline is to
operate the Phase-II MUCTPI with two Phase-I MUCTPI modules, one per detector hemi-
sphere (i.e. η < 0 or η>0), essentially doubling the input bandwidth and muon sector
processing resources. Low-latency LVDS links between the two Muon Sector Processor FP-
GAs in each MUCTPI module are used to share information needed in the overlap-removal
stage. There is no geometrical overlap between the muon detectors covered by the two
MUCTPI modules.

10.4 Monitoring, Control, Configuration, Offline Software

Each ATCA board of the Level-0 Central Trigger system will feature extensive environ-
mental monitoring. Parameters being monitored include voltages and currents of all crit-
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ical power rails, as well as temperatures of FPGAs, fibre optic transmitter/receiver mod-
ules and power converters. A small subset of parameters critical to the health of the board
will be collected by the on-board IPMC, which can take actions to protect the board. It also
provides those parameters to the shelf manager of the ATCA which publishes them to DCS.
The DCS path through the shelf manager will also be used to power-cycle the board and
to reset the System-on-Chip (SoC). In addition, the SoC has access to the full set of envir-
onmental parameters, which will be sent to further processing using Ethernet. If required,
they can also be published to DCS. The SoC will also be used for configuration, control, and
monitoring of the module through a Gigabit Ethernet interface.

New software will be developed, which includes low-level software for interfacing with
the ATCA blades, tools for diagnostics and tests of the hardware, online software for con-
figuration, control, and monitoring within the ATLAS run control framework, as well as
offline software for simulation, reconstruction, and event monitoring.

10.5 Latency

Table 10.1 summarises the estimated latency contributions of the critical path through the
central trigger system. The latency of the CTP is for the latency critical path of inputs from

Item Partial Current Best Uncertainty/
Estimate (µs) Contingency (µs)

CTP Processing 0.275 0.100
Link to LTI (5 BC + 30 m fibre) 0.275 0.025
LTI Internal processing 0.100 0.025
Link to FELIX (5 BC + 10 m fibre) 0.175 0.050

Table 10.1: Summary of the expected latency of the CTP and LTI system.

the Global Trigger to the CTP. The de-serialisation at the serial link input is accounted for
elsewhere. The quoted latency number of 275 ns for CTP processing includes the re-syn-
chronisation to the local BC clock, the selection and switching of trigger signals, and the
complete trigger path including trigger logic, bunch groups, pre-scaling, gating, and final
OR to form the L0A signal and associated Trigger Type word.

For the link to the LTI, 275 ns is estimated, including the serialisation in the CTP, a 30 m long
fibre, and the de-serialisation in the LTI. The internal processing of the LTI is estimated to
be 100 ns, and the link to FELIX is estimated to be 175 ns, including serialisation in the LTI,
a 10 m long fibre to a close-by FELIX system, and the de-serialisation step in FELIX. The
uncertainty is taken into account as contingency and summarised in Table 10.1.

Table 10.2 summarises the latency of the critical path through the MUCTPI. For the Phase-II
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Table 10.2: Summary of the expected latency of the MUCTPI.

Item Partial Current Best Uncertainty/
Estimate (µs) Contingency (µs)

MUCTPI Processing 0.250 0.100
Link to MUX of Global Trigger (5 BC + 15 m fibre) 0.200 0.025

system, the firmware of the MUCTPI has to be completely re-written in order to process
potentially twice as many candidates with a spatial resolution better by a factor of 16. The
latency of MUCTPI processing is estimated to be 10 BC, i.e. 0.250 µs, taking into account the
sharing of trigger information between the two Muon Sector Processor FPGAs via the low-
latency LVDS links. The latency of the link to the MUX of the Global Trigger is estimated to
be 8 BC, i.e. 0.200 µs, which is the sum of the serialisation in the MUCTPI, an assumed fibre
length of 15 m, and the de-serialisation in the MUX of the Global Trigger.

10.6 Project Planning

A tentative schedule for the Phase-II Central Trigger upgrades is shown in chapter 19, for
the CTP, the MUCTPI, and the TTC system.

It has been split into a number of activities, some of them common to the three systems.
After capturing the requirements and designing the respective system in a conceptual way,
the system needs to be specified in detail. For the CTP and TTC, this leads to the Prelimin-
ary Design Review. In parallel, hardware evaluations take place, e.g. concerning the optical
links and FPGAs, using off-the-shelf evaluation tool-kits. For the CTP boards and the LTI, it
is planned to start with a first prototype. After an evaluation and test phase, a Final Design
Review is planned. Depending on the outcome of the review, a pre-production version may
be necessary. For the LTI, the pre-production version could be produced including a small
number of boards aimed to be distributed to the subdetectors for detailed assessment. After
a Production Readiness Review, the final modules will be produced.

Concerning the MUCTPI, the requirements capture and conceptual design phase will last
until one year after the start of Run 3 of the LHC, allowing one to benefit from experi-
ence with the Muon New Small Wheel. In a review of the requirements and specifica-
tions, a decision is expected for the final Phase-II MUCTPI architecture: whether the Phase-I
single-blade MUCTPI hardware is adequate or whether a two-blade architecture using two
Phase-I MUCTPI blades is needed. A redesign and construction of a new set of MUCTPI
modules based on more modern link and FPGA technologies is considered as a risk mit-
igation option. For the baseline architecture with two Phase-I MUCTPI blades, one would
have to launch the production of the additional Phase-I MUCTPI blades.
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The evaluation of the prototypes will include interface tests with upstream and down-
stream systems, such as the Global Trigger, MUCTPI and LTI for the CTP, FELIX for the
LTI, and the L0Muon Sector Logic and the Global Trigger for the MUCTPI.

For all three systems, firmware, low-level software, test software and high-level software
needs to be developed. The firmware implementation starts with board infrastructure firm-
ware and firmware to test and evaluate the hardware. It is followed by the firmware to
control the board via the network and firmware for the high-speed links. Some of these
firmware blocks are common for the various boards and may be shared. There is also firm-
ware specific for the CTPIN, CTPMI, CTPCORE, MUCTPI, and LTI boards, implementing
the main functions of the respective board. The CTPCORE, for example, will have sev-
eral firmware blocks that implement the various functions of the CTPCORE: the realtime
trigger, the event readout, the monitoring, and the TTC interface.

Low-level software needs to be developed, including software for basic communication
with the board and the board infrastructure. This part will be similar for the various boards
and can be shared. It is followed by a low-level library to communicate with the specific
registers of each board and a low-level test suite which includes diagnostic tools as well
as software to perform full system tests. For the CTPCORE and the MUCTPI there will
be specific configuration software which allows the boards to be configured via a higher-
level description of the trigger menu for the CTPCORE and of the overlap handling for the
MUCTPI.

The software development concludes with the high-level software, which comprises control
and monitoring software, which is integrated in the ATLAS TDAQ run control software
framework. In addition, offline software for simulation, reconstruction, data quality, and
analysis is required.

All hardware components will be first commissioned in the laboratory, based on trigger
patterns generated at the hardware inputs and the comparison of readout and monitoring
data with a full system simulation. Once fully commissioned in the lab, the systems will be
ready for installation in USA15 during Long Shutdown 3 and final commissioning with the
ATLAS subsystems can begin.
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11 Data Acquisition

11.1 Introduction

The Data Acquisition (DAQ) acts to facilitate the final stage of the ATLAS online event se-
lection process before permanent storage for offline reconstruction and analysis. The DAQ
system transports and stores data accepted by the Level-0 trigger for further processing.
The data are then provided on demand to the Event Filter (EF) system, which is then re-
sponsible for performing event selection. The DAQ system will change substantially for
the Phase-II upgrade in response to evolving functional and performance requirements,
driven in large part by increasing trigger rates and data volumes. The upgraded system
will benefit from improvements in multiple related technologies. The work will continue
the process, started during Phase-I, of replacing obsolete custom hardware and software
with implementations built on commodity components.

This chapter describes the overall DAQ system architecture before detailing the design of
each functional area, as well as the network which will facilitate all inter-component com-
munication and data transport. Initial focus is given to the DAQ components themselves,
moving then to the online software which underpins operations. Finally, a detailed dis-
cussion of the Event Filter component is presented, which draws on aspects of both the
revised DAQ system design and new online software infrastructure. The EF system itself is
described in more detail in Chapter 12.

The baseline architecture is designed to service a single-level hardware trigger running
at 1 MHz, with hardware tracking as a co-processor to the EF. The system will support a
maximum output rate of 10 kHz of full events for transfer to CERN permanent storage. This
does not include rates for partial event building, which are not expected to drive bandwidth
or processing requirements. All baseline figures will therefore only refer to the full event
building rate.

Given the potential evolution to one featuring a split-level hardware trigger, a discussion of
the implications of such a change for the DAQ system is presented at the end of the chapter.
Such a change requires both modifications to the design and flexibility to be built into the
revised baseline to facilitate future changes.
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11.2 Overview of System Functionality

The primary functional blocks of the DAQ architecture in Phase-II are shown in Fig. 11.1.
The detector Readout system in Phase-II will be made up of Front-End Link eXchange
(FELIX) systems receiving event data from detector front-end (FE) links relayed across a
commodity multi-gigabit network to software-based Data Handler applications running on
commodity servers. The Data Handlers will host detector-specific processing such as frag-
ment aggregation and formatting, while also facilitating monitoring operations. FELIX will
also relay Timing, Trigger and Control (TTC) information from the Phase-II TTC system
to on-detector electronics. Additionally, FELIX will provide a link between the Detector
Control System (DCS), Online SW System and on-detector electronics. Through this chan-
nel commands and data will be relayed to detector FE components, with data also being
distributed from the detector FE to DCS to facilitate routine operations such as control, con-
figuration, monitoring and calibration. DCS will also receive monitoring data from TDAQ
hardware throughout the system.

The Data Handlers will relay all event data to the Dataflow system for storage in a large
buffer system known as the Storage Handler. Event building functionality will be imple-
mented as part of the interface between the Data Handler and the Storage Handler. The
Storage Handler will then serve data as needed to the EF, which will be implemented on
a commodity server farm. Accepted events will be sent to the Event Aggregator system for
packaging and transfer to the CERN computer centre for further processing. Underpin-
ning all DAQ system activity will be a common online software framework; responsible
for control, configuration and monitoring of the entire ATLAS data taking process. For de-
velopment and commissioning, all DAQ system components will be designed to support
standalone data taking either as a complete or partial detector slice as needed by detector
operations.

11.3 Event Data Format

Detector data will be formatted by the Data Handlers after detector specific processing as
need by the Dataflow and Event Filter systems. Logical organisation of the event data
will be overseen by the Event Builder to optimise throughput of the system and minimise
bandwidth transferred to the Event Filter. The accepted events will be formatted as required
by offline reconstruction. The use of data compression is not currently planned, but this
could be reviewed in future if compression is shown to be advantageous.
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Figure 11.1: The main functional blocks of the DAQ architecture for Phase-II, with focus on inter-
faces with other systems. Dataflow is shown in yellow, Readout in Green. The EF components are
shown for reference in Red. The arrows linked to Online Software indicate the path for monitoring,
control and configuration operations, denoting the integration of all components with the software
infrastructure.

11.4 Detector Readout

11.4.1 FELIX

As illustrated in Fig. 11.2, FELIX is the Readout system component which implements the
interface to all detector-specific electronics via custom point-to-point serial-links. FELIX
also acts as the interface to the Data Handlers, monitoring, control & configuration and
DCS via a commodity multi-gigabit network. TTC information will be received by FELIX
from the Local Trigger Interface (LTI) and relayed to detector FE electronics systems in a
format satisfying system-specific requirements. The main idea behind the FELIX concept is
the development of a modular system which makes it possible to independently upgrade
or modify aspects of the system such as computing and buffering resources, network tech-
nology or supported point-to-point (or PON) serial-link protocols. The ability to evolve
through further upgrades is a key feature of the Readout System when one considers the
performance requirements and long development cycle leading to Phase-II, as well as the
long lifetime of the ATLAS experiment beyond this period.

The ATLAS choice of optical link technology connecting to on-detector electronics is the
Versatile Link [11.1] for Phase-I upgrades and the Versatile Link PLUS [11.2] for Phase-II
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Figure 11.2: Possible Readout system architecture for Phase-II. The location of detector specific
processing within the chain will evolve as requirements become better understood and tested.

upgrades. The latter is specified to operate at up to 10 Gb/s for uplinks and at 2.5 Gb/s
for downlinks, and therefore is lpGBT compatible. FELIX will interface to these links with
standard transceivers (e.g. miniPODs). Connections within the ATLAS computing cav-
ern between off-detector electronics and FELIX will be implemented with standard op-
tical links. FELIX will support numerous uplink protocols. These include lpGBT, FULL
mode [11.3] and GBTx mode [11.4] (as already used in Phase-I) and any other detector spe-
cific protocols which will develop over the course of the upgrade, such as the protocol used
for readout of the pixel detector. Downlinks will always make use of the GBT or lpGBT pro-
tocol to convey information from the TDAQ and DCS systems to FE electronics. Examples
of these data include: TTC information (e.g. the bunch crossing clock), configuration and
control signals for calibration procedures and DCS traffic. FELIX must therefore also receive
packets from a commodity multi-gigabit network and route them to the relevant serial-link.
The connections to DCS places a requirement on FELIX reliability and uptime beyond that
of regular data taking operations.

FELIX functions as a router between custom serial links and a commodity multi-gigabit
network. It is detector agnostic and encapsulates common functionality. There is no re-
quirement for FELIX to decode or process the received data beyond what is required to
determine its destination. In the baseline architecture, the detector FE electronics do not
require RoI information. The RoI list (along with L0CTP output information) will thus be
sent to FELIX as data fragments from the trigger systems and follow the normal Readout

292



11.4.1 FELIX

and Dataflow path. This information will be used by EF processors, which will decode the
list and retrieve the corresponding data.

FELIX will be implemented with a commodity server hosting custom FPGA I/O cards.
Each FELIX card receives trigger and synchronous commands from one optical fibre (PON),
which connects the FELIX card to one LTI module. The same fibre is used by the FELIX card
to propagate back BUSY information. The FELIX card will receive complete information
for each L0A, will pass on this information to the Data Handler(s), which are in charge
of inserting it into the data fragments, and will send a subset of the information to the
detector front-ends formatted according to the needs of the front-end electronics. FELIX
will also allow front-end data sources to send data not only to the Data Handler but also to
other network end points. For example, hardware trigger processors may sample ’bunch
crossings of interest’ that are not L0A or accumulate data for histograms of input and output
data characteristics. These can be transferred to FELIX on a dedicated logical link different
from L0A data and routed to a dedicated monitoring process on the network.

The LTI module will also be able to send FELIX additional user information, or specific
trigger patterns (e.g. for calibration), as agreed with the detectors. The communications
between the LTI and FELIX I/O card will be implemented in firmware at both ends. The
essential TTC and BUSY functionality that exists in the Phase-I system will be complemen-
ted by enhanced features, including additional event identification counters and facilities
useful for detector calibration, configuration and control. The detailed requirements will
be captured in discussion with the detector communities, and the implementation will be
optimised and refined in detailed design and prototype-evaluation work.

To meet the requirement of forward compatibility with Phase-II, the Phase-I upgrades of
the New Small Wheel, MUCTPI, Liquid Argon calorimeter trigger electronics and Level-1
calorimeter and muon trigger systems [11.5] will use FELIX-based readout. These upgrades
only require a subset of the functionality described, but FELIX will be designed to be ar-
chitecturally compatible across upgrade phases. For Phase-II the design of FELIX will be
expanded to address Phase-II specific requirements, such as: support for the upgraded
TTC system, more complex configuration and control scenarios, vertical and/or horizontal
aggregation of data across links before routing data fragments to the Data Handlers, expan-
ded data routing capabilities and handling of a higher number of potentially higher speed
links. Any Phase-I FELIX systems will be replaced with the upgraded Phase-II versions as
needed.

As illustrated in Fig. 11.2, the baseline implementation envisages that the FE links and
GBT/lpGBT/FULL mode protocols will be managed on a custom PCIe interface board (the
FELIX I/O card) hosting a custom mezzanine that will implement the TTC interface (i.e.
the connection to the LTI). It is expected that each FELIX interface board will be able to sup-
port up to forty-eight links, with two such boards hosted in a commodity server. However,
the number of links that will be handled by each PCIe card largely depends on the required
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Table 11.1: Overall Phase-II Readout System Size. The precise number of FELIX systems will vary
depending on the partitioning model which detector groups choose for their Readout slices. The
number of links will increase due to the fact that fibres are usually handled in bundles of 12. The
ratio between FELIX servers and Data Handler servers will be optimised for I/O and CPU load
balancing.

Component Total Number
Total links from detectors 17093
FELIX I/O card 545
FELIX servers 279
Data Handler PCs 545

link speeds, link utilisation and type of protocol as well as on the evolution of PCIe tech-
nology or any other equivalent high-speed bus that may be selected. The PCIe Gen4 (16
GT/s 1) standard has already been released, offering double the bandwidth of PCIe Gen3
(in common use at the time of writing). The first devices compatible with PCIe Gen4 star-
ted appearing in the market in 2017. Based on this model of implementation, and assuming
the choice of a bus at least as performant as PCIe Gen4 x16, the size of the Phase-II FELIX
system is summarised in Table 11.1. A full breakdown of the expected number of links
per subdetector is presented in Table 11.2. In places where the use of 10 Gb/s lpGBT with
high-link utilisation (> 50%) is expected, 24 links from the front-end have been assumed for
each board. In the case of lower link speeds (< 5 Gb/s or low utilisation), and less FPGA
resource intensive link protocols, such as for the ITk Pixel detector, 48 links per board are
envisaged.

The Phase-I FELIX has been demonstrated to be able to drive 24 GBT links and 12 FULL
mode links. In the case of GBT the limiting factor is the number of available FPGA lookup
tables, while in FULL mode the limitation comes from the maximum bandwidth of the
PCIe Gen3 bus in use. More information can be found in the presentation prepared for the
FELIX Phase-I progress review [11.6]. For Phase-II, FELIX systems will need to support
24 links, with the exception for the ITk Pixel FELIX systems which will need to support
48. This goal is achievable, since the ITk Pixel uplinks will resemble FULL mode links,
which require far fewer FGPA resources to implement than GBT links. By 2019 PCIe Gen4
development systems are expected to be available. These will be used to start prototyping
and identifying any limitations to be overcome.

11.4.2 Data Handler

The Data Handlers will receive data from FELIX via a commodity multi-gigabit network.
The system will be implemented as a series of applications running on commodity serv-

1 GigaTransfers per second, a common metric for bus performance.
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Table 11.2: Summary of Phase-II Detector Readout Link and Bandwidth Requirements. Downlink
refers to data travelling toward the front-end electronics, and uplink to data travelling from the front-
end toward the rest of the DAQ system. Detectors with existing FELIX installations from Phase-I
will be updated with new hardware as required.

Detector
Number of Number of Bandwidth

FELIX boards Links (Gb/s)
ITk Pixel downlink

224
1285 2.5

ITk Pixel uplink 10596 5
ITk Strips downlink

76
1552 2.5

ITk Strips uplink 1824 10
LAr LASP downlink

36
100 2.5

LAr LASP uplink 770 10
LAr LDPB downlink

8
31 2.5

LAr LDPB uplink 155 10
L0Calo downlink

8
16 2.5

L0Calo uplink 120 10
NSW downlink

96
864 5

NSW uplink 1440 5
NSW Trigger Processor 4 64 5 or 10
Global Trigger downlinks

4
48 2.5

Global Trigger uplinks 96 10
Tile 8 160 10
TGC 8 192 10
MDT 64 1536 10
RPC 4 64 10
CTP 1 12 10
MUCTPI 1 4 10
LUCID uplink 1 24 5
ZDC uplink 1 24 5
AFP uplink 1 12 5
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ers which facilitate detector-specific processing, e.g. formatting and/or monitoring, within
a common DAQ infrastructure. After completion of detector-specific actions all data will
then be passed to the Dataflow system for further processing by the Event Filter (see Sec-
tion 11.5). To meet the requirements of detector-specific trigger-aware monitoring, auto-
mated recoveries and book keeping, the Data Handler will also receive Level-0 trigger in-
formation via FELIX.

Figure 11.3: Main components of the Data Handler infrastructure.

The detector-specific data processing in the Data Handler, shown in Figure 11.3, as well as
the configuration/calibration, control, and monitoring functions shown in Figure 11.2, will
be implemented using common software tools. Raw data processing, which up to this point
has been implemented in firmware on-board the Readout Driver (ROD) hardware, will now
be implemented within customisable Data Handler software applications. On average, it is
expected that a data handler will be capable of sustaining a bi-directional I/O capacity of
order 100 Gb/s. The ratio between the number of FELIX boxes and Data Handlers for each
detector is not yet well-defined. The number of Data Handlers, and the number of links
each handle, can be easily adjusted given the flexibility of the network slice design. The
final ratio will depend on I/O parameters such as bandwidth, i.e. how heavily subscribed
each FELIX input link is and the data size for L0A fragments, and transaction rate, i.e. how
many readout links per FELIX box will receive data for each L0A and whether all front-end
sources report for every accept. The ratio will also depend on the total CPU load (within
the Data Handlers) requested for DAQ data formatting and for detector specific needs, such
as calibration and monitoring operations. For modelling this the assumption can be made
that a few thousand operations per incoming fragment are possible.

11.4.3 R&D leading to the final design and implementation of the Readout
System

The rapid technology evolution in the area of high-speed interconnects makes it premature
to freeze the design of the Readout System at this point. There is nevertheless a baseline
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architecture, in-line with the implementation of FELIX for Phase-I (hardware shown in Fig-
ure 11.4), relying on PCIe, multicore commodity servers and commodity high-speed net-
work technologies. The FELIX firmware designed for the Phase-I is in an advanced stage
of development [11.7]. The design provides a good estimate of FPGA resource utilisation,
from which it is possible to make extrapolations for FELIX in Phase-II. The system size
presented in this chapter is based on these extrapolations. By basing prototype implement-
ations on this architecture, it will be possible for TDAQ and detector communities to ex-
plore how the required Phase-II functionality and performance could be achieved. As an
example, the Phase-I FELIX is being used to demonstrate the capability to perform complex
calibration procedures for the ITk in the context of the ITk Pixel demonstrator programme.
Results are expected in the course of 2018 and will make it possible to tune both the fu-
ture design and implementation based on first-hand experience and collaboration between
TDAQ and detector communities. A similar programme of R&D will occur for DCS, in or-
der to inform final decisions as to the location of DCS-specific processing operations (from
the network and software layer to the level of the FELIX firmware itself).

GTH
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Figure 11.4: Phase-I FELIX hardware platform, known as the FLX-711. Final prototype shown on
the left, block diagram on the right.

Similarly, by evolving the Phase-I FELIX firmware and Readout software it will be pos-
sible to study the optimisation of FPGA resources in order to deal with a higher number
of FE Links. It will also be possible to develop and evaluate more complex data routing
algorithms based on the Level-0 IDentifier (L0ID)/BCID, as well as the implementation
of ’vertical or horizontal’ data aggregation before forwarding the data to the Data Hand-
lers. In this context vertical aggregation refers to the grouping of multiple event fragments
from the same logical detector link before forwarding the data to a Data Handler; whereas
horizontal aggregation refers to the aggregation of data fragments from multiple logical
detector links with the same L0ID/BCID before forwarding them to a Data Handler. FELIX
data-routing capabilities are an important ingredient not only for the design of the Data
Handler, but also for the DAQ system as a whole. For instance, being able to route data
based on the L0ID/BCID opens the possibility of partitioning the Dataflow/EF system into
identical subdetector-wide slices. Each slice would be made of a subset of Data Handlers,
each connected to all Readout paths from a subdetector, each seeing all of the subdetector’s
output for any event for a fraction of the L0A rate.
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In addition to these areas of study, R&D will continue on the matter of high-speed server
buses, either evolutions of PCIe or any alternatives that may appear in the coming years.
Work will also focus on high-performance I/O software. Studies will be performed in the
areas of data compression, which may be useful in minimising network bandwidth as well
as Dataflow storage requirements. Last but not least, alternative form factors for the FELIX
and Data Handler may be considered, assuming they retain the modularity of the FELIX
concept in terms of independent upgradability of computing resources, network technolo-
gies and serial-link handling.

11.5 Dataflow

The Dataflow system buffers, transports, aggregates and compresses event data. It is re-
sponsible for the transport of data from the output of the detector Readout to CERN per-
manent storage. The main functional elements of the Dataflow system are the Event Builder,
the Storage Handler and the Event Aggregator. The Event Builder is the logical interface
with the Readout System. It receives event data from Data Handler systems and assembles
event records, associating each incoming event fragment with its parent. The Event Builder
also manages the storage volume of the Storage Handler system. The Storage Handler is a
high-throughput large-volume storage system which buffers event data before and during
processing by the Event Filter. For events accepted by the Event Filter, the Event Aggreg-
ator collects, formats, compresses, and transfers the output to CERN permanent storage.
Fig. 11.1 shows these main functional blocks as part of the Phase-II Dataflow system.

The Dataflow system receives events from the Readout System’s Data Handlers at 1 MHz
and buffers them in the Storage Handler with total writing (i.e. input) traffic of 5.2 TB/s.
The size of this traffic is driven by the overall event size. This is shown in comparison to
Phase-I for the input stage of the system in Table 11.3. The Storage Handler provides the
Event Filter with access to Level-0 trigger information, and approximately 10% of data, at
1 MHz and full event access at 400 kHz for a total reading (i.e. output) traffic of 2.6 TB/s.
The Event Aggregator receives the full event record at the output rate of 10 kHz for a total
throughput of 60 GB/s out to CERN permanent storage. The traffic requirements for the
different components of the Dataflow system are summarised in Table 11.4.2

The next sections describe the different components of the system in more detail and provide
information independent from the implementation. The last section presents and discusses
the implementation-dependent aspects.

2 Not including contributions from the High Granularity Timing Detector or small contributions from other
subsystems.
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Table 11.3: Average Event Size (before HLT selection) as extrapolated from Run 2 data to the Phase-I
conditions(including the new detector systems introduced by Phase-I upgrade), and from estimated
by the detector systems in Run 4 after the Phase-II upgrades. Forward detectors are not listed since
the associated event size is negligible.

Detector System
Extrapolated Data Size [MB]
Phase-I Phase-II

Pixel 0.3 2.4
Strip 0.2 0.5
TRT 0.5 -
LAr 0.7 0.7
Tile 0.1 0.2
Muon 0.5 0.8
TDAQ 0.6 0.6
Total 2.9 5.2

Table 11.4: Phase-II Dataflow traffic requirements.

Component Connection Traffic
Detector Front-ends to FELIX 5.2 TB/s
FELIX to Data Handlers 5.2 TB/s
Data Handlers to Event Builder/Storage Handler 5.2TB/s
Storage Handler to Event Filter 2.6 TB/s

Event Filter to HTTIF
Event Filter to rHTT 175 GB/s
Event Filter to gHTT 560 GB/s

Event Filter to Event Aggregator and Permanent Storage 60 GB/s

11.5.1 Event Builder

The Event Builder is the logical interface between the Dataflow and Readout systems and
acts as the primary intelligence managing event data across the Dataflow system. It is also
the mechanism by which backpressure from the Dataflow and downstream systems are
communicated to the Readout system.

The Event Builder will be implemented as a software interface to the Storage Handler. The
Data Handlers will write data to the logical storage volume via this interface. The interface
will be responsible for associating event data with their parent L0A as they are received.
Across the Event Builder system events must be tracked at the L0A rate of 1 MHz. In the
case of an operational issue the Event Builder interface will throttle Data Handler traffic to
reduce the rate of written data, by asserting back pressure to the Readout system.
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11.5.2 Storage Handler

The Storage Handler buffers data received from the Readout system through the Event
Builder to decouple the Readout and Event Filter. The large storage volume needed to
achieve the required 7.8 TB/s aggregate I/O traffic allows for increased event processing
time, the potential of processing deferment, and an increase in operational robustness in
the EF.

The Readout system accesses the Storage Handler through the Event Builder software layer.
Event Filter processors are then notified of the presence of new data within the storage
volume and commence processing as permitted by their current load. Accepted events are
then made available to the Event Aggregator for transfer to permanent storage.

11.5.3 Event Aggregator

The Event Aggregator system receives events from the Event Filter, performs compression
and prepares output files for transfer to permanent storage. The Event Aggregator receives
the 60 GB/s output from the Event Filter farm. In terms of implementation the system will
make use of a common storage hardware platform shared with the Storage Handler.

The Event Aggregator provides a buffer area capable of storing up to 48 hours of accep-
ted event data as required by CERN-IT. This decouples online data taking operations from
non-ATLAS systems and enables the Dataflow system to cope with disruptions or malfunc-
tions of the data transfer to the permanent storage systems outside of ATLAS experimental
control.

The Event Aggregator will be responsible for ensuring that events associated with different
output streams are sent to Tier-0 as part of the requested stream. The decision as to which
stream an event should be associated with will be taken by the Event Filter.

The Event Aggregator will support partial event building based on the result of Event Filter
processing.

Finally, the Event Aggregator will be responsible for any necessary communication with
the Tier-0 processing centre if anything beyond data transfer is required.

11.5.4 Storage System Sizing & Technology

Looking at currently available technology, and extrapolating based on industry predictions,
it is possible to produce an estimated scale for the Phase-II storage system. Current com-
mercially available data centre solutions provide storage space within performance-tiered
clusters using a variety of different media types with different throughput and storage cap-
abilities including: HDD, SSD, Non-Volatile Memory Express (NVMe) and random-access
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memory (RAM). Adopting the same policy, with the use of different media types according
to role, could allow the system to meet its high-throughput requirements while using the
most appropriate and cost-effective storage type for the component in question. For ex-
ample, on the Data Handler side, very high-throughput media such as RAM could provide
the necessary performance, while more reliable media such as HDDs could provide the
stability needed for the Event Aggregator side. For the Storage Handler, the throughput
requires that Solid State Drives (SSD) be the dominant technology. The system is sized
according to this assumption.

Over the past ten years HDD capacity grew by a factor of 10 and the trend is expected to
continue through to 2025. The same improvement in capacity can be reasonably expected
for SSD technologies. Today the highest capacity SSD is of order 4 TB. Today’s SSD techno-
logies provide 2 GB/s of aggregated throughput; this throughput scales with capacity up to
the extent that the connectivity can support. With PCIe Gen4 connected SSDs, we assume
5 GB/s achievable throughput as a baseline for future PCIe connected SSDs which will have
a capacity of 20 TB.

The Storage Handler system needs to provide 5.2 TB/s of writing and 2.6 TB/s of reading
traffic. The full 7.8 TB/s I/O throughput can be provided with 1800 SSDs providing 36 PB
of total storage. This represents more than an hour of event buffering at the full Level-0 rate
before and during Event Filter processing.

To meet the requirements of CERN-IT the Event Aggregator must buffer 48 hours of full
event data at 10 kHz with an output event size of 6 MB, giving a storage volume require-
ment of 10 PB. This capacity would require 500 SSDs which are naturally included as part
of the Storage System needed for the Storage Handler. The required output throughput of
60 GB/s is negligible compared to the total 7.8 TB/s of the Storage Handler, and a common
storage system is design for the input and output buffer to more efficiently use resources
and provide greater system flexibility.

As a whole, the storage volume supporting the Dataflow system could consist of 1800 SSDs
supporting 5.2 TB/s of input traffic, 2.6 TB/s of output traffic and 36 PB of storage capacity,
among which up to 10 PB will be used by the Event Aggregator.

11.5.5 Factors Affecting Implementation

Due to the high-throughput requirements, the design of the Dataflow system is closely
coupled with that of the network system which supports communications (see Fig. 11.8).
The ideal case, where the network can be considered an infinite resource linking every sys-
tem to every other system (i.e. all-to-all) regardless of functionality or physical location is
not feasible from a cost or logistical perspective given the required bandwidths. The Data-
flow system design and implementation must take into account the constraints emerging
from the supportable network topology and bandwidth provided between clients.
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From the Dataflow point of view the network design provides higher-bandwidth and lower-
latency connections between subsets of Data Handlers and subsets of Storage Handler units
by connecting them all via the same switch hardware within a subset. Every Data Handler
has a set of storage units for which it will be much more efficient to write to. Connectiv-
ity between a specific Data Handler and the Storage Handler units not directly connected
to its switch is provided by interconnecting switches through an intermediate router. The
local network areas are referred to as Dataflow slices as shown in Fig. 11.5. Intra-slice com-
munication will be considered efficient and fast while inter-slice communication will be
considered limited.

Figure 11.5: Logical flow of the Dataflow system showing the slices of network traffic from Data
Handlers to preferred Storage Handler units.

11.5.6 System Workflow

Fig. 11.6 shows a high-level description of the communication between the Dataflow com-
ponents. It describes a comprehensive understanding of the life cycle of an event within
the Dataflow system and remains true regardless of the final implementation.

The Data Handlers write data to the storage system using the Event Builder interface. The
location of the data is irrelevant to the Data Handlers and the Event Builder guarantees that
written data is optimally placed within the Dataflow slice and will eventually be accessible
to the Event Filter. This communication step is used by the Event Builder to prevent Data
Handlers from writing new events, and therefore asserting back pressure to the Readout
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Figure 11.6: Logical communications between different components of the Dataflow system. The
red boxes show the communications involving inter-slice traffic, the dashed Vertical lines indicate
the logical component responsible for each action. The arrows represent all communication between
components, including the initial message (indicated by arrow direction) as well as any response
and follow up high bandwidth traffic if present. The Event Builder serves as an interface for both
the Data Handler to write data to the storage volume and the Event Filter Processing Units reading
data from the storage volume.

system. The main task of the Event Builder is to gather the data from the different Data
Handlers into a single event entity. The event entity can be a physically contiguous file or a
logical aggregation of independent blocks distributed across the storage cluster. By track-
ing the event entities the Event Builder is responsible for the maintenance of the Storage
Handler volume. This event building step necessarily involves inter-slice communication.
In the logical event building case, maintaining the state of the distributed event fragments
accounts for far less network traffic than the event data itself needed for physical event
building. For optimal use of storage media, as well as network resources, sets of built
events could be aggregated into larger files for access by the Event Filter. The exact number
of events in each file would then be dependent on the technologies in use.

Once an event is built it is published by the Event Builder to the Event Filter and can be
requested by or pushed to a given Event Filter node. The Event Filter sees the event as part
of a single file whether or not it is physically built. From the storage system and network
point of view, if the file is contiguous or distributed in blocks implies very different access
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patterns. In either case there is many-to-one communication at some point in the chain that
requires special consideration in the design of the Dataflow and network systems.

The two different forms of event data (distributed and contiguous) may coexist in the sys-
tem. The Event Builder could, for example, initiate a background physical event building
process for long-lived events when computing, storage and network resources are avail-
able. The Event Builder may also use a timeout policy to move event data to different me-
dia types throughout their lifetime. The Event Builder guarantees that these background
activities are not visible to the Event Filter or the Event Aggregator.

If the event is accepted by the Event Filter it writes the result of the Event Filter processing
to a designated location within the event file, and the Event Aggregator is informed of the
file and can access it for aggregation and external transfer. The result written to the Event
Aggregator can include information governing output stream allocation and partial event
building. When the transfer is complete the file is deleted to release storage resources. If
the event is rejected, the file is similarly deleted from the storage system.

Figure 11.7: The measured throughput of GlusterFS DFS normalised to the performance of a single
local process. Measurements are shown for sequential reading and writing as well as random reading
and writing as a function of IO block size. The distributed read and write processes are coordinated
across multiple hosts allowing the performance to potentially be greater than the local process when
throughput is limited by host CPU, for example sequential write of small block sizes.
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A DFS-based Implementation The rapid evolution of both hardware storage technolo-
gies and software storage solutions makes the definite choice of an implementation pre-
mature, but from what is known so far, a proposed solution has been developed based on
linking the different Dataflow system components through a distributed file-system (DFS).
In a DFS-based implementation, all system components (i.e. Data Handlers, Storage Hand-
ler, Event Filter, Event Aggregator) host part of the file-system on their local storage media.
The location of all data on the system is tracked by metadata managed by the DFS. All
Dataflow operations can then be enacted by modifying file metadata to schedule transfer
to another storage volume, and the synchronisation of metadata between hosts. In this
model, the event data files for processing exist in a global namespace, which is visible to all
Dataflow system components.

The first step in the processing of event data is for the Data Handlers to open a file, loc-
ated in the Storage Handler volume, and start writing into it. Local metadata servers then
implement event building functionality by ensuring that the locations of event data are cor-
rectly tracked across the system. In this way the Event Builder component of the system is
implicitly implemented without the need for more dedicated technology. The existence of
the file in the global namespace will make it visible and accessible to the Event Filter and
the Event Aggregator. Processing or accepting an event can then be achieved by moving
the file to a specific directory monitored by the Event Filter or Event Aggregator, therefore
making it a metadata-only operation. Event rejection can itself be implemented as a simple
file deletion which is also a metadata-only operation. In the proposed solution the Storage
Handler system provides its own storage units and devices but may also take opportunistic
advantage of other systems’ storage media to aggregate storage space where possible and
pertinent.

From a networking perspective, DFSes like CephFS [11.8], GlusterFS [11.9], or OctopusFS
[11.10] provide a network topology-aware placement of file blocks. With this it is possible
to ensure each Data Handler will only write event fragments to parts of the file within its
Dataflow slice. There is therefore no need for large scale data transfer between the stor-
age system slices, only the transfer of the metadata needed to keep track of the contents
of the file in each slice. The DFS metadata contains the storage block-to-file level informa-
tion as well as the usual file system metadata (permissions, timestamps, etc.). At present,
no DFS supports the opening of the same file from several hundred writers, but CephFS
and OctopusFS do offer distributed metadata management that is required for sliced event
building.

Storage tier-aware DFSes like OctopusFS or ScaleIO [11.11] take care of automatically man-
aging the different capabilities of mixed media storage to balance throughput and reliab-
ility. Most DFSes (HDFS [11.12][11.13], GPFS [11.14], GlusterFS, OctopusFS, etc.) have
built-in mechanisms to manage data replication to provide device, unit and rack fault tol-
erance. These mechanisms can be disabled to save storage space and storage and network
bandwidth, and potentially overloaded to implement an automated Event Filter processing
timeout mechanism.
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In Fig. 11.7 the performance impact of a DFS is compared with the throughput that can
be achieved by a single local process as a function of application-to-storage communic-
ation block size. Shown for GlusterFS, the writing performance is at or above the local
throughput for I/O block sizes up to the ATLAS event size. The distributed read and write
processes are coordinated across multiple hosts allowing the performance to potentially be
greater than the local process when throughput is limited by host CPU, for example se-
quential write of small block sizes. Random read access shows a degradation of less than
10%. The CPU overhead associated with reading data from a DFS relative to the local stor-
age media has been measured in CephFS, ScaleIO and GlusterFS to be negligible at less
than 1-5% of the system CPU. Any performance impact associated with a DFS implementa-
tion is assumed to be within the uncertainty of the functional requirements of the Dataflow
system.

The implementation that has been described in this section is based on the known function-
ality of third-party DFSes used as points of reference, with third-party solutions in general
seeming the optimal choice for any final implementation. Such solutions may require ad-
ditional customisation, the level of which depends on the evolution of the market. The
final form of the system will favour commodity solutions where possible, with the de-
sired features having been highlighted. In the event that the development of a custom
solution provides a more efficient and cost-efficient approach it will be adopted. Market
survey, experimentation and specific studies will be necessary to maintain an up-to-date
knowledge of the available third-party solutions’ capabilities and limitations. DFSes that
minimise inter-slice communication to metadata-only traffic, trading off extra latency to
achieve the required throughput, will be considered the top candidates. Automatic mech-
anisms internal to DFSes (e.g. load balancing, data replication, tiered-cache management)
will provide a smarter and more upgradeable system supported by a potentially large de-
veloper community.

11.6 Network

The Readout and Dataflow components discussed so far rely on a high-throughput net-
work for all communication and data transport. In this section the architecture of such a
network will be discussed, focusing not just on data transport, but also on reliability and
redundancy.

11.6.1 Network Domain Description

The ATLAS DAQ system consists of two well-separated network domains. The first do-
main, known as the Readout network (or FELIX network), is a high-throughput system
connecting the FELIX servers and the Data Handlers with additional requirements for DCS,
control and monitoring infrastructure interconnection. The high-level architecture for this
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component is envisaged to be an extension of the Phase-I Readout network [11.15] com-
prising all the ATLAS subdetectors.

The second network domain, known as the Dataflow network, provides connectivity be-
tween all the Dataflow components and the EF farm. Its architecture has to be completely
revised with respect to the Phase-I system as requirements will change significantly.

11.6.2 Network Technology Choice

There are currently several network technologies with promising future performance pro-
jections in terms of bandwidth and maximum latency that can be considered for the Phase-II
networks. These are Ethernet, InfiniBand and OmniPath. While Ethernet is the market-
leading technology for a wide range of applications (including data centre interconnection),
InfiniBand and OmniPath are technologies developed specifically for High Performance
Computing applications. It is not currently possible to make firm conclusions about the
most suitable technology for Phase-II, as many factors are currently unknown and diffi-
cult to predict. For example: price per port and per Gigabit, lossless operation of Ethernet,
effectiveness of remote direct memory access (RDMA) for high-speed Ethernet, medium-
range link range, etc.

The current baseline is a system completely based on Ethernet. However, the use of two dif-
ferent network technologies in the two network domains presented is not excluded. While
to first order this may appear inefficient, there might be some requirements only attainable
with a specific technology (e.g. ultra-low latency communication in the Readout network)
for each use case.

In terms of technology assumptions which can be made at this point, the first one is that
by the time of Phase-II it will be possible to purchase 100/400 GbE devices, 400 Gb/s’Next
Data Rate’ (NDR) Infiniband or its equivalent in OmniPath. This assumption is suppor-
ted by the latest official roadmaps [11.16][11.17]. The second assumption is that Ethernet
NICs, InfiniBand host channel adapters (HCAs) and OmniPath host fabric adapters (HFAs)
will have enough bandwidth towards the system CPU and memory to run at the required
speed [11.18].

In order to select the best suitable technology the R&D strategy has been divided into
three steps: technology tracking, technology evaluation and network slice construction.
The technology tracking will be performed with Mellanox (for InfiniBand), with Intel (for
Omnipath) and with the typical Ethernet vendors that regularly visit LHC experiments.
Following the Phase-I R&D model, early stages of technology evaluation should be per-
formed in High Performance Computing (HPC) clusters owned by third parties. This was
proven to be enough to learn the basics of a given technology. Finally, when the candidate
technology is selected a testbed setup should be built to perform an in-depth evaluation
with a real DAQ system slice.
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11.6.3 Network Architecture

As mentioned above, the architecture for the Readout network is similar to the Phase-I
FELIX network. The design is based on organising the system in slices and connecting all
the nodes in a given slice to the same high-throughput device. Each slice contains a certain
number of FELIX servers and the set of Data Handlers they need to communicate with. All
the network slices are connected together with a pair of routers on a higher hierarchical
level allowing all-to-all communication for DCS, control and monitoring purposes.

The redundancy of the described setup could be improved by connecting the FELIX server
links to a pair of switches working in active-active mode. This solves the problem of hand-
ling individual link failures (the most common type of failure) making use of the full capa-
city installed in normal operation. On the other hand, the service would be degraded, but
not stopped, in case of a switch failure.

For the Dataflow network, the proposed architecture is based on aggregating Data Handler
servers with pizza-box switches and connecting the Storage Handler units to the same net-
work switch. A set of Data Handler nodes will then always write to the same set of Storage
Handler units, maximising the throughput and reducing the latency. The switches need
high-throughput uplinks to the network core routers, so as to allow all-to-all communica-
tion between the Storage Handler and the rest of the system.

For Event Filtering connectivity, the servers are stored in racks and connected to Top-of-
Rack (ToR) switches. Every ToR switch is connected to the core network with enough up-
link capacity to ensure the required throughput. Finally, events aggregated by the Event
Aggregator need to be sent to permanent storage. For this, high-throughput Long-Range
links are needed between the core routers at Point 1 and the CERN data centre.

A baseline network implementation is depicted in Figure 11.8. The shape of the core router
cluster is an implementation detail and different solutions can be envisaged: from a pair
of chassis routers to a distributed leaf-spine switch topology [11.19]. The advantage of
using a router cluster is that it can provide a basic level of network redundancy simply by
connecting pairs of uplinks to different devices.

The described architecture is suitable for Ethernet networks. However, if an HPC techno-
logy were to be used (where all the devices have the same link speed), it could be possible
that link aggregation could be achieved by installing many links of the same speed. In this
case, the number of ports available on the network devices for connecting endpoint hosts
would be reduced and even more devices would be needed. In this situation, the architec-
ture of the network would certainly need to be revised and tailored to a given technology.
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Figure 11.8: Baseline network implementation using Ethernet technology. Network redundancy
scenarios are not depicted.

11.6.4 Control Network

The amount of control traffic during a data taking session is not expected to grow sig-
nificantly in the new system. Therefore, the need for a dedicated network is not con-
sidered necessary for control and monitoring traffic. Instead, new virtual networks can
be defined on top of the available high-throughput devices and make use of traffic en-
gineering and Quality-of-Service techniques to guarantee the non-interference of different
flows. Moreover, the control traffic can make use of all the installed network capacity dur-
ing software infrastructure initialisation and configuration steps. On the other hand, a flat
non-redundant 1 Gbps Ethernet network may still be needed for server management traffic
via Intelligent Platform Management Interface (IPMI).
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11.6.5 Network Installation

In the case where the final network design is Ethernet based, the available Medium-Range
interconnection technology will have an impact in the network installation. There are cur-
rently two industry standards used in big data centres (not yet standardised by IEEE) for
100 GbE: PSM4 and CWDM4. PSM4 stands for "Parallel Single Mode 4 lane" and can reach
500 m. CWDDM4 stands for "Coarse Wavelength Division Multiplex" and can reach 2 km.
For 400 GbE similar solutions are expected to cover similar distances for reasonable prices.
However, depending on the price ratio between Medium-Range 100 and Medium-Range
400 GbE the installation of an aggregation layer could be performed in the ATLAS service
cavern (USA15) or in the surface data centre (installation of many 100 GbE links versus
installation of fewer but more expensive 400 GbE links).

For practical purposes, patch-panel based solutions are preferred over active-fibre based
ones for USA15 to surface links [11.20]. The reason is that with active cables we need to
account for enough spares to deal with all the transceiver failures that might arise during
operational periods. Laying new active cables is only possible during scheduled mainten-
ance periods such as the yearly winter shutdown. On the other hand, with a patch panel
solution we only need to account for spare fibres, which are passive components with low
probability of failure, and account for few spare transceivers that can easily be replaced
when necessary.

11.7 Online Software

So far in this chapter the focus has mainly been on architecture and connectivity of indi-
vidual components of the DAQ system. Another core part of the design is the software
infrastructure which will manage and operate the components of the system, and integrate
them with the wider ATLAS data taking environment. The Phase-II upgrades provide an
opportunity for significant re-designs and improvements of various parts of the system to
make use of new technologies and standards. In this next section a detailed description
of the proposed upgraded online software infrastructure will be presented, alongside an
overview of the studies currently in progress in order to better understand and explore all
aspects the design. Most of the software elements within the online setup will be main-
tained and upgraded adiabatically in the next several years by the ATLAS DAQ Operation
group. However, some of the core software infrastructure may be significantly redesigned
to benefit from the availability of new technologies

11.7.1 System Overview

The online software infrastructure used to facilitate ATLAS data taking is comprised of a
small set of common libraries on which the DAQ and offline software projects depend. The
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software stack is built on top of a large number of external libraries, which are provided in
a dedicated release by the LHC Computing Grid (LCG) project. Most of the online software
is written in C++, although some of the DAQ software uses Java, and Python is the stand-
ard for more complex scripting tasks. With the recent move to git for version control and
CMake [11.21] as a build system, most of the software infrastructure is now using standard
open-source tools for these tasks, as well as for continuous integration and testing.

The DAQ software contains components responsible for configuration, control and monit-
oring of the full ATLAS system during operations. Few fundamental changes are expected
in terms of the responsibilities of this part of the system. The main exception is the in-
creased use of ATCA over VME for Phase-II. The current software provides support for
Single-Board Computers inside VME crates, which control much of the front-end hardware
and Readout. The transition to ATCA for Phase-I seems to go hand-in-hand with solu-
tions where a processor is integrated directly into an FPGA hosted on custom hardware.
The processors are often ARM processors instead of Intel, and might run a different Linux
distribution than the rest of ATLAS. Effort will be needed to provide coherent support for
configuration and control of these systems across ATLAS.

The data acquisition part of the online software is expected to need to be completely re-
written compared to Run 2 and Run 3. This begins with the Data Handler component,
which is the interface to FELIX, and includes the Event Builder, Storage Handler and Event
Aggregator.

Another theme of the software upgrade will be the move to containerised solutions. There
is an ongoing effort to reduce the dependencies between online and offline software as part
of the Phase-I upgrade. This will make it possible to run Event Filter processes in their
own environment inside a container as described in the next section. The same approach
can be used for monitoring based on the offline Athena framework [11.22]. Monitoring in
general will be a major component of the upgrade effort. As discussed below a number of
changes will be required to the current monitoring infrastructure to support the proposed
new system architecture.

Furthermore, control and monitoring software currently runs on dedicated machines with
some limited support for failures of critical services. Moving as many of these services
as possible to containers and running them on a common infrastructure will open new
possibilities for fault tolerance, reliability and scalability.

Underpinning the operation of all upgraded systems will be the role of system adminis-
tration, stretching from process monitoring to infrastructure management and facilitation.
Such matters will be covered throughout this section, culminating in a more dedicated dis-
cussion once all the areas of interest have been introduced.
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11.7.2 EF Farm Management

The EF computing farm hosts both the processing units (PUs) and all the supporting ser-
vices needed to implement the last step of the event selection component of the TDAQ
system. The farm is made up of several thousand commodity servers, each executing one
or more processes. A robust and reliable mechanism for the management of all processes
running in the EF farm is a requirement to guarantee stable and efficient execution of the EF
service. In modern software architectures, the management of large clusters of computing
nodes is delegated to so-called ’Cluster Orchestrator’ services. In a system like the TDAQ
system, a Cluster Orchestrator will fulfill a series of well-defined basic requirements:

• It will support different types of application lifecycle (i.e., always-running, run-to--
completion and cron-like services);
• It will allow both elastic and static allocation of processes to computing nodes;
• It will be able to dynamically handle cluster resources (i.e., enabling/disabling com-

putation units at runtime, efficient exploitation of the available CPU power and mem-
ory);
• It will scale to thousands of hosts;
• It will make it possible to control (i.e., starting, stopping) and monitor the status of all

active processes;
• It will make it possible to completely describe the requirements for all processes need-

ing to be started, including the definition of command-line parameters and environ-
ment variables to be passed to the executable.

A survey of the offers currently available on the open-source market (based on the require-
ments above) highlighted Kubernetes [11.23] to be a perfect candidate as an orchestrator
for the EF computing farm.

Kubernetes was announced by Google to the open-source community in 2014 [11.24] and is
based on 15 years of experience at Google in managing and orchestrating large clusters.
Since its first release, the Kubernetes open-source community has experienced steady -
growth, reaching more than 1500 commits per month and more than 150 contributors per
month in February 2017 [11.25]. Today, Kubernetes is a mature product contributed to by
several technology partners like RedHat, CoreOS and Intel.

Kubernetes can be described as ’a system for automating deployment, scaling and man-
agement of containerised applications’. Among several supported features, Kubernetes
provides a set of services facilitating easy and effective management of applications in a
cluster:

• Scheduling of applications based on required resources and other constraints;
• Automatic re-scheduling of applications when the application itself fails or the node

where the application is running dies;
• Built-in support for service discovery and load-balancing;
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• Management of several storage back-ends, allowing transparent mounting of both
local and network storage volumes;
• Easy (via command line tools or UIs) and automated (based on CPU usage) applica-

tion scaling.

Kubernetes requires applications to be packed into software containers. Containers exploit
virtualisation at the level of the operating system and are lightweight and simpler to build
than Virtual Machines, which instead exploit hardware virtualisation. Packing an applica-
tion into a container makes it possible to create immutable images disentangling the applic-
ation itself from the host operating system. In such a way, containers do not only provide
strong resource isolation but also make the development, integration and deployment cycle
easier, thus simplifying software portability and distribution.

Kubernetes supports Docker [11.26] containers. Docker is currently the market-leading
container platform.

EF Processing Units in Software Containers As a proof of concept, a small Kubernetes
cluster (4 nodes) was set up using the CERN IT Virtual Infrastructure [11.27], with the goal
of running EFPU instances in software containers. The PUs themselves were emulated with
the offline version of today’s HLT software (i.e., AthenaHLT), using a realistic trigger menu.
A Docker container image was created starting from a base SLC6 [11.28] image and adding
a few additional packages. The EF software was retrieved directly from the CVMFS [11.29]
installation repository. Kubernetes was able to transparently mount the CVMFS volume,
making it possible to keep the size of the Docker image to a few hundred megabytes. In
order to better simulate data processing activity, two additional mount points were added
to the container: an input directory with data files containing real events, and an output
directory receiving the results of event selection algorithms. The AthenaHLT image was
distributed to and executed by the Kubernetes cluster. Events were correctly retrieved from
the input data files and processed by the PUs, with selection results stored in the output
directory.

Performance and Scaling In the most recent release (1.6) available at the time of writing,
Kubernetes is able to handle computing clusters with up to 5000 nodes populated with
up to 150,000 containers [11.30]. To satisfy this requirement Kubernetes satisfies two per-
formance goals for the reported cluster size: 99% of the calls to its backend (e.g., the calls
to inspect the state of a container) return in less than 1 s and containers (with pre-pulled
images) are able to start within 5 s with a probability of 99%3. It is worth noting that the

3 Performance of a big cluster is sensitive to the size of the Kubernetes ’master’ node (i.e., the cluster con-
trol plane). The Kubernetes documentation indicates that the reported performance figures were achieved
running tests on the Google Compute Engine using a n1-standard-32 [11.31] virtual machine for the master
node.
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performance goals were achieved with the cluster being fully populated; giving also an es-
timation of the time needed to restart a container in case of failures. Larger clusters are also
supported, but with degraded performance.

The time needed to completely fill the cluster represents another crucial performance and
scaling figure, particularly important for system operations. Since Kubernetes does not
provide any official result in that respect, some specific and dedicated experiments were
performed on a cluster made up of about 1000 virtual cores. The cluster was organised in
the following way: one Kubernetes master node (32 CPU cores and 60 GB of RAM) and 240
slave nodes (4 CPU cores and 8 GB of RAM each). All the nodes were equipped with CPUs
of the Intel Broadwell family running at 2.2 GHz. The latest Kubernetes version (1.5) avail-
able on the CERN virtual infrastructure was used. The tests aimed at measuring the time
needed to scale an application to a certain number of replicas (from one to five instances
per host). In order to minimise the impact of the started applications on the measurement
(i.e., they may consume CPU cycles competing with the Kubernetes system), a pause con-
tainer was used and its image was pre-pulled into the cluster. Such a container sleeps for
an undefined period of time after being started, with very minimal resource usage.

Fig. 11.9 shows the time needed to scale the pause container up to five replicas per node as
a function of the cluster size, for a total of 1200 started containers in a 240 host cluster. The
number of replicas was chosen to match the number of applications executed on each HLT
host during Run 2. The size of the cluster could be easily changed by enabling or disabling
the corresponding hosts in the Kubernetes scheduler. The measurements are reported for
different values of the Kubernetes Query Per Second (QPS) configuration parameter set. The
QPS set is used to set a limit on the maximum number of requests the different Kubernetes
components can handle. In such a way it is possible to avoid overloading the system,
resulting in a possible denial of service. The default QPS values are quite conservative
and defined to safely allow Kubernetes to run on a wide range of hardware platforms.
Tests were executed increasing QPS values to up to four times their defaults. Kubernetes
performance proved to be strongly dependent on the QPS configuration. As an example,
the time to fully scale the pause container to 1200 replicas in a 240 hosts cluster decreased
from about 74 seconds down to 27 seconds with the most aggressive QPS configuration.

Table 11.5: Cumulative time to start the pause containers at the 25th, 50th, 75th, 95th and 100th

percentile (240 nodes and 5 replicas per node).

Percentile
25th 50th 75th 95th 100th

QPS x1 27 s 42 s 56 s 69 s 74 s
QPS x2 16 s 24 s 31 s 37 s 45 s
QPS x3 12 s 17 s 23 s 26 s 35 s
QPS x4 10 s 14 s 18 s 21 s 27 s
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Figure 11.9: Time to scale the pause container up to five replicas per node as a function of the cluster
size. The plot reports the measured times for four different values of the QPS parameter set.

The impact of QPS settings can be also seen in Fig. 11.10, showing the number of started
containers as a function of time for different QPS values. The QPS does not only strongly
impact the rate at which Kubernetes manages to deploy applications, but it also has an
impact on the time needed to start the first container (from 11 seconds down to 5 seconds
for QPS values four times higher than the default configuration). At the same time it is
evident how the time needed to have all the containers up and running is dominated by a
few outlier instances beyond the 95th percentile (see Table 11.5).

In general, the executed tests demonstrated that:

• The capability for Kubernetes to deploy containers in a cluster scales linearly with
the size of the cluster itself. Assuming no higher order effects with larger clusters
(Kubernetes officially supports 5000 hosts clusters), an EFPU service instance can be
fully deployed on each node of a 2500 host cluster in about 30 seconds;
• Kubernetes performance is highly dominated by its QPS configuration. QPS values

four times higher than their defaults make it possible to reach a sustained deploy-
ment rate of almost 70 containers per second (to be compared to about 20 containers
per second with the out-of-the-box configuration). The Kubernetes development road
map aims to reach a rate of 100 containers per second on a 5000 host cluster in up-
coming releases.
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Figure 11.10: Number of started pause containers as a function of time for a cluster of 240 hosts
and five replicas per host. Time is counted from the moment the command to deploy the containers is
sent to Kubernetes. Measured times are reported for four different values of the QPS parameter set.

Overall Kubernetes performance has proven to be sufficient for its usage as an orchestrator
of the EF computing farm. Even so, it will be worthwhile to keep monitoring upcoming
Kubernetes releases in order to track and verify evolving performance figures.

11.7.3 Operational Monitoring of the Online System

The status and health of every host in the online computing system (from the current HLT
farm to the control nodes) must be constantly monitored to ensure the correct and reliable
operation of the whole online system. The monitoring system is not critical for data taking,
but it is the first line of defence: it has to promptly provide alerts in case of failure and
warn of impending issues whenever possible. The reason for this is to minimise the risk of
downtime, which is particularly important for mission critical systems (e.g. DCS systems)
which are also a single point of failure.

The currently implemented monitoring system is based on Icinga 2 [11.32], for active checks
and alerting, and Ganglia [11.33] for data storage and to provide performance data for de-
bugging and to complement Icinga 2 information. At the host level, the system is comple-
mented by IPMI [11.34] and Simple Network Management Protocol (SNMP) [11.35] that
are used to retrieve additional data directly from the host, for hardware health and system
information respectively.

316



11.7.3 Operational Monitoring of the Online System

This implementation has knowledge of how the physical hosts are performing, and is able
to monitor the status of various services. The monitoring system relies on ping requests,
custom-built service checks, etc. to determine the state of the machine. These checks can
generally ensure that the needed services and applications are running, but not necessarily
how well they are running.

The monitoring system has proven its reliability and effectiveness in production, providing
alerting and advanced performance monitoring. Recent improvements include the auto-
mation and improvement of checks and notifications, and the generation of Icinga 2 config-
uration files in order to simplify system maintenance and guarantee complete coverage of
the online system.

The next evolution in operational monitoring would require a change in perspective. The
implementation of business logic rules would allow the monitoring system to move away
from checking specific aspects of a node (for example, network speed and disk status) to a
more holistic, global overview of all the services that are being provided.

This would imply focusing on the services that the servers are collectively responsible for
providing and to react to a service failure (rather than a machine failure). Of course, the
information provided by hardware checks should not be neglected as it would still be ne-
cessary to maintain the overall physical health of the nodes.

With this perspective, the prioritisation and schedule of the alerts and notifications would
have to be reviewed and adjusted to focus on what has to be immediately addressed and
what can be addressed during the next scheduled repair opportunity (such as a technical
stop). By applying these aspects of business logic, it would be possible to more effectively
triage and react to the various issues that arise during day-to-day operations while still
maintaining acceptable levels of service quality.

Looking ahead, a variety of new monitoring solutions are now available, with further de-
velopments expected in the coming years. With the Phase-II upgrade, there is an oppor-
tunity to re-evaluate the current implementation and investigate the possibility of either
improving the current design or upgrading the monitoring system with new tools.

Following a survey of the open-source market, Prometheus was identified as a possible im-
provement to the current implementation. Prometheus is a system and service monitoring
platform capable of collecting a number of metrics from any number of configured targets.
It is able to evaluate rule expressions and can trigger alerts if some arbitrary condition is
met. A key factor to consider is the scalability of the implementation – an aspect that Pro-
metheus has been shown to handle very well. The largest publicly-documented Prometh-
eus deployment monitors ~20 million nodes, each with ~13 exporters across 13 geographic
regions using ~80 Prometheus servers [11.36]. However, caution should be taken when con-
sidering these new technologies, as many of them are intended to be used in cloud-based
infrastructure, and is therefore not necessarily applicable to TDAQ servers.
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Prometheus can also be integrated with the TDAQ software infrastructure (through the
use of exporters and client libraries) in order to provide more in-depth health monitoring
(known as ’white box’ monitoring). Combining these checks with physical host and service
monitoring (for example, the number of database queries per second) will allow a more
complete overview to be built. By adopting this approach, it would be possible to monitor
the actual performance of the various applications and components in order to detect issues
sooner.

11.7.4 Physics Monitoring

Motivation The Online Physics Monitoring facility is one of the key tools for maximising
the efficiency of the experiment. The system can be used to verify the quality of data being
taken, as well as the trigger efficiency at all levels using several complimentary approaches.
The primary mechanisms used are based on event sampling and the generation of monit-
oring histograms. In Phase-II the majority of the components of the Run 2 and Run 3 DAQ
system, as well as the current High Level Trigger, will be replaced with new designs. As
such, the monitoring infrastructure must adapt to service the new designs. In this section
the requirements for the new system will be discussed.

Event Sampling The quality of the data being taken can be affected at any time by a
malfunction of detector equipment or Readout electronics. Such an issue will equally affect
all physics events, so this can be monitored based on statistical samples of the full event
stream. The sampling of partial or full events can be done at different levels of the Dataflow
chain allowing optimisation of the resources used for different types of monitoring.

A sampling-based approach could be used in Phase-II to assess, for example, the selection
performance of the Level-0 trigger. Such an assessment cannot be done using a full event
stream due to the high trigger rates. Conversely, Event Filter selection performance can be
monitored with the analysis of a full event stream due to the distributed nature of the EF
farm. EF monitoring is based on the analysis of dedicated trigger efficiency histograms,
which are built by every individual EF processing unit and periodically gathered to obtain
full EF statistics.

The changes in the Dataflow system architecture which are planned for the Phase-II up-
grade will affect the implementation of Physics Monitoring, in particular the Event Sampling
sub-system, as most of the DAQ components which supported event sampling for Run 2
and Run 3 will be removed or replaced for Run 4. This implies that a new sampling imple-
mentation will have to be provided for the new Dataflow system components. At the same
time, requirements for event sampling will be reviewed in order to improve performance
and usability of the Monitoring system based on experience obtained during Run 2 and
Run 3. In particular, the new Event Sampling facility will be required to:

• Sample events from a specific physics stream;
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• Sample events according to an arbitrary set of properties from event headers;
• Support unbiased sampling of events before the EF decision;
• Support sampling of full events as well as fragments of events which correspond to a

particular slice of the detector or Readout electronics;
• Facilitate sharing of sampled events to independent monitoring tasks;

The new Event Sampling facility will need to interact with the new Dataflow system com-
ponents, namely Data Handlers and Storage Handler, in order to fulfill the sampling re-
quirements mentioned above. The design and the implementation of these components
will impact the spectrum of technologies considered for the Event Sampling facility. De-
pending on the specifics of Dataflow component implementation it may be possible to use
third party software solutions for event sampling, or it may be necessary to proceed with
building and maintenance of a custom in-house software service for that purpose.

Event Filter Histogram Management The implementation of the Online Histogramming
service, which provides histogram publication and gathering, will need to be adapted to
the new Event Filter component. The monitoring of histograms produced by the EF will be
vital to track the operational state of event selection code running in the new architecture.
The transition to the new system will begin with a requirements review and a redesign
of the existing facility. In particular, the new Histogramming service will be required to
support the following operations:

• Publication of an arbitrary set of histograms by every EF processing unit
• Merging of identical histograms produced by EF processing units
• Display of a pre-selected subset of produced histograms
• Application of pre-defined Data Quality assessment algorithms to a pre-selected sub-

set of the produced histograms
• Archiving of a pre-selected subset of produced histograms, both periodically as well

as at the end of a data taking session

While some of these requirements are already addressed by the original implementation of
the online monitoring, those related to communication with the new Event Filter compon-
ent would need to be thoroughly analysed and a new implementation of an appropriate
interface will need to be provided.

Physics Monitoring High Level Design In order to fulfill the requirements the Physics
Monitoring (PM) infrastructure will need to communicate with the other sub-systems and
applications as shown in Figure 11.11. The input information for the Physics Monitoring
will be provided by the Dataflow sub-system, which will supply samples of raw physics
events to be analysed by dedicated Monitoring Tasks, which will fill histograms using these
data. The PM infrastructure will be responsible for shipping raw events from the Dataflow
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sub-system to these monitoring applications as well as for storing the histograms they pro-
duce. The PM infrastructure will also expose the stored histograms to the other applica-
tions, which can use them for data quality assessment, archive them for off-line analysis or
display to the experts and the shift crew.

 

Monitoring Data 
Consumer 

<<application>> 

Event Analysis 
<<application>> 

Data Flow 
<<sub-system>> 

raw events, 
histograms histograms Physics Monitoring 

<<infrastructure>> 

raw events 

Histograms 

Figure 11.11: Physics Monitoring interactions with external sub-systems and applications

In order to simplify development and maintenance of the PM infrastructure it will be
broken down into 4 independent sub-systems which deal with different types of monit-
oring data:

• Event Sampling sub-system: responsible for transportation of physics events from the
Dataflow sub-system to event data analysis applications
• Information Sharing: works as a medium for sharing histograms produced by data

analysis applications with the other sub-systems and applications
• Information Gathering sub-system: sums up information objects, e.g. histograms,

produced by homogeneous applications, e.g. monitoring tasks or EF processing units,
in order to get complete statistics for a given system component, e.g the EF farm
• Data Quality Assessment sub-system analyses the monitoring histograms in order to

spot any possible malfunction of the detector or the TDAQ system itself

Figure 11.12 shows how these sub-systems will interact with one another in order to provide
the required functionality.
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Figure 11.12: Physics Monitoring sub-systems

Event Sampling sub-system The Event Sampling sub-system provides a way of subscrib-
ing to a specific type of raw physics event while it passes through the Dataflow sub-system.
Figure 11.13 shows how the Event Sampling sub-system interacts with the other compon-
ents to accomplish its task. When the Event Sampling system receives a subscribe request it
stores selection criteria which are passed as parameters of the request. It will set up a hook
function to an appropriate place in the Dataflow system. The Dataflow sub-system calls
this function each time a new event passes through so the Event Sampling sub-system can
check if the given event matches the provided criteria. If it does match a copy of the event
is sent to the subscriber while in the opposite case the event is ignored by the Sampling
sub-system. Ideally Event Sampling should also take into account the processing speed
of the subscriber in order to send only as many events as the subscriber can afford. If the
subscriber does not want to receive any more events it can send an unsubscribe request to
cancel the subscription.

Information Sharing and Gathering sub-system All histograms produced online by an
Event Analysis application or by an EF Processing Unit are registered to the Information
Sharing (IS) sub-system, which will implement a subscribe/callback pattern to share them
with other interesting applications. When another application or sub-system, e.g. Inform-
ation Gathering (IG), wants to get some histograms it sends a subscribe request to the In-
formation Sharing system, providing it with a list of interesting histograms. From that mo-
ment IS takes responsibility for sending all requested histograms to the reader whenever
they are updated by the providers. These interactions are shown in Figure 11.14.

The Data Quality Assessment (DQA) subsystem will also subscribe to merged histograms,
which provide complete statistics for a given system component, and will receive them
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Figure 11.13: Event Sampling sub-system interactions
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Figure 11.14: Information Sharing and Gathering sub-systems interactions

from the IS system whenever they are updated by the IG sub-system. DQA will apply some
pre-defined automatic analysis algorithms to those histograms in order to spot anomalies
which may point to problems with the current data taking session. If such an anomaly is
detected DQA will raise an alarm to notify the shift crew about the issue, which will allow
potential problems to be fixed early on.
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11.7.5 System Administration

As with any large computing installation, system administration is key to successful oper-
ation of the ATLAS TDAQ infrastructure. System administration is an area that evolved
substantially in the past few years, with the advent of large commercial data centres, virtu-
alisation, and cloud computing. While the modernisation of individual host management
and monitoring tools are areas of continuous development, the Phase-II upgrade could be
an opportunity to revise the boundaries between system administration, DAQ, and DCS.

The borders between DAQ, system administration and DCS that used to be well defined
have been eroded by recent developments such as: technology evolution that has made
networking pervasive in all aspects of computing; the introduction of embedded computers
with fully fledged operating systems in parts of the experiment (which traditionally used
lower level electronics devices) and the invention of containers to constrain and define the
scope of applications running on servers. Such developments provide an opportunity to
rethink the interplay and integration between these three domains.

Although containerisation brings many performance benefits, it also poses potential secur-
ity risks which would need to be addressed. Because the operating system kernel is shared
among containers on the same host, any vulnerabilities in the host would also be present
within the containers. To address this, some level of vulnerability scanning and quarantine
enforcement will be necessary to ensure the continued security of the container infrastruc-
ture [11.37].

Traditionally, system development and operations were two distinct fields. However, re-
cent trends mean that what is known as ’DevOps’ is now the paradigm of choice for the
integration of complex systems. This requires the involvement of operations and devel-
opment engineers working together during the entire system lifecycle; from the design,
through the development and deployment process, to subsequent production support, and
finally to deprecation. With these trends in mind, the approach taken during the last major
shutdown (LS1) was to establish a more flexible infrastructure and replace tools which had
become outdated and cumbersome over time. The development and continuous improve-
ment of the current toolset is ongoing and will continue to be maintained during future
upgrades.

As mentioned also in Section 11.7.2, in modern software architectures cluster orchestration
services are used to manage large clusters of computing nodes. In this respect, container
orchestration exists across the boundary between the application layer (Trigger/DAQ soft-
ware) and the system/OS layer. Going forward, the usage of containerised systems may
require a review of currently available data storage topologies in order to provide a distrib-
uted storage implementation, and improve the scalability of the current storage infrastruc-
ture. It would also be necessary to integrate the container infrastructure with the configura-
tion management system that will be in use at the time of deployment. By leveraging some
of these more recent technologies, it will be possible to improve computational efficiency
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as well as the maintainability of the computing infrastructure, thereby offering a number of
significant advantages over the current implementation.

11.8 Standalone DAQ Mode & Commissioning

While the integration of the full DAQ system for ATLAS data taking is the ultimate goal
of all development activity, it is important to maintain support for use cases outside of
primary data taking. Critical among these are the use of the DAQ architecture for subdetec-
tor development and commissioning (away from Point 1) as well as testing and calibration
once the final system is in service.

To facilitate such operations to date, the system has been designed in a modular way, with
flexibility in terms of hardware platforms. Such a design makes it possible to set up small
scale data taking slices featuring subdetector components under testing alongside primary
DAQ system components, meaning the environment at Point 1 can be accurately emulated.
For subdetectors at Point 1 it is also possible to take control of specific slices of the ATLAS
detector, alongside related DAQ system components, in order to run testing and calibration
to prepare and maintain the system ahead of continued data taking.

In order to maintain support for such activities in the future, any upgrade of the DAQ sys-
tem and its components should ensure that it is possible to run logical slices of the system
both at Point 1 and at smaller scales elsewhere. Such a design will also make it easier to test
and commission DAQ system components ahead of their final integration into the ATLAS
system for Run 4. The DAQ component commissioning process itself will then take place at
multiple sites, each with slices of the system according to their development requirements.
The modularity of the system components should then make it possible to test combina-
tions of components (e.g. FELIX and Data Handler, or Data Handler and Event Builder) in
isolation before integrating into larger slices. A fully integrated ’whole system’ slice will
also be created at CERN as part of the final step before installation in Point 1.
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12 Event Filter

The Event Filter (EF) is responsible for executing sophisticated event selection algorithms at
high rate, in a massively parallelised form, within the hardware and software infrastructure
discussed in Chapter 11. The selections taking place in the EF reflect the physics goals of
the collaboration, and are the means by which it is possible to deliver a rich experimental
dataset within the agreed rate and bandwidth budget. Much of the rejection power of the
EF will be based on hardware-based tracking, discussed in more detail in Chapter 13. As
such, this chapter will focus on the software component of the EF, as well as presenting how
all information sources are combined to reach the final EF decision. Section 11.7.2 describes
the farm management aspects of the EF.

The challenge for the EF in Phase-II is to support the increased event input rate, while
mitigating the rise in algorithm execution times resulting from the increased level of pile-
up at higher luminosity. The physics motivation and expected physics performance of the
EF trigger algorithms are discussed in Chapters 2 and 6, respectively. In particular, Table 6.4
is used as the basis for the estimation of the required CPU compute power.

Upgrades are required both to the farm hardware, to provide the needed compute power,
and to the selection software to provide the required selection power and algorithm speed.
In the present (Run 1-Run 3) trigger architecture, the track-based selections that provide
much of the rejection power can only be performed in the EF. For Run 3 we expect a fully
commissioned Fast TracKer (FTK) system, which will augment the current software track-
ing with hardware-based full-event tracking. This will allow the EF-based event selection
to move even closer to the offline one. In Phase-II, hardware-based track selections will also
be possible inside RoIs. In order to maintain rejection, suppress pileup and keep efficiency
high, the EF will need to make use of more CPU-intensive offline-type selection techniques,
including a greater use of global (full-event) tracking.

The most affordable computing platform (commodity server PCs) is developing towards
systems hosting multi-core CPUs with an increasing core-count and heterogeneous hard-
ware architectures. The exact architecture is however difficult to predict. As an example of
the quickly evolving market, in November 2017 Intel made the following two announce-
ments: the 8th generation Intel Core processors will come with a “custom-to-Intel third-
party discrete graphics chip from AMD’s Radeon Technologies Group” [12.1] all in the same
processor package; and the next generation Intel Xeon Phi is cancelled in favour of a “new
platform” [12.2] but without giving more details on this new platform. Considering other
recent events, it is likely that we will see CPUs with GPGPUs and/or FPGAs all integrated
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12 Event Filter

into the same package allowing high-speed memory transfers between them. Therefore,
the upgraded EF software should allow for both parallel algorithm execution as well as
exploitation of internal parallelism of those which are the most costly in terms of CPU.
The optimal degree of parallelism (processing multiple events at the same time, parallel re-
gional reconstruction within the same event, or parallelism within individual algorithms)
will be found by balancing the potential benefits in throughput and the effort needed to
modify and maintain the code.

The EF in Phase-II will be required to interface to the following subsystems (see Fig. 12.1):

• The hardware track trigger system, to request tracks from regions via rHTT (tracks
with pT > 2 GeV) or the full ITk via gHTT (pT > 1 GeV) both covering the region
|η| < 4.

• The Dataflow system, which will distribute event processing tasks, provide input data
to and collect the output from the EF for each event.
• Online software will provide monitoring services and control of EF applications.

HTTEFPUEFPU

Event

HTT needed?

HTT

Determine RoIs
and map to 
HTT unit regional HTT

HTT output

Process event

Accept?

Dataflow

EFResult (incl. HTT)

ITk data

global HTT

HTT output

ITk data

Process event

1000 kHz

400 kHz

10 kHz

100 kHz

Reject?

1000 kHz

Figure 12.1: Diagram showing the interaction between the EF processing unit (EFPU), Dataflow
system and the hardware tracking (HTT). After receiving the event data from the Dataflow system,
the EFPU decides, based on the Level-0 decision, if regional hardware tracking is needed for this
event. If yes, requests are sent to the relevant rHTT units along with the necessary ITk data. After
receiving the HTT result the EFPU decides if the event should be rejected or continues with event
processing including a possible second request for full event hardware tracking via the gHTT based
on the Level-0 decision or additional EF-based selections.
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The EF processing is expected to occur promptly, i.e. with a minimum delay after the L0
accept decision. The large buffer in the Storage Handler will allow for processing timeout
settings which are less strict than those used in the Run 2 and Run 3 systems. It is also
conceivable that processing could continue beyond the end of a data-taking run. However,
delayed processing that makes full use of the LHC inter-fill periods is currently not seen as
desirable from an operational point of view. The option of an EF calibration loop (similar to
the prompt calibration loop deployed at Tier-0) that would derive certain calibrations before
the EF processing starts has been studied. While there is no clear use-case for calorimeter
or muons, a full ITk alignment could be derived within one hour of data-taking. However,
assuming the new ITk detector is at least as stable as our current detector it is not clear that
this would result in significant improvements for the EF selection. In any case, should a
use-case emerge, the Storage Handler could serve as a buffer of the L0 accepted data until
calibrations have been derived.

12.1 Event Filter Hardware

Current estimates of the evolution of event processing times indicate the need for 4.5+2.7
−0.7

million HEP-SPEC061 (MHS06) to handle a Level-0 rate of 1 MHz with an initial reduc-
tion to 400 kHz achieved entirely by using information from Level-0 and rHTT as shown
in Table 6.4. The CPU estimate is based on an extrapolation of current (Run 2) CPU usage,
taking into account scaling with pile-up, CPU time reduction due to the use of hardware
tracking, and other software improvements. More details on the estimation, the uncertain-
ties and the pile-up dependence are given in Section 12.4.

All the commodity computing power must be accommodated within a fixed rack-space
located in the surface computing infrastructure. This rack-space is shared with other com-
ponents of the data-acquisition system, such as storage and networking. An extrapolation
based on the evolution of compute-power in the ATLAS TDAQ farm over the past ten years
(see Fig. 12.2a) results in an estimated computing capacity of 1.5 kHS06 per dual-socket
server or approximately 3000 motherboards on the time-scale of Phase-II. Assuming the
current format of four motherboards in a 2U server chassis, these can be accommodated in
38 racks of the type that will be available in level one of the SDX building. The scale of the
system is summarised in Table 12.1.

Table 12.1: Summary of EF farm size estimates, based on projections of compute capacity require-
ments and compute power of servers from current data, as described in the text.

Compute capacity required 4.5 MHS06
Equivalent dual-socket servers 3000
Racks 38

1 http://w3.hepix.org/benchmarking.html
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12.2 Selection software
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Figure 12.2: (a) Evolution of the compute power per dual socket motherboard installed in the ATLAS
TDAQ farm over the last ten years. (b) Observed and expected price/performance evolution provided
by CERN IT with the reasonable (1.4 CHF/HS06) and pessimistic (3.3 CHF/HS06) scenario for
prices in 2026 [12.3].

Predicting how the cost of commodity computing technology will evolve in the next dec-
ade is very difficult. The cost on the other side is expected to be driven mainly by financial
and market developments rather than technology. Furthermore there is a possibility that a
disruptive technology has a large unforeseen impact. We assume a cost of 2 CHF/HS06 by
2026, consistent with the reasonable (1.4 CHF/HS06) and pessimistic (3.3 CHF/HS06) scen-
arios provided by CERN IT (see Fig. 12.2b). Based on this, we expect a cost of 3000 CHF per
motherboard.

It is envisaged that the EF farm could be a rather heterogeneous system, possibly containing
different classes of hardware such as GPGPUs, FPGAs and commodity servers. Advances
in these areas will be closely monitored (see Section 12.3), but the current baseline assump-
tion is that CPUs will provide the required compute density on the time-scale of Phase-II.
However, since the technology decisions shaping the EF infrastructure will be taken as late
as possible, it is important to establish interfaces that will allow for operation of a hetero-
geneous system.

12.2 Selection software

The selection software upgrades fall into two parts: further evolution of the framework and
development of selection algorithms to meet the Phase-II requirements.

The present software framework is undergoing a major upgrade to provide the new func-
tionality needed for the start of Run 3. The new framework, AthenaMT [12.4][12.5], is be-
ing implemented as a common trigger and offline computing framework. Key features are
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built-in: multi-threading support, provision for seamless integration of offline algorithms
and infrastructure to support external accelerators. The AthenaMT framework will be able
to run existing EF and offline algorithms with limited changes, but additional changes will
be needed to fully exploit the potential of the new framework. Most of the changes in the
selection software are expected to be done in time for Run 3. Further changes for Run 4 will
be needed to adapt the system to the evolved DAQ architecture, i.e. with regards the Stor-
age Handler and hardware tracking interfaces. In addition, new trigger hardware (e.g. the
Global Trigger) will have to be included into the trigger configuration database. In case GP-
GPU or FPGA accelerators come to be used, the necessary framework services to offload
the computing load to these devices will have to be developed unless the manufacturers
provide compilers that automatically make use of these accelerators.

Significant effort will be required to upgrade the selection software to provide the required
rejection in the EF within CPU resource constraints. Experience from Run 1 and Run 2 has
shown that the rates of certain triggers, especially multi-jet triggers and triggers based on
Emiss

T , rise rapidly with increasing pile-up. It is expected that an initial reduction from the
Level-0 rate of 1 MHz to 400 kHz can be achieved by the use of hardware-reconstructed
tracks and other information from the Global Trigger. After this initial ’fast’ rejection, the
remaining required EF rejection power will be achieved by importing techniques currently
used offline to provide selections that are robust against the effects of pile-up. The latter
often rely on tracking information to correct the energy of a calorimeter cluster. More details
on the tracking use cases can be found in Section 6.12.

The tracking trigger is subdivided into fast tracking and precision tracking stages. The fast
tracking consists of trigger-specific pattern recognition, whereas the precision stage relies
heavily on offline tracking algorithms. The tracking algorithms are typically configured to
run within an RoI identified by L0. To reduce CPU usage even further, the offline track-
finding is seeded by tracks and space-points identified by the fast tracking stage. The
biggest change is expected to the inner detector tracking software, as it will have to be
adapted to the new ITk detector and the hardware-reconstructed tracks provided by rHTT
and gHTT. The former has already been done for the offline tracking software and is being
used routinely for upgrade studies of the ITk detector. Since the trigger tracking software
is largely based on the offline tracking software, any additional trigger-specific changes
with regards to ITk are expected to be of limited scope. A lot of experience in the use of
hardware-reconstructed tracks is expected to be gained once the FTK system is fully oper-
ational by the end of Run 2.

ATLAS will rely on simulation of the upgraded trigger for development of EF software
and performance studies prior to the upgrade and processing of fully-simulated data for
analysis of high-luminosity data. The same EF selection software can be run on simulated
data in the ATLAS production system, as is the case already with the current HLT selection
software. This is straightforward thanks to the common framework and large overlap of
services, algorithms and event data classes with reconstruction software. Simulation of the
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12.3 Study of GPGPU usage in the EF

detectors and hardware triggers will provide the input data to the EF. The ATLAS simu-
lation software already includes hardware-based tracking for FTK. It will be updated to
include full simulation of the HTT system, which is currently developed standalone. A fast
simulation of the HTT will also be included, which will reduce processing time signific-
antly.

The current muon trigger reconstruction [12.6] is composed of a fast muon and inner de-
tector track reconstruction, followed by a combination step and final precision reconstruc-
tion in both the inner detector and muon systems. Both the trigger-specific and offline
reconstruction software will have to be adapted to include and leverage the information
provided by the new MDT Level-0 trigger as well as hardware-reconstructed tracks, both
of which should result in a significant CPU usage reduction. It is expected that at least a
factor two improvement in the muon reconstruction time is necessary on the timescale of
Run 4.

The first stage in the calorimeter reconstruction involves unpacking the data from the calo-
rimeters. The unpacking can be done in two different ways: either by unpacking only the
data from within the RoIs identified at L0 or by unpacking the data from the full calorime-
ter. The RoI-based approach is used for well-separated objects (e.g. electron, photon, muon,
tau), whereas the full calorimeter reconstruction is used for jets and global event quantit-
ies (e.g. Emiss

T ). In both cases the raw unpacked data is then converted into a collection of
cells. Two different clustering algorithms are used to reconstruct the clusters of energy de-
posited in the calorimeter, the sliding-window and the topo-clustering algorithms [12.7].
While the latter is significantly slower it provides performance closer to the offline recon-
struction. The calorimeter software will remain largely unchanged, but with the aim to
further harmonise the trigger and offline reconstruction. The focus will have to remain on
improving the performance of the software, i.e. since some of the fast rejection algorithms
will move to the calorimeter hardware trigger. Possible new developments include the use
of hardware-based topo-clusters from the Global Trigger.

12.3 Study of GPGPU usage in the EF

A demonstrator has been developed to evaluate the potential benefit of offloading specific
trigger reconstruction tasks to GPGPUs. Selected trigger reconstruction algorithms from
the current (C++) software framework (Athena) have been re-written as Compute Unified
Device Architecture (CUDA) modules to be executed on a NVIDIA GPGPU. Within the
CPU code, the selected algorithms are replaced by code that converts the required input
data to a format suitable for the GPGPU and makes a request, including the data payload, to
a CPU-based server application, known as the Accelerator Process Extension (APE) server.
The server forwards the work to a GPGPU. On completion, the server returns the output to
the CPU client that then performs a conversion of the output data back to the Athena data-
format. The APE server handles requests from multiple clients and can be configured to
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send work to one or more GPGPU (or other resource). The increase in throughput (events
processed per second) that can be achieved when GPGPUs are added to a CPU-only system
depends on the fraction (by execution time) of the CPU workload that is exported to the
GPGPU. For example, throughput could be doubled if it were possible to export 50% of the
CPU work-load to GPGPU. The cost-effectiveness of this solution depends on the relative
costs of the CPU and GPGPU hardware and the relative algorithm execution times on the
two platforms, which determines the relative number of CPU to GPGPU needed to perform
the task.
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Figure 12.3: (a) Throughput increase as a function of the number of Athena worker threads when
executing only ID reconstruction algorithms. (b) Event processing rate for GPGPU-based pattern
matching as a function of the number of pile-up events.

Processing modules for GPGPU have been implemented for CPU-intensive parts of the
inner detector tracking (data preparation and track-seeding) [12.8], calorimeter topological
clustering [12.9], cluster-splitting, jet reconstruction and a Hough transform based algorithm
for muon tracking [12.10]. Throughput measurements have been made for a system com-
prising two 14-core Intel Xeon E5-2695 CPU (2.3 GHz clock-speed) and a system with
the same CPU plus a GPGPU serving as accelerator. For the GPGPU two scenarios were
tested:

i) up to four Nvidia GK210GL Kepler architecture GPGPU (in two K80 PCI cards) on
the same PCIe back-plane as the CPU,

ii) a GTX1080 PCIe card with a (newer) Pascal architecture GPGPU (GP104) in a separate
unit with a local CPU acting as a server and connected to the client node via a 10 GbE
network.

For the inner detector track-seeding algorithm a speed-up factor of 28 (5.8) is obtained on
the Pascal (Kepler) GPGPU relative to execution on CPU. Overheads for data conversion
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Figure 12.4: Breakdown of the time per event (measured on the Kepler system) for (a) inner detector
track-seeding and (b) calorimeter clustering offloaded to a GPGPU for the kernels running on the
GPGPU and the overhead associated with offloading the work (other). The overhead comprises the
time to convert data-structures between CPU and GPGPU data-formats, the data transfer time
between CPU and GPGPU and the Interprocess communication (IPC) time that accounts for the
transfer of data between the Athena processes and the process handling communication with the
GPGPU.

and inter-process communication reduce this to an effective speed-up of 15 (5) for the Pas-
cal (Kepler) GPGPU cards respectively. Fig. 12.3a shows the throughput increase factor
(defined as the ratio of the event rate with GPGPU to the CPU-only event rate) as a func-
tion of the number of Athena clients for full-event ID track reconstruction accelerated by a
Pascal-architecture and a Kepler-architecture GPGPU. The input was a simulated Phase-I tt̄
dataset converted to raw detector output format (bytestream). An average of 46 minimum
bias events per simulated collision were superimposed. In the CPU-only case, the track-
seeding algorithm takes 28% of the total event processing time, which limits the maximum
possible throughput increase to a factor of about 1.4. The Kepler GPGPU shows evidence of
saturation for 20 or more clients, while no saturation is seen for the Pascal GPGPU with 60
clients due to the shorter algorithm execution time on this GPGPU. The speed-up factor ob-
tained for the calorimeter algorithm is 3.6 on the Kepler GPGPU, but in this case the shorter
algorithm execution time on the GPGPU is completely offset by the data-conversion and
inter-process communication overheads, meaning no throughput increase was obtained.
The latter can be observed in Figs. 12.4a and 12.4b showing the breakdown of the time per
event for inner detector track-seeding and calorimeter clustering, respectively. This illus-
trates the importance of implementing a suitable event data format in the offline and trigger
code to avoid expensive data-format conversions. More details can be found in [12.11].

Based on the measurements made with the demonstrator, it is estimated that using the
tested hardware it would cost approximately the same to increase the farm throughput
by adding GPGPU or CPU. For example, it is estimated that two hypothetical racks, one
with 120 CPU and another one with 80 CPU plus 40 GPGPU, would have approximately
the same cost, throughput and cooling requirements (assuming that one GPGPU serves
two CPU and gives a 50% increase of the CPU throughput and that a unit with 4 GPGPU
costs about half of a unit with 8 CPU). However, the cost-effectiveness of adding GPGPU
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to the EF depends on the evolution of CPU and GPGPU in terms of price, performance and
packaging. Implementing trigger algorithms to run on GPGPU requires redesigning and
parallelising the code to efficiently use the GPGPU hardware. For the demonstrator, this
task took approximately 0.5 staff years per algorithm and relied on expert knowledge and
experience to implement performant code.

The Inner Detector (ID) algorithm discussed above employs a combinatorial approach to
inner detector pattern recognition. A second GPGPU demonstrator has been developed to
assess an alternative pattern-matching approach similar to the method employed by rHTT
and gHTT. A high-end gaming card (Nvidia Titan X) with a GP102 Pascal GPGPU chip
has been used for these studies. The pattern data were stored in the GPGPU registers and
event data were read from the GPGPU device memory for each new event. For this setup,
the number of patterns per GPGPU is limited by the GPGPU register size to about 0.57 mil-
lion. The patterns are processed by 56 blocks of threads (the GP102 has 28 multiprocessors
that can each run two blocks simultaneously); each block has 1024 threads and each thread
handles 10 patterns. Measurements have been made with L1Track patterns with eight lay-
ers, including one Pixel layer, using a simulated Phase-II dataset consisting of single muon
events with the addition of a number of minimum bias events following a Poisson distri-
bution about a mean that was varied for successive measurements. Fig. 12.3b shows the
event processing rate as a function of the mean number of superimposed minimum bias
events. Using GPGPU-based pattern matching, an event processing rate of about 140 kHz
can be achieved for a pile-up of 200 minimum bias events. Based on a total bank size of
6 billion patterns (as for gHTT), a total of 10 thousand GPGPUs would be required for the
full system.

In summary, GPGPUs have been studied as a potential commodity hardware accelerator
to which suitable compute-intensive processing tasks can be offloaded from the main CPU.
A study for the Phase-I upgrade based on current technology has concluded that GPGPUs
and CPUs could be used to increase throughput of the EF at roughly the same cost and with
similar power and space requirements. The relative cost-effectiveness of these technologies
for the Phase-II EF depends on the relative evolution of CPU and GPGPU in terms of price,
performance and packaging. The decision on the commodity compute hardware for the EF
farm will be taken nearer the time of purchase following an evaluation of hardware acceler-
ators. The above work should be taken as an indication that the software can be successfully
adapted to other architectures in order to perform a full cost/benefit evaluation.

12.4 Model for CPU estimation

To estimate the EF CPU requirements for Phase-II for a given pile-up value µ the following
model is used:
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12.4 Model for CPU estimation

1. The HLT CPU usage of a data-taking run at µ = 43 is measured and broken down into
its individual components: ID Data-preparation (11%), ID Tracking (41%), Calorim-
eter (11%), Muon (26%) reconstruction and object reconstruction for electron, muon,
jet, Emiss

T , etc. (11%).
2. The Inner Detector (ID) tracking is further split into the trigger-specific fast tracking,

precision tracking and TRT tracking. The latter is subtracted for all further projections
as this detector no longer exists in Phase-II.

3. For each object type (electron, muon, jet, etc.) a rate scale factor is derived based on
the expected trigger rates after the regional tracking cuts shown in Table 6.4.

4. The CPU times for the individual components are scaled with the relevant rate and
pile-up (see below) scale factors and the total CPU requirement in units of HS06 is
calculated.

The following additional assumptions are made for the CPU projections:

(A) The CPU time for software tracking for ITk scales with 0.5× fµ compared to today’s
inner detector tracking where fµ is the pile-up ratio (e.g. ITk tracking at µ = 200 is 5
times slower than today’s tracking at µ = 20). This advantageous scaling results from
the improved layout and design of the ITk detector for high-pileup conditions [12.12].

(B) The inner detector data preparation and muon spectrometer tracking scales with fµ,
i.e. linear with pile-up. This assumption is based on past experience taking into
account code improvements as the pile-up increases.

(C) The calorimeter, jet and Emiss
T reconstruction times are constant with respect to pile-

up when the appropriate pile-up noise corrections are applied. This has been verified
during the current data-taking run.

(D) The CPU time required by today’s fast tracking will be reduced by 80% thanks to the
use of tracks from HTT. The remaining time is required for re-fitting the tracks ob-
tained from HTT. This is based on measurements with the Run 2 FTK system.

(E) Tracking for hadronic triggers will be provided by gHTT. Consequently the CPU
times for vertexing, beamspot measurement and other tracking-based pre-selections
(e.g. the first stage of the two-stage tau tracking [12.6]) are reduced to zero.

(F) The unpacking and conversion time for hardware-reconstructed tracks received from
HTT is 0.05 ms per track, which is extrapolated from today’s 0.1 ms per track in the
FTK system. We assume 2000 tracks at 100 kHz from gHTT and 50 tracks at 1 MHz
from rHTT.

(G) The precision muon reconstruction is a known bottle-neck in today’s HLT reconstruc-
tion software. We assume that a factor two speedup can be achieved on the timescale
of Phase-II as described in Section 12.2.

(H) The jet and Emiss
T reconstruction times are increased by 50% to take into account the

additional use of (hardware) tracks in their calculation.
(I) Topo-clusters for the full event (in addition to the RoI-based topo-clusters used in the

electron and tau reconstruction) are created at a rate of 100 kHz based on the rate of
hadronic triggers.
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Given the above model, the CPU estimates have some rather large uncertainties assigned
to them. An attempt to quantify these has been made and is summarised in Table 12.2.
Since the correlations of these uncertainties are unknown, the total uncertainty is given for
the cases of fully (un)correlated uncertainties. For simplicity we quote in the following the
average between these two extreme values as the uncertainty on the CPU estimate.

Table 12.2: Uncertainties on the CPU estimates in percent. The total uncertainty is given for the
cases of fully (un)correlated uncertainties. Since the correlations are unknown we choose the average
between these two extreme values as our model uncertainty.

Trigger and object rates after rHTT rejection are larger than expected +20%
The CPU time for software tracking for ITk (A) scales with 1.0× fµ +22%
The speedup in the fast tracking (D) due to the use of hardware tracks
is only 50% instead of 80% +11%
Hardware-reconstructed tracks are not re-used in the software tracking
for electron and muon signatures (apart from the initial rejection) +8%
±50% uncertainty on the unpacking times for HTT tracks (F) ±3%
±50% uncertainty on the speedup of the
precision muon reconstruction (G) ±12%
Topo-clusters are created for 300 kHz of events +9%
Hardware topo-clusters from the Global Trigger can be re-used
in software −4%
Total (correlated) +83% −20%
Total (uncorrelated) +36% −13%
Total ((corr+uncorr)/2) +59% −17%

Table 12.3 summarises the CPU requirements in million HEP-SPEC06 (MHS06) 200 pile-up
interactions, split into the different reconstruction domains.

Table 12.3: EF CPU requirements in million HEP-SPEC06 (MHS06) for 200 pile-up interactions
for the different reconstructions domains.

CPU [MHS06] µ = 200
HTT Unpacking 0.30
ID Dataprep. 0.91
ID Tracking 0.99
Muon tracking 1.37
Calo 0.32
Egamma/Tau 0.08
Jet/MET 0.50
Total 4.47+2.7

−0.7
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Figure 12.5: EF CPU extrapolation vs pile-up in million HS06 for the different components of the
EF reconstruction software. Only the effects of pileup are considered but trigger rates remain the
same.

Based on the above model an attempt can be made to estimate the CPU requirements
without HTT. In case no rHTT is available, the input rate to the EF increases from 400 kHz
to 1 MHz and all regional tracking needs to be done in software. In order to estimate the
CPU required in this scenario the same model as explained above is used with the follow-
ing changes. For each object type (electron, muon, tau, etc.) the L0 rate shown in Table 6.4
is used to determine the rate of regional tracking (e.g. this results in a factor five increase
for single electrons). In addition, assumption (D) above no longer holds and the full time
for software tracking needs to be accounted for (resulting in a≈ 70% increase of the ID data
preparation and tracking CPU requirements shown in Table 12.3). On the other side, the
time for converting rHTT tracks (F) can be neglected. Putting all this together would result
in an additional CPU requirement of 13.4 MHS06 for the EF farm.

Without gHTT all full-event tracking will have to be done in software. From offline tracking
studies with the ITk layout it is estimated that 270 HS06 per event are required to perform
full-event tracking at µ = 200 and with a pT -cut of 900 MeV [12.12]. For 100 kHz of events
this would result in an additional CPU requirement of 27 MHS06.

For both cases, the calculation is based on the currently available ITk tracking software used
in the preparation of its TDR [12.12]. Further improvements in the tracking software are to
be expected over the next decade, which could reduce the cost of software tracking. On the
other side, the large uncertainties in the market evolution for commodity computing make
it difficult to do a direct cost comparison between a software-based and a custom hardware
tracking solution with the latter being less susceptible to market driven cost changes.
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13 Hardware-based Tracking for the Trigger
(HTT)

Charged particle reconstruction in the high-pileup conditions expected at the HL-LHC
presents a special challenge for the trigger. Use of information from the upgraded tracking
detector ITk as early as possible in the trigger selection is a key ingredient in the ATLAS
Trigger strategy for the Phase-II TDAQ upgrade. This chapter describes the ATLAS baseline
design of a Hardware-based Tracking system for the Trigger (HTT).

Different technologies may be considered for a tracking system for the EF: 1) a hardware-
based system (HTT) based on custom-designed Associative Memory (AM) ASICs for pat-
tern recognition and FPGAs for track reconstruction and fitting, and 2) commodity CPU-
based servers with or without accelerators (e.g., GPGPUs). The baseline option, in which
the HTT is used as a tracking co-processor in the EF, meets the high trigger rate and
throughput requirements at the HL-LHC. Several reasons motivate this decision, which
include considerable experience in the AM technology, the potential for short latency, a
lower power budget and less demanding space requirements compared to other technolo-
gies, its cost effectiveness and the independence of its cost from the commodity computing
market, availability of in-house expertise, and the capability to evolve the HTT system for
use in the hardware-based Level-1 trigger, should ATLAS need to change to a dual L0/L1
trigger system, as described in Chapter 14. Studies of GPGPU usage in the EF, are detailed
in Section 12.3, and a discussion of the estimated EF CPU resources that would be required
without the HTT is presented in Section 12.4.

As illustrated in Fig. 12.1, depending on the trigger signature, two types of requests from
the EF will be transmitted to the HTT: finding tracks in regions of interest identified by the
previous stage of selection (regional tracking, rHTT), and reconstructing tracks in the entire
ITk coverage (global tracking, gHTT). Both regional and full-scan track reconstruction over
the full ITk acceptance (|η| < 4) are provided by the same hardware system.

The rHTT searches for all tracks with pT > 2 GeV in limited regions around Level-0 trig-
ger objects that can profit from track information (for example, single high-pT leptons and
four-jet triggers, as summarised in Table 6.5). The rHTT will operate at the full L0A rate
of 1 MHz and will process on average 10% of the ITk detector data in these events (see
Section 6.12 for a detailed discussion of this design parameter). For these tracks, single-
stage reconstruction is performed using eight ITk detector layers1; this choice is the result
of optimising the overall rHTT performance. As demonstrated by the studies presented in
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13 Hardware-based Tracking for the Trigger (HTT)

Chapter 6, regional tracking will accomplish a significant reduction in the Level-0 output
rate from 1 MHz to 400 kHz; the remaining events will be further processed by the EF.

The gHTT searches for all tracks with pT > 1 GeV at a nominal rate of 100 kHz (see Sec-
tion 6.12 for a detailed bottom-up estimate of this rate). For these tracks, in addition to a
first stage of track reconstruction (in common with the rHTT tracks), a second stage of pro-
cessing is performed over all ITk detector layers to provide high-quality tracks with better
purity and track parameter resolutions than those found by regional tracking. These tracks
enable EF algorithms such as lepton isolation, primary vertex reconstruction, b-tagging,
and missing transverse energy reconstruction as described in Chapter 6 and summarised
in Table 6.6.

The implementation of the HTT design is an evolution of the FTK [13.1] system being com-
missioned in Run 2, which in turn builds on a similar system developed for the Silicon
Vertex Tracker [13.2][13.3] at the Collider Detector Facility (CDF) at the Fermilab Tevat-
ron [13.4]. For the Phase-II upgrade an ATCA-based hardware implementation is foreseen,
where tracking processor carrier boards each house two mezzanine cards. A high-level
overview of the HTT system is given in Fig. 13.1; the number of boards in the system is
allocated to have a six-to-one ratio of first-stage to second-stage track reconstruction. AM
ASICs are used for pattern recognition, while FPGAs are used for hit clustering, track fit-
ting, track extrapolation, and duplicate removal. A comparison between the HTT and the
FTK is presented in Section 13.3.

Track reconstruction in the HTT proceeds as follows. The inputs to the HTT are ITk hits,
which are transmitted via commodity network along with the tracking request(s) from the
EFPUs. There are two stages of processing. The first stage of processing is the same whether
the request is for regional or global tracking. The hits from the eight ITk layers are clustered
into consecutive ITk strip or pixel channels (so-called “superstrips”). Next, these super-
strips are compared to a large bank of pre-computed template patterns (derived from sim-
ulated single-muon tracks); this comparison is performed in the AM ASICs. For each hit
pattern that matches a template, the track parameters and quality are computed from the
corresponding full-resolution hits in a FPGA. Tracks which share more than a given num-
ber of ITk hits (duplicate tracks) are removed. rHTT tracks are complete after this stage and
are transferred back to the EFPU. For global HTT processing, each eight-layer track candid-
ate goes through a second stage of processing in which its track fit is extrapolated to the
remaining ITk layers and associated to any matching hits. A full track fit is then performed
to achieve the best possible track parameter resolution. Duplicate track removal is also per-
formed on gHTT tracks after the second-stage track fit. gHTT tracks are then transferred
back to the EFPU for use in the final EF decision.

1 The eight ITk layers used in the first-stage processing are chosen amongst the strip and pixel detector layers
as follows: up to seven strip layers, if available, complemented by the appropriate number of pixel layers
(the one(s) furthest away from the luminous region) to reach a total of eight. Hence, the choice of layers and
the mixture of strip vs. pixel layers varies as a function of η.
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An overview of the HTT hardware implementation is presented in Section 13.1, followed
by a description of the interface to the EF in Section 13.2 and a comparison to FTK in Sec-
tion 13.3. The functional description of the system is given in Section 13.4. Performance
studies are shown in Section 13.5 and, finally, Section 13.6 describes each individual hard-
ware component.

13.1 Overview of the HTT Architecture

The HTT is organised as an array of independent tracking units called HTT units as shown
in Figure 13.1. The main hardware building blocks of the HTT are ATCA boards called
Tracking Processors (TPs).There are two types of TP boards: Associative Memory Tracking
Processor (AMTPs) and Second-Stage Tracking Processor (SSTPs). Each TPs connects to the
EF processor farm through a HTT InterFace (HTTIF).

TPTPTPTP SSTPSSTP

ATCAATCA

TPTPTPTPTPTPAMTPAMTP

HTT unit

TPTPTPTP SSTPSSTP

ATCAATCA

TPTPTPTPTPTPAMTPAMTP

Network SwitchNetwork Switch

Point-to-point optical 
data links

HTT unit 
Commodity network Links through 

ATCA backplane

HTTIFHTTIF HTTIFHTTIF HTTIFHTTIF HTTIFHTTIF HTTIFHTTIF

Figure 13.1: Overview diagram of the HTT system showing interconnections within HTT units and
with the HTTIF.

Each HTT unit comprises a set of six AMTP boards and one SSTP board and will perform
both regional and global tracking in a specific η − φ region of the track parameter phase
space. Each TP holds two mezzanine cards. The AMTP boards each hold two Pattern Re-
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13.1 Overview of the HTT Architecture

cognition Mezzanines (PRMs) and the SSTP boards each hold two Track-Fitting Mezzanines
(TFMs), as shown in Figure 13.2.

AMTP	  1	  	  	  	  	  	  	  	  	  	  	  	  	  	  .	  
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ITk	  data	  

Figure 13.2: Diagram of a HTT unit showing interconnections within HTT modules and with the
HTTIF. Each HTT unit comprises six AMTPs and one SSTP. Each AMTP and SSTP house two
mezzanine cards called PRMs and TFMs, respectively.

The track-finding algorithm is divided into two stages; the first stage is used for both re-
gional and global tracking, while the second is only used for global tracking.

Clustering is the first processing step of the HTT. Both the AMTPs and SSTPs cards share
ITk clusters; all clusters for a given event are aggregated and then sent for processing to
mezzanine cards. The heart of the first-stage processing is AM ASICs pattern matching. The
AM pattern matching occurs in the PRM and incorporates 8 layers of the ITk. Candidate
tracks from AM pattern matching are used to retrieve full resolution clusters and perform
first-stage track fitting in the FPGA.

The second step is done only for global tracking where the tracks found in the AM step
are extrapolated to the remaining ITk layers to find all hits belonging to them, and a full
track fit is performed to achieve the best possible track parameter resolution, as required
for the use cases of global tracking. This operation is called second-stage processing and
is performed in the TFMs) that each house two FPGAs; two TFMs are mounted on each
SSTP.
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Several important considerations were taken into account in the system design. First, the
partitioning of the HTT system is optimised by extrapolating the FTK FPGA resource usage
to the gHTT using a ratio of 6 AMTPs to 1 SSTP. This results in a 50% logic utilisation in the
TFM FPGAs, which satisfies the target requirement. Second, the HTT system is designed
for regional tracking in 10% of the detector at 1 MHz using the outer eight ITk layers, which
is sufficient to reduce the Level-0 output rate to 400 kHz. The use of inner layers also for
regional tracking at constant system cost has been evaluated. For example, a reduction of
regional processing from an average of 10% of the detector to an average of 7% of the de-
tector (with a corresponding reduction in the number AMTP cards to be replaced with ad-
ditional SSTP cards and HTTIF servers) would allow second-stage processing for regional
tracking for an average of 7% of the detector data per event. Finally, the distribution of data
from HTTIF to the seven TP cards is balanced to send a similar amount of ITk data per TP
card. This is done to balance the amount of cluster-finding processing on each TP board.

The concept of a HTT η− φ region is distinct from the concept of a RoI. A HTT η− φ region
comprises all the ITk detector elements intercepted by tracks that have track parameters η

and φ within the specified η − φ range, pT above a certain threshold (2 GeV for rHTT and
1 GeV for gHTT), |z0| < 15 cm and |d0| < 2mm. Therefore, two HTT η − φ regions adjacent
in φ share a number of ITk detector elements due to the curvature of tracks, while two HTT
η − φ regions adjacent in η will also share a number of ITk detector elements due to the
range of track z0 that they cover. This overlap is discussed further in subsequent sections
and is taken into account fully in the dataflow estimates.

13.2 Interface with Event Filter

Tracking requests with the corresponding ITk data will be sent from EFPUs to the HTT
over the network. The size, shape and number of ITk regions to be processed for regional
tracking can be freely chosen within the HTT processing limits (up to 10% of ITk data at
1 MHz). A static mapping between ITk modules and the HTT units will be used. An ITk
module will be mapped by the EF to one or more HTT units to allow for overlaps. Each
HTT unit will be assigned to find tracks in a given HTT η− φ region that corresponds to all
tracks with the η and φ parameters within that range. In order to do this, the ITk module
mapped to a HTT unit will include those needed to have full acceptance for the bending of
the tracks in the magnetic field and for the size of the luminous region (beam spot).

The steps that will return HTT tracks are as follows:

1. The EFPU algorithm decides whether the request is for regional or global tracking.
For global tracking, data from all ITk modules mapped to a given HTT unit will be
sent to the unit for tracking. In the case of regional tracking, the EFPU will determine
which ITk modules correspond to the RoI where tracks are requested. All information
available at this stage of EFPU processing can be used to select the ITk modules. The
tracking requests will be sent to all relevant HTT units.
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2. The EFPU will build a message for each HTTIF that is involved in the processing of
the given event. The message will contain data for the corresponding modules and
for each module the indication of the HTT destination(s) (HTT card or input link).
Multiple destinations are indicated to duplicate data to different HTT units connec-
ted to the same HTTIF within the HTTIF itself. The single message is important for
keeping together all data to be processed for one request by the 4 HTT units connec-
ted to the same HTTIF. The message will also contain the indication of regional or
global tracking to determine the pT threshold and whether to perform second-stage
processing.

3. The HTTIFs will process messages, distributing module data to optical links feeding
the TP cards

4. The HTT units will process incoming data providing first-stage or second-stage tracks
back to the HTTIF.

5. Through the data processing, an identifier is kept that will allow returning the tracks
found to the requesting EFPU.

Once an EFPU receives the tracks found by all relevant HTT units, a check for duplicate
track removal will be performed amongst tracks found in AMTPs covering adjacent η or
φ regions. The chances of duplicate tracks appearing in different units is small, given that
each AMTP has a unique set of patterns stored in its AM ASICs. For both regional and
global tracking the duplicate removal is done at the level of the AMTP as described. For
global tracking a second pass of duplicate removal is performed in the SSTP after second-
stage track finding.

Figure 12.1 shows that for some events the EFPU will send, in a first step, an HTT request
to the regional tracking and in a second step to the global tracking.

13.3 Comparison to FTK

The HTT design builds on the FTK experience. The basic firmware algorithms from FTK
are also present in the HTT system as described in this chapter. From the hardware point
of view, the HTT improves in modularity, reducing the type of cards to a single main board
and two mezzanine cards. This reduces the number of interfaces between systems and
with a corresponding reduction in the amount of firmware needed. The HTT will allow
expedited commissioning for three main reasons. The first is intrinsically related to the
higher modularity that will allow a minimal processing slice to be built with just two main
cards. The second is that the HTT will be organised as a co-processor farm, as indicated
in Fig. 13.1, in which each unit is independent of the others. An HTT unit is built of just 7
modules. For comparison the FTK, which works as a single system, combines 322 modules
working together. The third is that the HTT will receive data from the network rather than
directly from the detector. This will allow the commissioning to be initiated before the start
of Run 4 data-taking. Most of the commissioning will be performed with simulated data
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only using pre-production hardware as described in 16.4.4. The proposed system design is
more integrated and structurally simpler than the current FTK, which will make the syn-
chronisation of the components easier. Furthermore, the general network access for HTT
would in principle allow its usage also as an offline co-processor for Monte Carlo events.

13.4 Functional description of HTT

13.4.1 Data preparation

The data input to HTT are hits from the ITk. The pixel data is made into clusters using clus-
tering algorithms. The clusters are converted to so-called superstrips, which are groups of
consecutive silicon strip or pixel channels (see Fig. 13.4). Each superstrip is given a unique
SuperStrip Identifiers (SSIDs). Pixel detector elements have coordinates in two dimensions
and are formed into superstrips by dividing by both a superstrip width and a superstrip
length. The superstrip width can be any integer value. The choice of superstrip dimensions
is closely linked to the choice of the number of layers to use at the AM step and the choice
of the actual layers, for a given fixed size of the pattern banks, and the choices presented
in this Chapter are the outcome of optimisation studies. The list of strip and pixel super-
strip widths used in the performance studies is shown in Table 13.1. These widths were
found to yield a relatively low number of pattern matches from combinatorial background,
while offering high efficiency for single muons and a total number of patterns within the
expected hardware capacity. The choice of superstrip width is important as it has a strong
effect on the number of patterns required and the number of false matches; hence, different
superstrip widths are used in different parts of the detector.

13.4.2 Pattern matching

The HTT pattern recognition method is based on the FTK method currently used for the
ATLAS Inner Detector, applied to the ITk layout and the HL-LHC levels of pile-up. In this
method, a large number of single-muon tracks in simulated training events is used to form
template patterns with coarse-granularity SSIDs from a number of layers of the ITk. A
collection of these template patterns is called a pattern bank.

In the hardware implementation (described in detail in Section 13.6), these banks are stored
in AM ASICs in the PRM. A pattern describes a sequence of eight SSIDs in different layers
of the detector.
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Figure 13.3: Layers used for 1st and 2nd stage fitting in four η-regions. The hits from the eight
layers used in the first-stage processing are shown in blue, while hits in layers used in the second-
stage processing are shown in green.

Layers Choosing which of the available layers to use affects the number of patterns re-
quired, the number of false matches and the resolution of the fitted track. The two sides
of the double-sided strip staves (petals in the end-caps) are treated as two separate lay-
ers while one physical pixel layer is one layer in the pattern bank. Which layers are used
depends on the pseudorapidity of the track. For the barrel region, a fixed set of layers is
used. For the transition and end-cap regions, multiple sets of layers are defined depending
on which layers are hit in the training events. The first set of layers at low η are all barrel
layers and progressively going to higher η more end-cap layers are substituted in each sub-
sequent set. At high η, tracks do not leave hits in the strip end-cap layers, hence multiple
pixel end-cap hits must be used. Figure 13.3 shows layers used for first- and second-stage
fitting in four η-regions.

Creating the pattern bank The pattern banks are generated from the full simulation us-
ing training muons. It is planned to speed up the pattern generation in the future using
samples with multiple training muons. In each of the φ× η = 0.2× 0.2 regions up to 100M
muon events are processed. Clusters from ITk layers hit by the training muon are recorded.
For each event, only clusters with a bar-code indicating that they come from the primary
interaction are considered. Each cluster is converted to a superstrip with a width chosen for
its layer (for pixel clusters this is done for both coordinates). The superstrip is then stored
in the appropriate logical layer in a pattern. If the pattern already has a hit stored for the
logical layer, the new hit is ignored, i.e. patterns are not made with all the possible com-
binations. If there are enough layers hit in the training event, the pattern is inserted into a

350



13.4.2 Pattern matching

set. If the insertion fails because there is already a pattern with this sequence of superstrips,
the usage count of the existing pattern in the set is incremented to indicate that it has been
found again. At the same time, patterns with superstrips of twice and four times the width
are also made and inserted into pattern sets. The relationship between the stored patterns
for different widths of superstrips is stored for later creation of pattern banks with variable
width superstrips. The usage count of a pattern is later used to reduce the size of the pattern
bank to fit the available space in hardware. A pattern with low usage count is a rare pattern
typically created by a scattered track. Removing patterns with low usage count has a very
small effect on signal efficiency but a large effect on space required to store patterns.

Variable-width superstrips and “Don’t Care” bits Once all the patterns have been made,
similar patterns (tracks A and B in Fig. 13.4) can be combined by setting some of the least
significant bits of the superstrip number to be ignored in some patterns. Such bits are
called “Don’t Care" (DC) bits. The use of DC bits offers better efficiency and lower pattern
matching rate for a fixed number of patterns. The DC bits are assigned with the following
procedure. Using the relationship between the finest granularity pattern bank and a cor-
responding bank with double the superstrip size, a list is built of all the “child” patterns
shared by each “parent”. These lists are iterated over, comparing the patterns to see if they
can be combined into a single pattern by ignoring the least significant bit of the superstrip
number. This process can set at most 1 ignore bit per layer, since the parent list has double
the superstrip width. To add more DC bits on a single layer, the process is repeated with a
parent created after doubling again the superstrip width etc. The number of DC bits that
may be set can be specified on a per layer basis.

Finally, the remaining patterns are sorted in decreasing “popularity” and written to the
stored pattern bank. The “popularity” of a pattern is the number of muons that would
create this same pattern.

STRIP

SUPER STRIP
A

B

Figure 13.4: Illustration of tracks traversing layers divided into superstrips in a tracker.
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13.4 Functional description of HTT

Wild cards When a pattern has fewer than eight layers hit, the missing layers are marked
as wild cards in the pattern. In the pattern matching stage, wild cards are always considered
to match. The missing hits in the training muon tracks is usually due to the particle passing
through an inactive part of the detector. Figure 13.5 shows where there are missing hits
in the silicon strip sensors on both sides of a stave as a function of η and z0. In the left
hand plot, the gaps between the silicon strip sensors can be clearly seen, since the gaps are
aligned for tracks travelling almost vertical away from the beamline in this η range. The
pattern bank for this range has around 150k out of a million patterns with two wildcards.
In the right-hand plot, no correlation can be seen since tracks at the larger η that go through
a gap on one side of the stave hit the edge of the module on the other side. The pattern
bank for this range has only 17k out of a million patterns with two wildcards.

0Z
100− 0 100

η

0.1

0.15

0.2

0.25

0.3

0

200

400

600

800

 of tracks with layers 0&1 missingη Vs. 0Z

0Z
100− 0 100

η

0.7

0.75

0.8

0.85

0.9

0

200

400

600

800

 of tracks with layers 0&1 missingη Vs. 0Z

Figure 13.5: Correlation between missing hits on opposite sides of the same stave in the ITk strips
in the η range 0.1-0.3 on the left and 0.7-0.9 on the right.

Since missing hits due to non-geometrical inefficiencies are rare, patterns with accidental
DC bits would have a low “popularity” and would be unlikely to make the cut on the
number of patterns described below.

Wild cards are only used to account for inefficiencies due to detector geometry, not to reduce
the size of the pattern bank required. For the latter, variable width superstrips are used as
described above.

13.4.3 Track fitting

First-stage track fitting Track fitting is implemented in firmware and performed in an
FPGA in the PRM. The firmware implementation will be discussed 13.6. It takes the full-
resolution hits from the roads passed by the pattern matching and calculates the track
parameters and χ2 of the fit. The track parameters pi are calculated using a linear inter-
polation:

pi =
N

∑
j=1

Cijxj + qi , (13.1)
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13.4.3 Track fitting

where xj are the full-resolution local cluster coordinates and (Cij , qj) are constants that are
unique for each sector, where a sector is defined as a combination of one module from each
of the 8 layers used in the first-stage processing. The constants are determined from a large
sample of simulated muon tracks with the same parameter ranges and distributions as
those used in generating the patterns (see section 13.4.2). The quality of the fit is evaluated
using a linearised χ2 method which is fast to compute with FPGAs:

χ2 =
N−5

∑
i=1

( N

∑
j=1

Aijxj + ki

)2
, (13.2)

where Aij and ki are additional constants needed per sector. Several thousand sectors, each
with its one sets of constants, are required for fitting a η × φ = 0.2 × 0.2 region. Each
sector consists of multiple sets of constants to cover possible wildcard configurations in the
pattern banks. Without any compression or optimisation, a 0.2× 0.2 region requires about
40 million coefficients, which need to be stored either in external memories on the PRM
or in the internal FPGA memory. Preliminary studies to reduce this number indicate that
significant savings are possible.

Second-stage track fitting The second-stage fitting is performed in a FPGA on the TFM.
For each track the TFM calculates the 5 helix parameters and the χ2 of the fit. The TFM
receives through the SSTP the 8-layer tracks from 6 PRM cards and all the hits from the
detector layers not used by the PRM. There are two main functions carried out on the TFM:
the Extrapolator and the Track Fitter. The Extrapolator finds the hits on the additional
silicon layers that are close to a PRM track, starting from the clusters associated to the first-
stage track. The Track Fitter fits the hits on the PRM track with each combination of hits on
the other layers and applies a χ2 cut. Those track candidates passing the cut are sent to the
SSTP where duplicate track removal is carried out before sending the tracks to the Event
Filter.

The first step in the Extrapolator process is the Data Organiser, which is a database built
on the fly that stores the hits for each detector layer so that those near a PRM track can be
rapidly retrieved without having to scan the full hit list. The Extrapolator uses the hits in
the PRM track, along with the detector sector the track is in, to define regions in the other
layers in which to search for hits. Those hits along with the PRM track are sent to the Track
Fitter. For each track candidate, the Track Fitter carries out linear calculations to determine
each of the helix parameters and the χ2 of the fit (Equations 13.1 and 13.2). The inputs to
the calculation are the hit coordinate in each detector layer and a set of pre-stored constants
that differ for each sector of the detector.
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13.4.4 Duplicate removal

The removal of duplicate tracks in an event is done with the HitWarrior algorithm run in
the TP. The HitWarrior is a part of both track fitting stages. To identify duplicates, the
HitWarrior first forms groups of tracks that share more than a given number of ITk hits,
Nmin. The parameter Nmin can be adjusted to tune the HitWarrior to achieve high efficiency
and low duplicate rate. Tracks in a group are compared and those with fewer ITk hits are
removed. Amongst tracks with the same total number of ITk hits, the one with the lowest
χ2 is kept. The selection criteria could easily be replaced by a more sophisticated set in the
future.

For gHTT, the fake rate after second state fitting is <0.2%, where fake tracks are defined as
sharing less than 80% of its clusters with a truth track.

13.5 HTT Performance Studies

13.5.1 Associative Memory (AM) Pattern-Matching Performance

The performance studies described in this section were carried out predominantly for
pT > 4 GeV using full detector simulation in four representative η− φ HTT-regions of 0.2×
0.2 within the acceptance of the ITk strips. In one of these regions (0.7 < η < 0.9), de-
tailed studies all the way down to pT = 1 GeV were also performed and used to extra-
polate/compare to the performance in other regions and/or the entire detector. As will be
shown, the performance vs. η is rather uniform, lending confidence that the results are valid
across the entire ITk coverage. In the pattern matching studies, one million patterns with
the highest “popularity” were used for pT > 4 GeV, two million patterns for pT > 2 GeV,
and four million patterns for pT > 1 GeV. The four million patterns per HTT-region matches
the overall proposed size of HTT.

The superstrip widths and selection of DC bits were chosen to ensure high efficiency within
the one million patterns.

Adding more DC bits or increasing the superstrip widths would increase the number of
fake matches due to combinatorics, indicating that the current working point is close to
optimal. The track-finding efficiency was studied for single muons (and in some cases
electrons and/or pions), with a flat 1/pT spectrum between 4 (or 1) and 400 GeV, and the
overall performance, including all dataflow estimates, was estimated from minimum bias
events with < µ >= 200 pile-up (referred to simply as pile-up) and from dijet events
filtered so that a parton with pT > 30 GeV points to one of the η − φ regions under study
(referred to as “jets” throughout this section).

Using a configuration with 7 strip layers and a single pixel layer (the outermost barrel
layer), and a “7-out-of-8” matching logic, an efficiency of ≈ 99% can be achieved, with
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13.5.1 Associative Memory (AM) Pattern-Matching Performance

Table 13.1: Pattern-matching performance for the AM step simulated on minimum bias
< µ >= 200 pile-up events (η × φ = 0.2 × 0.2 regions, pT > 4 GeV). All numbers are aver-
age per event. The superstrip dimensions and DC bits configuration (per layer) is also given (see
text). The efficiency and the number of matches refers to the number of roads found during the AM
processing. The found roads are input to the next processing steps.

muon mean 99% interval Superstrip width
η range eff. matches matches in pixel barrel end-cap DC bits

pile-up pile-up
0.1 < η < 0.3 99.1% 31 151 33/402 40 21111122
0.7 < η < 0.9 99.2% 21 93 33/402 40 21111122
1.2 < η < 1.4 98.8% 42 159 33/402 40 20 21111122
2.0 < η < 2.2 98.7% 10 56 16/200 10 21111122

a rate of matched patterns that can be handled by the fitter, as shown in Table 13.1 for
pT > 4 GeV. The inner and two outer layers use a maximum of two DC bits and the rest a
maximum of one DC bit. The rates of matched patterns for pT > 2 GeV and pT > 1 GeV are
shown in Tables 13.3, 13.4, 13.5, and 13.6.

Pattern matching at high η Beyond |η| of 3.0 the tracks do not hit the ITk strip endcap
disks at all; hence, only pixel information is available to make tracks. A pattern bank for
the η region 3.0-3.1 using only the pixel endcaps was created. Since this region is half of the
size of the other regions under study, the target pattern bank size was 0.5M patterns but
even without using DC bits the resulting bank only had 0.4M patterns. The performance is
summarised in table 13.2.

Table 13.2: Pattern-matching performance in the η × φ = 0.1× 0.2 region, for 3.0 < η < 3.1 and
pT > 4 GeV. The pattern bank uses pixel endcap layers only. All numbers are average per event.

muon mean matches Superstrip width
η range eff. muon pile-up pixel

3.0 < η < 3.1 95.6% 25 8 16/200

Performance with inefficient detector channels As a crude way of simulating a detector
with only x% efficient channels, the pattern matching has been run with a random 100− x%
of clusters ignored. The results of this study are shown in Fig. 13.6. The simulation shows
that by using 6/8 matches the efficiency will be 95% or higher (at a cost of increased pattern
matches) and even with the baseline 7/8 matching logic, the pattern matching efficiency
is above 95% for cluster efficiency of 97%. This is very much a worst case simulation,
since whole clusters are dropped, not single hits. Moreover, large inefficiencies are not
expected because there are more layers in the ITk than used for pattern matching. In the
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case of failures where single detector elements or layers stop working, the patterns can be
regenerated using redundant elements or layers.
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Figure 13.6: Effect of random inefficient channels on pattern-matching efficiency.

13.5.2 Track-Fitting Performance

The simulated track-fitting performance at 99% track-finding efficiency (for single muons)
in 0.7 < η < 0.9 region for muon, jets and minimum bias events at < µ >= 200 and for
three pT thresholds is shown in in Table 13.3. The jets used in the studies are weighted
to give a pT-spectrum corresponding to Level-0. The table shows per event the average
number of fits required to fit all the hit combinations found in pattern matching, the average
numbers of tracks found after the quality cut, the average numbers of tracks after duplicate
removal (HitWarrior) and average number of sets of first-stage fit constants2 required to fit
the event. The presented numbers are used to extract the requirements for the system.

The fitting performance for first-stage track fitting in rHTT for single jets at < µ >= 200
is shown for four η-regions in Table 13.4. The results shown for pT > 2 GeV have been
extrapolated from studies done at pT > 4 GeV using weights from the 0.7 < η < 0.9 region
(extracted from Table 13.3).

The same detector configuration as in the pattern matching studies was used. The number
of fits is significantly reduced with the HitWarrior algorithm, resulting in a corresponding
reduction on the number of tracks found.

2 A set of fitting constants includes all the pre-calculated values used to calculate the χ2 and the track para-
meters.
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13.5.2 Track-Fitting Performance

Table 13.3: First-stage track fitting performance for 0.7 < η < 0.9 region at < µ >= 200. All
numbers are averages per event.

particle min pT Eff. (%) # roads # fits # tracks # tracks # fit constants
χ2 < 40 HitWarrior

muon 1 GeV 99.5 144 1115 55 4.6 73
muon 2 GeV 99.1 79 586 23 1.9 40
muon 4 GeV 99.2 48 313 16 1.2 23

jets 1 GeV 195 1519 77 6.2 97
jets 2 GeV 104 804 29 2.4 52
jets 4 GeV 51 344 13 1.1 26

min-bias 1 GeV 110 842 38 3.6 58
min-bias 2 GeV 48 359 6 0.8 27
min-bias 4 GeV 21 133 1 0.2 12

Table 13.4: First-stage track fitting performance in jets at < µ >= 200 (pT > 2 GeV studied in
0.7 < η < 0.9, and extrapolated from 4 GeV to 2 GeV in other regions). All numbers are averages
per event.

η range # roads # fits # tracks # tracks # fit constants
χ2 < 40 HitWarrior

0.1 < η < 0.3 170 1521 60 3.3 75
0.7 < η < 0.9 104 804 29 2.4 52
1.2 < η < 1.4 170 1402 71 4.8 90
2.0 < η < 2.2 65 240 64 3.7 20

Results for first-stage fitting in gHTT is shown for jets in Table 13.5 and for minimum bias
in Table 13.6. The performance is extrapolated from 4 GeV to 1 GeV in the same way as for
the first-stage track fitting in rHTT.

Table 13.5: First-stage track fitting performance in jets at < µ >= 200 (pT > 1 GeV studied in
0.7 < η < 0.9, and extrapolated from 4 GeV to 1 GeV in other regions). All numbers are averages
per event.

η range # roads # fits # tracks # tracks # fit constants
χ2 < 40 HitWarrior

0.1 < η < 0.3 314 2874 159 8.5 138
0.7 < η < 0.9 195 1519 77 6.2 97
1.2 < η < 1.4 324 2649 189 12 167
2.0 < η < 2.2 125 454 171 10 37
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Table 13.6: First-stage track fitting performance for minimum bias (pT > 1 GeV extrapolated from
4 GeV) at < µ >= 200. All numbers are average per event.

η range # roads # fits # tracks # tracks # fit constants
χ2 < 40 HitWarrior

0.1 < η < 0.3 166 1481 76 7.2 82
0.7 < η < 0.9 110 842 38 3.6 58
1.2 < η < 1.4 218 1639 192 16 111
2.0 < η < 2.2 53 196 102 9.0 19

13.5.3 Muon and Electron Track-finding Efficiencies

The tracking efficiency for muons and electrons is defined as the fraction of events with at
least a track with χ2 < 40, only for events in which an offline track is reconstructed. This
is then the efficiency measured with respect to offline. The corresponding turn-on curves
for first-stage track fitting, estimated on single muons and electrons not embedded in pile-
up, are shown in Fig. 13.7. The efficiency for muons is quite flat along the full pT range,
while electrons show a slower turn-on below 10 GeV. The reason of this lower efficiency
at low momentum is motivated by the high radiation probability of these particles, which
can reduce pT below the minimum 4 GeV threshold set in the rHTT system. This effect has
been verified by excluding from the sample all the electrons below 10 GeV and having a
recovery of the efficiency in that pT range.
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Figure 13.7: First-stage muon and electron track-finding efficiencies in η regions for muons (left)
and electrons (right) for pT > 4 GeV.

13.5.4 Resolutions of Track Parameters

As a result of the fit procedures, the resolution on each parameter from first stage fitting is
measured in single lepton sample with a spectrum flat in 1/pT and with < µ >= 200. The
resolution is measured as the RMS of the 95% of the residual distributions (called rms95%),
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Table 13.7: First-stage track fitting resolutions (rms95%) for electrons pT > 4 GeV.

η range η φ q/Pt [GeV−1] d0 [mm] z0 [mm]
0.1 < η < 0.3 0.004 0.003 0.021 0.42 2.9
0.7 < η < 0.9 0.004 0.003 0.031 0.52 4.5
1.2 < η < 1.4 0.011 0.013 0.048 0.87 19.3
2.0 < η < 2.2 0.014 0.012 0.059 1.03 22.1

Table 13.8: First-stage track fitting resolutions (rms95%) for muons (pT > 4 GeV).

η range η φ q/Pt [GeV−1] d0 [mm] z0 [mm]
0.1 < η < 0.3 0.002 0.001 0.003 0.20 0.8
0.7 < η < 0.9 0.002 0.001 0.003 0.20 0.8
1.2 < η < 1.4 0.004 0.003 0.007 0.33 3.8
2.0 < η < 2.2 0.004 0.003 0.014 0.71 7.1

in which 2.5% of each side tail is removed, and the obtained RMS is normalised to the ex-
pected gaussian width. The residuals are calculated from the difference of each parameter
between the minimum χ2 candidate and the truth track parameter. In Tables 13.7 and 13.8
compare the values measured for electrons and muons respectively, for all the eta-regions
considered. The resolution in 2.0 < η < 2.2 region is expected to significantly improve if
the barrel layer used in this study is replaced by a disk (the disk geometry was not available
at the time of the study). The resolutions from these studies has been used for the trigger
performance studies of muons, electrons and tau leptons presented in Chapter 6.

Figure 13.8 shows how the z0 resolution for muons change as a function of track pT for
first-stage fitting.
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Figure 13.8: Comparison of z0 resolutions for muons as a function of track pT for first-stage fitting.
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Figure 13.9: Comparison of the z0 (left) and d0 (right) resolution for first- and second-stage fitting
and offline.

Figure 13.9 shows the z0 and d0 resolution for 10 GeV muons as a function of η for the HTT
first- and second-stage processing and offline tracking resolution. Only the central region
was studied for the second-stage fitting.

13.5.5 Simulated HTT Data Size

The data size has been simulated to allow data bandwidth calculations in the hardware.
The requirements and estimations in Section 13.6 are derived from these simulations. The
fraction of data in ITk, separated by layer, for different trigger objects is shown in Table 13.9.
The average RoI fraction per event to be processed by the regional HTT is 2.3% and the
average data fraction per layer is ranging between 3.5% and 6.8% for the barrel strip and
pixel layers used in rHTT. This data is used for optimising the partitioning of the HTT
system and for dataflow and bandwidth calculations.

The number of clusters per ITk layer in a 0.2 × 0.2 η − φ region for 0.7 < η < 0.9, for
pattern banks with different pT thresholds (corresponding to gHTT, rHTT and L1Track), is
shown in Fig. 13.10 (left). The number of clusters for pattern banks with pT > 4 GeV in four
0.2× 0.2 regions across η is shown in Fig 13.10 (right). The layers shown are those used
in the first-stage processing, where Layer 0 is the outermost ITk pixel layer and the others
are strip layers. The result is shown for jets in < µ >= 200 pile-up. The cluster occupancy
is dominated by minimum bias; events with a jet pointing in the given η − φ region only
have about 10% higher occupancy. This data is used for calculating FPGA resources and
power.
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Table 13.9: The fraction of data read out in a given RoI for different trigger objects.

Object
Multi- RoI η − φ Pixel Layer Data Fraction Strip Layer Data Fraction

Trigger plicity size Fraction 0 1 2 3 4 0 1 2 3
single e 1 0.2 0.13% 4.8% 3.8% 1.8% 1.2% 1.0% 1.3% 0.8% 0.6% 0.4%
single µ
single γ
forward e 1 0.2 0.13% 4.8% 3.8% 1.8% 1.2% 1.0% 1.3% 0.8% 0.6% 0.4%
di-γ
di-e 2 0.2 0.25% 9.6% 7.6% 3.6% 2.4% 2.0% 2.6% 1.6% 1.2% 0.8%
di-µ 2 0.2 0.25% 9.6% 7.6% 3.6% 2.4% 2.0% 2.6% 1.6% 1.2% 0.8%
e− µ 2 0.2 0.25% 9.6% 7.6% 3.6% 2.4% 2.0% 2.6% 1.6% 1.2% 0.8%
single τ
di-τ 2 0.2 0.25% 9.6% 7.6% 3.6% 2.4% 2.0% 2.6% 1.6% 1.2% 0.8%
single jet
large-R jet
four-jet 5.0 0.8 10.2% 60.0% 52.0% 34.0% 27.5% 23.0% 25.5% 20.0% 17.0% 14.5%
HT 5.0 0.8 10.2% 60.0% 52.0% 34.0% 27.5% 23.0% 25.5% 20.0% 17.0% 14.5%
Emiss

T 2.8 0.8 5.7% 33.6% 29.1% 19.0% 15.4% 12.9% 14.3% 11.2% 9.5% 8.1%
VBF 2 0.8 4.1% 24.0% 20.8% 13.6% 11.0% 9.2% 10.2% 8.0% 6.8% 5.8%
Support 0.2% 1.6% 1.4% 0.8% 0.6% 0.5% 0.6% 0.5% 0.4% 0.3%
Average per Event 2.3% 17.7% 15.0% 9.1% 7.1% 6.0% 6.8% 5.1% 4.3% 3.5%
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Figure 13.10: The average number of clusters as a function of layer for three pattern bank pT
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η− φ regions as a function of detector layer (right). The average number of clusters (1 σ) are shown
in the shaded bands.
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13.6 Description of the HTT Hardware and Firmware

The HTT core components shown in Fig. 13.2 will be custom electronic boards that receive
ITk data from the EF via the HTTIF, perform the pattern recognition and return track can-
didates to the EF, again via the HTTIF.

The TP is the main HTT processing unit implemented using an ATCA main board, where
the computing power is distributed among mezzanines plugged into it. The function of the
TP is to receive input data, perform clustering, share data with other TPs, then map clusters
to logical layers and send them for processing to the mezzanine cards. Once tracks are re-
ceived back from the mezzanines, duplicate track removal is performed on the TP and then
tracks are returned to the EF via the HTTIF. The physical TP boards will be used to imple-
ment two distinct functions: the first is the AMTP which will perform first-stage tracking
using ITk data from up to 8 layers, and the second function is the SSTP which performs the
second-stage processing in the case of gHTT, using all the remaining ITk layers. The AMTP
module will house two PRM. The SSTP module will house two TFM.

For intra-crate communication a full-mesh backplane will be used to allow point-to-point
connection, while inter-crate communication and communication with the rest of TDAQ
will be handled through optical links.

The TP design features two FPGAs that will share the data transmission and control the
data traffic through the board. For the Phase-II requirements, today’s FPGAs can provide
transceivers with enough bandwidth to handle the expected data traffic. Each board in the
shelf will have the ability to communicate to any other board in the same ATCA shelf.

The PRM mezzanine is expected to occupy about half of the height of the AMTP and a
depth of about 15 cm, which holds two PRMs per AMTP. The PRMs will perform AM-
based pattern recognition and track fitting in FPGA.

Distributing most of the computing in the mezzanines allows the same TP to be used for
the SSTP. Second-stage processing will be implemented with the TFM which will be mech-
anically and electrically compatible with the PRM.

The connection between each mezzanine and the mainboard will use a high-speed con-
nector for data and possibly a separate connector for power. The power distribution to the
AM ASICs is an important part of the design. To simplify this the DC-DC converters at-
tached to the core of the AM ASICs will be installed directly on the PRM and controlled by
it.

This modular design provides uniformity of the main boards, flexibility for processing in
the mezzanines, and efficient management of the different components.
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13.6.1 Dataflow requirements

The dataflow through the HTT system has implications for the size of the system and the
required performance of each module. The bandwidth for the input ITk data is calculated
separately for 1st stage layers and 2nd stage layers. The input to the calculation is taken
from performance studies. The input parameters, their values and their sources, are given
in Table 13.10.

Data duplication The model for first-stage calculations on the HTT-unit level is shown in
Fig. 13.11. The HTT system massively parallelises its task by dividing the reconstruction
into multiple sub-units, each responsible for delivering tracks with (ηtrack, φtrack) contained
in some rectangular region of the full detector space. Each HTTIF, HTT unit, TP board, PRM
and TFM are responsible for such a region. However, a single silicon detector element may
be necessary to reconstruct tracks in multiple such regions. For example, it is necessary to
send data from the innermost pixel layer to multiple HTT units because the extended length
of the beam-spot allows tracks of a given (ηtrack, φtrack) to impinge upon pixel modules
with a large spread in z. Similarly, bending of low-pT tracks in the magnetic field causes
significant data duplication at large radii. The ‘duplication factor’ of a module is defined
as the number of hardware units requiring data from that module.

Simulated samples are used to calculate the number of hardware units (i.e., TP boards,
TFMs, etc.) to which a given silicon module must be sent so that the system is able to
reconstruct all tracks in the full detector volume. This number is hence referred to as the
‘duplication factor’ of the module, defined for a specific set of hardware units. For each
hardware unit in the system, single muons are used to to establish a list of modules that are
penetrated by the tracks which the unit is tasked to reconstruct. Next, minimum bias events
are processed, with the number of hits per module recorded and multiplied by word size to
find the total average event size per module. Average duplication factors are then computed
by taking the weighted average of duplication factors for each module, with weights given
by the per-module event sizes,

average duplication =
∑modules (duplication factor) · (module hits) · (word size)

∑modules (module hits) · (word size)
.

In this manner, duplication factors are computed at the level of the HTTIF, HTT, TP boards,
PRMs, and TFMs using only the modules necessary for either the 1st or 2nd stage track-
finding. Different factors are computed for the rHTT (2 GeV tracking) and gHTT (1 GeV
tracking) systems, as the gHTT requires increased duplication in the outer layers to ac-
count for tracks with larger curvature. The duplication is more extreme for hardware
units corresponding to smaller regions of η − φ space. The duplication factors are listed
in Table 13.11.
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13.6 Description of the HTT Hardware and Firmware

Table 13.10: HTT parameters for rate, bandwidth, and internal dataflow calculations.

Parameter Value Comment
Regional detector readout rate 100 kHz equiv. 10% × 1 MHz : TDAQ TDR, Table 13.9
Global detector readout rate 100 kHz equiv.a TDAQ TDR, Table 13.9.
ITk strip data volume 0.5MB ITk strip TDR, Table 16.2
ITk pixel data volume 2.4MB ITk pixel TDRb

HTT-region η × φ 0.2× 0.2 region size used for performance studies
HTTIF coverage η × φ 2.66× π/4
HTT unit coverage η × φ 2.66× π/16
SSTP coverage η × φ 2.66× π/16
TFM coverage η × φ 1.33× π/16 ∼6.6 ×(η × φ) HTT-region
AMTP coverage η × φ 0.44× π/16
PRM coverage η × φ 0.22× π/16 ∼1.1 ×(η × φ) HTT-region
Max clusters/strip layerc

HTT-region (Regional) 200 Fig. 13.10
Max clusters/strip layerc

HTT-region (Global) 260 Fig. 13.10
Max clusters/pixel layerc Pixel TDR Table 2.7 and
HTT-region (Barrel L4) 210 Fig. 13.10
Max clusters/pixel layerc Pixel TDR Table 2.7 and
HTT-region (EC L4)) 210 Fig. 13.10
# of roads/HTT-region

(Regional) 170 Busiest HTT-region, Table 13.4
# of roads/HTT-region

(Global) 270 d Busiest HTT-region,Tables 13.5, 13.6
# of 1st stage fits/HTT-region

(Regional) 1500 Busiest HTT-region, Table 13.4
# of 1st stage fits/HTT-region

(Global) 2250d Busiest HTT-region,Tables 13.5, 13.6
# of fit constants/HTT-region

(Regional) 90 Busiest HTT-region, Table 13.4
# of fit constants/HTT-region

(Global) 140 d Busiest HTT-region,Tables 13.5, 13.6
a Combination of full-scan and large coverage tracking.
b Calculated from information therein.
c Layer defined as a silicon surface giving a cluster with full φ-coverage.
d Average of jet and minimum bias events.
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Figure 13.11: Diagram of a HTT unit showing data duplication and resulting maximum data flow
between different components in the unit. The use of a full mesh backplane for sharing clusters
between the AMTPs in a unit is indicated with the sketch between the two bottom green boxes.

Table 13.11: Duplication factors used in the bandwidth calculation

Parameter Value
HTTIF 1st stage w/ 1 GeV tracks 1.4
HTTIF 1st stage w/ 2 GeV tracks 1.3
HTTIF 2nd stage w/ 1 GeV tracks 2.4
HTT Unit 1st stage w/ 1 GeV tracks 2.7
HTT Unit 1st stage w/ 2 GeV tracks 2.2
AMTP w/ 1 GeV tracks 4.4
AMTP w/ 2 GeV tracks 3.4
PRM w/ 1 GeV tracks 6.3
PRM w/ 2 GeV tracks 4.8
SSTP w/ 1 GeV tracks 4.6
TFM w/ 1 GeV tracks 6.4

For the 1st stage layers the data rate is expected to be 1.6 Tb/s for the 100 kHz full detector
equivalent (10% of 1 MHz) of regional tracking. The same 1.6 Tb/s bandwidth will be used
for the 1st stage of global tracking at 100 kHz. The 2nd stage layers used only for global
tracking will use a bandwidth of 1.2 Tb/s. The bandwidth split between 1st and 2nd stage
layers depends on the assignment of layers. Studies show that a baseline assignment of
layers that keep data sharing under control for an HTT crate is in η − φ 2.66× π/16. This
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13.6 Description of the HTT Hardware and Firmware

Table 13.12: Input data flow in HTT. The payload bandwidth (BW) per unit represents the payload
data that the HTTIF receives and forwards per HTT unit.

rHTT gHTT 1st st. gHTT 2nd st.

event size 1.4 MB 1.4 MB 1.5 MB
event rate 0.1 × 1 MHz 100 kHz 100 kHz
raw data rate 1.1 Tb/s 1.1 Tb/s 1.2 Tb/s
raw data rate w/ board dup. 3.8 Tb/s 4.9 Tb/s 5.6 Tb/s
raw data rate w/ unit dup. 2.4 Tb/s 3.0 Tb/s 5.6 Tb/s
raw data rate w/ HTTIF dup. 1.4 Tb/s 1.6 Tb/s 2.9 Tb/s
HTTIF input BW 60 Gb/s 67 Gb/s 121 Gb/s
unit input BW 25 Gb/s 31 Gb/s 58 Gb/s
board input BW from HTTIF 4 Gb/s 5 Gb/s 58 Gb/s
equalised input BW from HTTIF 4 Gb/s 12 Gb/s 16 Gb/s
input payload BW per HTTIF 248 Gb/s
input payload BW per unit 112 Gb/s

assignment is used for the dataflow calculations, neglecting the η dependence. The input
dataflow from HTTIF to HTT is summarised in Table 13.12. The equalised input bandwidth
from HTTIF is the per board bandwidth after equalising the bandwidth between AMTPs
and SSTPs. The last two lines summarise the input bandwidth per HTTIF and per HTT unit.
They are the sum of the corresponding values for rHTT, gHTT first stage, gHTT second
stage. The HTT shall allow for some flexibility in the assignment of layers to first-stage
and second-stage processing. In this regards, part of the bandwidth shown in Table 13.12
might be later reassigned between the first and second stages. As this section describes
the HTT modules are limited by internal processing power rather than I/O bandwidth. A
bandwidth of 10 Gb/s per link is assumed for all fibre links as well as for ATCA backplane
links or on-board links.

Data buffering In order to study the buffer occupancy of the off detector HTT hardware
an initial discrete event simulation has been implemented including reasonable latency es-
timates for the processing time of the different hardware components, data sizes and events
rates.

From the initial results from this simulation, estimates of the buffer occupancy in terms of
events and number of bits have been obtained.

The input rate to the simulation is 200 kHz divided equally between 10% of 1MHz from the
regional tracking, and 100 kHz from the global tracking. The 100 µs potential input skew
has not been included - it is assumed that events will be aligned, so any additional buffering
to achieve this has been assumed.
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For the input to the Clustering Finder with 75 Kb per event, approximately 40 events will
need to be buffered, which includes a factor of two contingency with respect to what is
required to achieve containment of 98% of events. This results in a 3 Mb buffer in total.

For the data Aggregator, directly following the Cluster Finder, 10 events will be required,
to give a 750 Kb buffer. For the PRM input, 35 events will be required, again with a factor
of two contingency, to yield a 2.7Mb buffer. The Duplicate Removal stage would require
a 12 event buffer, for a total of 0.9 Mb. In total, the AMTP buffering would need to be
approximately 8 Mb in size.

13.6.2 Tracking Processor (TP)

The TP is an ATCA board designed to host two FPGA Mezzanine Card (FMC) double
mezzanines, which can be either PRM or TFM cards. The main functionalities implemented
in the TP hardware are, broadly speaking, off-board I/O, on-board I/O, clustering of raw
pixel data, time-alignment of the input data, interfacing to the ATCA crate, and monitor-
ing of the internal firmware block dataflow. Off-board I/O will include receiving of raw
detector data, the sharing of data (hits, clusters and tracks) with other TPs via the RTM
or the ATCA mesh, transferring tracks to the HTTIF and/or SSTP boards. Data will then
need to be time-aligned and exchanged with the on-board mezzanine cards, either to per-
form pattern recognition and track fitting or second-stage processing. Hits will be mapped
onto logical layers in preparation for their processing by the PRM or TFM. The track fitting
output will then be fed back for trigger the decision through the HTTIF.

Ancillary functionalities will include interfacing with the ATCA mesh, data switching for
efficient sharing of the Pixel clustering results and monitoring of the dataflow at the I/O
boundaries RTM, ATCA and FMC and between functional blocks within the TP.
The current preliminary design is based on two symmetric FPGA devices, sharing the in-
put bandwidth and simultaneously connected to all the FMC mezzanines (Fig. 13.12). This
design splits the bandwidth requirements among multiple FPGAs running concurrently,
and could allow early tests to run on prototypes with a reduced number of FPGAs. Fig-
ure 13.13 breaks down these functions in logical blocks to be implemented within the elec-
tronics board.

As shown in Fig. 13.12 and 13.13, dataflow monitoring and debugging is included in the
design, allowing monitoring and - possibly - injection of data in the various functional
blocks to monitor and test them individually.

Major Specifications The functionality of the TP will be implemented in two FPGA devices.
The two critical resources are the number of I/O pins required for the interface described
above (on-board, off-board and monitoring) and the number of logic cells required to im-
plement the data handling and clustering. To quantify these resources, the dataflow re-
quirements summarised in Table 13.10 are used for calculating the dataflow in the TP. The
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Figure 13.12: Main diagram of the TP, illustrating the external interfaces and the dataflow with the
on-board FPGA devices. The read lines are for monitoring and debugging purposes.
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Table 13.13: AMTP and SSTP FPGA resources required in order to handle the dataflow described
in Table 13.10, compared to the resources available in a potential choice of FPGA. It is assumed that
each TP board houses two identical FPGAs, with all resources here corresponding to a single FPGA.

Quantity AMTP SSTP XCKU085 XCKU115
Links RTM, data input 4 3

RTM, cluster I/O 1 6
RTM, track I/O 1 6
Mezzanine 4 12
ATCA Mesh 1×13 1×13
FPGA-to-FPGA 4 4
Monitoring 2 2
Total Links 29 46 56 64

Logic cells (kCells) Pixel clustering 490 490
Switching 70 70
Total 560 560 1088 1451

Memory [Mb] HTTIF input buffer 1.6 2.5
Cluster input buffer 0.3 1.9
Cluster finder buffer 0.2 0.1
Aggregator buffer 0.1 0.2
HitWarrior buffer 0.1 0.2
Total 2.3 4.8 57 76

assumption is that input data is fed to the system asynchronously, but with sufficiently low
time spread within an individual HTT unit consisting of six AMTPs interfaced with one
SSTP through shelf-to-shelf optical links. The top block of the table describes the study’s
assumed input parameters and the bottom block shows the corresponding estimated re-
quirements at the board/unit level. It is assumed that the detector data is duplicated at the
input to the system so that all needed data is sent to each HTT unit. Within a HTT unit, in
order to balance FPGA resource usage, pixel clustering is shared among the TP boards with
the clusters sent to other TPs via the backplane.

The resulting dataflow estimates from Table 13.10 and Fig. 13.11 can be translated into re-
source requirements for the on-board FPGA logic. The underlying assumptions used are
that I/O links will be implemented at a bandwidth of 10 Gb/s and pixel clustering requires
∼ 90 FPGA kcells per Gb/s of input to be processed. Table 13.13 summarises the resulting
resource requirement per AMTP and SSTP board. Please note that debugging and monit-
oring features are not accounted for in these estimates.

The resources listed are compatible with the implementation of the logic in two FPGAs.
Each FPGA carries out all of the TP functions, but with half of the total data flow.

An early implementation of the AMTP set-up is being studied using pre-prototype hard-
ware based on the Data Formatter board [13.5], and a FMC mezzanine card carrying 12 of
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13.6 Description of the HTT Hardware and Firmware

the current generation (v.6) AM ASICs (each with 128k patterns) and one Kintex Ultras-
cale 060 FPGA handling dataflow on the mezzanine, controlling the AM ASICs and doing
first-stage track fitting. The same FMC can also be interfaced to a standard PCI Xilinx FPGA
evaluation board for ATCA-independent tests and performance studies. Figure 13.14 shows
these components.

13.6.3 Pattern Recognition Mezzanine (PRM)

The PRM will contain 12 AM ASICs and a large FPGA. The FPGA will control the PRM,
prepare the input data to the AM ASICs, receive the matched roads, and perform the first-
stage fitting. The 12 AM ASICs will provide 4.6M patterns per PRM.

The PRM design will provide a direct connection between the FPGA and AM ASICs. The
FPGA will be the controller and interface for the ASICs. There will be two groups of 6 AM
ASICs each. Each group could be controlled independently, receiving different data and
possibly working on separate events. For each road found by the AM ASICs, the road ID
will be converted back to the 8 SSIDs by accessing a high bandwidth external RAM.

Figure 13.15 shows the processing functions implemented in the PRM. The first step in PRM
processing will be converting ITk clusters received from the AMTP into SSIDs that will be
sent to the AM ASICs for pattern matching. Next is the Data Organiser (DO) function,
which is an on-the-fly database that stores clusters allowing their fast retrieval based on the
roads found. The SSIDs are also sent to the DO for use as addresses in storing the clusters.
This operation mode is called DO write mode. The DO uses three sets of on-chip memory
for each detector layer: the Hit List Memory (HLM), the Hit List Pointer (HLP), and the Hit
Count Memory (HCM). The HLM sequentially stores each hit received. The HLP stores the
HLM address of the first hit stored for each SSID. The HCM stores the number of hits in
each SSID. All clusters for a given SSID will have to arrive sequentially. This function is
performed in parallel for the 8 logical layers.

Once all clusters for one event have been received and processed, the loading to the AM
ASICs will be complete and readout of matched roads can start. Each road IDs will be sent
to the DO and at the same time be used as an address into the external RAM to convert the
road ID into a set of 8 SSIDs and a sector number. The SSIDs are the pointers that the DO
will use to retrieve the full resolution clusters from memory. For each road found, the DO
will output in parallel, in a single clock cycle: the road ID, sector ID and one hit per layer.
Multiple hits in a layer will require additional clock cycles.1 This operation mode for the
Data Organiser is called DO read mode.

Both the DO and the AM ASICs have two-event buffers. While the first event is being
processed reading out AM roads with the DO in read mode, the second (next) event is

1 For a road with at most one hit per layer a single clock cycle will be needed. For a road with 3 hits in the
layer with the most hits 3 cycles will be needed.
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Figure 13.13: Main diagram of the TP, illustrating the major functional blocks to be implemented
in the board.
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13.6 Description of the HTT Hardware and Firmware

Figure 13.14: Hardware demonstration prototypes based on current-generation devices: AM
mezzanine with Kintex Ultrascale FPGA (left), ATLAS Data Organiser ATCA carrier for FMC
mezzanine cards based on a Virtex 7 FPGA (middle), and a Virtex 7 FPGA evaluation board (right)
equipped with a mechanical adapter to host the AM mezzanine card.
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Figure 13.15: Main diagram of the PRM.
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loading SSIDs to the AM ASICs with the DO in write mode. The PRM can proceed to
process the third event once the first event has completed read mode and the second event
has completed write mode.

The road+hits packet from the DO will be sent to the Track Fitter module and buffered. For
each road+hits packet, the Track Fitter will fit all combinations of hits looping over all com-
binations of one hit per layer. If one of the layers does not have a hit, then the combinations
of one hit on each of the other 7 layers are used. For each combination, the χ2 is calculated
in linear fits using the hit positions and a set of precalculated fit constants. A χ2 cut is
applied to reject most fake tracks. For combinations passing the χ2 cut 5 helix parameters
are calculated again in linear fits using the hit positions and additional constants. For both
the χ2 and helix parameters, the fit constants are extracted from memory using the sector
number as a pointer. The track fitting constants are stored in a combination of the internal
memory and in an external RAM that are accessed in parallel.

Two types of fitters will be implemented. If one of the layers has no hit, then the Majority
track fitter is used. One can still use the same set of constants to calculate the χ2 and helix
parameters provided that there is an estimate of where the hit in the empty layer would
have been. The missing hit coordinate is estimated using a linear function of the other hit
coordinates. (This equation comes from minimising the χ2 over the position of the hit in
the empty layer.) If there are hits in all layers, the nominal fitter is used.

The good tracks coming out of the track fitters are sent back to the AMTP. A track packet
consists of the hit on each layer, the χ2, the 5 helix parameters, the track road, the sector
number, and the hit map indicating which layers had real hits.

The PRM design aims at maximising the number of stored patterns and the bandwidth to
the external memories. The limit is the number of I/O pins in the FPGA. This means that a
large FPGA package is needed.

The two external RAMs are needed to reading SSIDs for the found roads, and constants
for the fit. The baseline external RAM device is a reduced latency RAM chip (RLDRAM3)
with a 1 Gbit size. The two external RAMs will use approximately 170 FPGA pins. The size
to store the SSIDs is 4.6M patterns times 176 bits, which is just above 800 Mb. The size of
the fit constants is assumed to be 6k bits, half of which are needed for the χ2 calculation
and half for the calculation of the helix parameters. With the proposed device 160k sets of
track fitter constants can be stored. The 3k bits required for the χ2 calculation need to be
accessed at high rate. The maximum rate allowed is 30 MHz, which is a good match to our
requirements. The internal RAM can also be used to store fit constants. This can provide
additional bandwidth for the access to most frequently used constants.

The main connections between the FPGAs and each group of 6 AM ASICs are shown in
Fig. 13.16. The input data to the AM and the majority of control lines will be sent from the
FPGA to the first AM ASIC. Each AM ASIC will send the same data to the next AM ASIC
until all 6 in a group receive the data. Within each group of 6 AM ASICs, a pair will share
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13.6 Description of the HTT Hardware and Firmware

a single output channel to the FPGA. The total number of pins used is 127 for each AM
group, as indicated in Table 13.17. The total number of pins needed for external RAMs and
AMs is 424.

FPGA	  
Input	  &	  control	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

Input	  &	  control	  

Roads	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

AM	  ASIC	  

Figure 13.16: Diagram with the main connections between the PRM FPGA and the 2 groups of AM
ASICs.

The PRM input bandwidth from the AMTP is chosen to be enough to feed both groups of
AM ASICs at the maximum rate to cover peak AM ASIC use for the L1Track application.
For each group of AM ASICs the maximum input bandwidth is 64 Gb/s, which is calculated
as 8 layers times 250 MHz, which is the AM ASIC clock frequency, times 32 bits word size
for one cluster.2 Given that the two groups of AM ASICs will receive shared data, we can
allocate 120 Gb/s. For the usage of HTT in the baseline TDAQ 40 Gb/s between the TP and
each PRM will be sufficient.

Table 13.14 reports rough estimates for the resource usage compared with resources avail-
able in a Xilinx KU085 FPGA chosen as an example FPGA for the PRM.

The main parameters for the PRM card are reported in Table 13.15. Several parameters
are driven from AM ASIC performance, as discussed in Section 13.6.4. The main paramet-
ers that affect the processing speed are the cluster processing rate, road processing rate, fit
constants access, and track fitting rate. These parameters are based on the following as-

2 The word size for each cluster on the HTT modules is assumed to be 32 bits. These will be condensed to 16
bits for AM processing. The extra information is used for track fitting.
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13.6.3 Pattern Recognition Mezzanine (PRM)

Table 13.14: PRM FPGA resource usage compared with a Xilinx KU085.

resource required available usage %
High speed links 12 48 25%
Logic cells N/A 1088k N/A
Block RAM 40 Mb 56 Mb 70%
DSP 1870 4100 50%
IO lines 60 + 400 104+520 80%

Table 13.15: Main parameters for the PRM card

parameter value comment
Total number of patterns 4.6M in 2 independent gr. of 2.3M patterns
Peak cluster processing rate 250 MHz in parallel for the 8 logical layers
Max average cluster processing rate 60 MHz average over event and layers
Road readout rate 200 MHz in parallel from each pair of AM ASICs
Road to 8 SSID conversion 500 MHz from the external RAM
Road processing rate 200 MHz assuming one cluster per layer.a

Fit constants access 30 MHz from external RAM
Track fitting rate 1 GFit/s using internal DSP slices
a The number of cycles required is equal to the number of clusters found in the busiest

layer.

sumptions: up to 12 coordinates are used in the fit3, integer multiplications with up to 18
bits for the local coordinate and up to 27 for the constants, and a constant size of 100-200
values of 27 bits. At most 2 missing coordinates are allowed from the sum of missing hits
in the event and wildcards in the stored pattern.

Pre-prototypes of the PRM for R&D have been produced as part of the INFN RDfase2 activ-
ity. The last prototype produced was the PRM06 [13.6] that is shown in Fig. 13.17. The
PRM06 is a generic R&D prototype for phase-II that uses available AM06 ASICs. Two high
capacity and high bandwidth external memories (MT44K32M36) are installed.

The PRM06 is a demonstrator for the first prototype of the PRM card. The main structure
could be similar, while the main change will be to upgrade to AM08 ASICs. The PRM06
has a Xilinx Kintex Ultrascale FPGA. A FPGA of the same family is a possible choice for the
next prototype.

3 With 12 coordinates possible first-stage layer choices are: 1 pixel and 7 strips layers (using 9 coordinates), 2
pixels and 6 strip layers, or more pixel layers for up to 4 pixel and 4 strip, or 6 pixel layers that could be used
in the forward region. Up to 8 pixel layers can be used discarding one coordinate in 4 layers or increasing
the size of the constants.
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Figure 13.17: Pre-prototypes of the PRM card using FTK AM06 ASICs.

13.6.4 Associative Memory (AM) for Phase-II

The core component of the hit pattern recognition will be the AM ASICs. This chip is
a massively parallel system able to perform bit-wise comparison of incoming data with
the pre-stored templates. It has been shown in reference [13.7] that the AM does better
hit filtering than FPGA implementing Hough transform. The production version of the
ASIC will be called AM09. As introduced in previous section, the relevant features for
this device are: the number of patterns per chip, the input and output bandwidths, power
consumption, and the number of layers, and bits per layer used to describe a pattern.

Requirements The Phase-II scenario will require more powerful AM ASICs, with respect
to the current state of the art AM ASICs represented by the FTK Fast-Track Associative
Memory ASIC (AM06). The current AM07 prototype [13.8] (based on 28 nm CMOS process)
has been fabricated in August 2017 (Fig. 13.18) and is currently under test. The chip is fully
functional and operates up to 250 MHz. LVDS drivers and receivers have been measured
with good results up to 1.1 Gb/s. Power dissipation (TX+RX) is about 8 mW at 1 Gb/s. The
design for AM08 ASICs is already ongoing.

With the aim to achieve the HTT requirements, key improvements in the next generation
AM ASICs will be needed with respect to AM06:

• a higher clock speed and bandwidth: the next version of the AM ASIC will also
increase the internal core-matching clock frequency, from 100 MHz to 250 MHz, and
the core-readout clock frequency: from from 100 MHz to 200 MHz . With respect to
FTK, the number of used layers for the pattern recognition are not expected to change
hence the same number of layers will be available both in AM08 and AM09. For each
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13.6.4 Associative Memory (AM) for Phase-II

Figure 13.18: The current prototype of the AM ASIC

of the 8 layers, 16 bit words can be entered at full clock speed with an input bandwidth
of 4 Gb/s per layer. We decided that one patterns is composed by 16 bits × 8 words.
The connection with the FPGA is expected to run at up to 1.6 Gb/s limited by the
Low-Voltage Differential Signaling (LVDS) protocol speed on general purpose FPGA
pins. LVDS driver and receivers working at 1.8 V will be designed for I/O ports with
a slightly higher bandwidth target of 2 Gb/s for usage with future generation FPGAs;
• a larger density of patterns: The cell size is expected to be about a factor 3 smaller, 675

¯m2 to 186 ¯m2 per pattern, allowing to achieve the goal of storing (i.e., 384k patterns) 3
times more patterns in the same area: AM08 will contain 16k patterns and AM09s will
contain 3×128k pattern. The suggested block size is 32k patterns, which requires 12
bits for a 3×128k patterns ASIC. We plan to allocate 16 bits to cover also the aggressive
goal of 4×128k patterns;
• a low energy usage per operation: to achieve this requirement a new CAM cell has

been designed: the KOXORAM [13.9]. Simulation of the new CAM cell predicts better
energy efficiency: 0.30 fJ/comparison/bit compared to the 0.80 fJ/comparison/bit for
the XORAM used in AM06. Other contributions to the AM ASIC power dissipation
are to be accounted, resulting in an expected energy per operation for the device of
1 fJ/comparison/bit. A non-core power consumption should not exceed the 500 mW.
In similar way, the idle core power consumption should not exceed the 500 mW;
• a reduction of current peaks: an implementation of a decoupling scheme in the

Power Distribution Network (PDN) will be given to smooth the power peaks that
caused minor system issues for the AM06.
• a reduced latency: to cope with the Level-1 needs in the evolved scenarios, and

to avoid the integration of multigigabit transceivers: The maximum pass-through
latency (last hit in AM input, first road at AM output) must not exceed the 100 ns
for AM09 and the (50 ns for AM08);
• a more flexible layer threshold: Since many application will use the chip, the quorum

logic thresholds set will include all combination ({0; 1; 2; 3; 4; 5; 6; 7; 8; 9});
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• a more flexible blocks enabling: the new chip will have the possibility to enable/dis-
able blocks of patterns on an event-by-event basis 4 thus saving power since disabled
blocks would not make any comparison.

The HTT system also requires some specific AM ASIC global parameters that does not
change with respect to AM06:

• based on 28 nm CMOS process;
• the junction working temperatures ranges from 0 ◦C to 120 ◦C;
• AM ASIC must be mountable on both sides of the PCB.

Work flow The workflow toward the final ASIC is organised in three steps

• AM08 prototype: small area Multi Project Wafer (MPW) prototype to silicon proof all
the features that will be integrated in Associative Memory 09 pre-production ASIC
(AM09pre).
• AM09pre pre-production: the full area ASIC prototype will be fabricated with a

reduced-cost production run 5. The AM09pre will be developed starting from the
AM08 prototype design and extending the memory area, therefore the specification
of both versions must be compatible. The timing performance of the final production
devices is ensured exploring the transistor performance variability with three “engin-
eering corner runs” .
• AM09 production: A second production run6 will be performed to include in the

AM09 design refinements before going to industrial production.

AM09 design In this section we describe the design technique that we choose to adopted
to reach the HTT requirements:

• Clock speed,bandwidth, and interface: Two clocks will be used to synchronise the
hit input and output road data: the CLK Hit Fast (CLKHF) running at 1 GHz, and
the CLK Readout Fast (CLKRF) running at 800 MHz. The read-out latency could
be further optimised exploiting a direct connection between the AM ASICs and the
FPGA, performing first stage fitting within the PRM. The chip will receive detector
hits through 8 input buses (HIT_IN), propagation within the chip to find correspond-
ence with the pre-stored patterns. The results of the elaboration will be delivered
through the ROAD_OUT buses. With the aim to simply the routing a cascading with a
daisy chain architecture will be implemented at PRM level. For this reason, these
data interfaces will be also copied in output on the HIT_OUT buses and in input
on the ROAD_IN buses. Synchronicity will be obtained thanks to: CLKHF for the
HIT_IN buses; CLKRF for all ROAD_IN buses; CLKHF_OUT for the HIT_OUT buses;

4 Implementation using a specific k-word at the beginning of the event
5 Cost will be limited employing a Multi-Layer Masks (MLM) full-mask set pilot run
6 still based on a MLM full-mask set pilot run
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Table 13.16: Frequency and serialisation capabilities for AM08 and AM09 signals

SYMBOL
BITS /
WORD

SERIAL.
FACT.

WORK.
FREQ.
(MHz)

BW
(Gbps)

WORDS AURORA?

ADDRESS
ADDR_IN 20 1:8 125 1 1 Yes

DATA
HIT_IN 16 1:4 250 2 (DDR) 8 Yes
HIT_OUT 16 4:1 250 2 (DDR) 8 Yes
ROAD_OUT 32 8:1 200 1.6 4 Yes
ROAD_IN 32 1:8 200 1.6 4 Yes

CONTROLS
CTRL_IN 16 1:8 125 1 1
CTRL_OUT 16 8:1 125 1 1

CLOCKS
CLKHF 1000
CLKHF_OUT 1000
CLKRF 800
CLKRF_OUT 800

CLKRF_OUT for all ROAD_OUT buses. The ADDR_IN buses will be used to give in in-
put the write/read address of memory bank and/or control registers. The chip will be
essentially controlled by means of different channels: 1) a fast and sync control tech-
nique; 2) an adhoc fast control mechanism; 3) a slow control commercial protocol (i.e,
Serial Peripheral Interface – SPI). Tables from 13.16 to 13.17 summarise the interface
specifications for the AM08 and AM09.
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Table 13.17: Pin count for AM08 and AM09 signals and connection via FPGAs

AM08 AM09 FPGA lines
SYMBOL #bumps (#LVDS pairs) #bumps (#LVDS pairs) 1-AM09 6-AM09 HP/HR

ADDRESS
ADDR_IN 8(4) 8(4) 8 8 HP

DATA
HIT_IN 64(32) 64(32) 64 64 HP
HIT_OUT 64(32) 64(32) 0 0
ROAD_OUT 32(16) 32(16) 8 24 HP
ROAD_IN 32(16) 32(16) 0 0

CONTROLS
CTRL_IN 4(2) 4(2) 4 0
CTRL_OUT 4(2) 4(2) 4 0
SPI 4 4 4 4 HR
MODE 6(3) 6(3) 6 6 HP
HOLD_IN 4 4 1 3 HR
HOLD_OUT 3 3 0 0 HR

CLOCKS
CLKHF 2(1) 2(1) 0 2 HP
CLKH_OUT 2(1) 2(1) 2 0
CLKRF 2(1) 2(1) 0 2 HP
CLKR_OUT 2(1) 2(1) 2 2 HP

TOTAL 265/268 265 103 127
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13.6.4 Associative Memory (AM) for Phase-II

• Larger density of patterns:The chips will be organised into cores: an independent
unit able to perform parallel pattern recognition tasks. There are three different “core”
concepts in the device.

– Independent-output-cores: the unit which contains 1/4 of total patterns. For the
AM09, it contains 3 × 32k for baseline (4 × 32k for aggressive). For the AM08, it
contains 4k patterns.

– Enable-core size: the unit of pattern-match enable/disable. It contains 32k (4k)
patterns for the AM09 (AM08).

– Design-core: the design unit with 4k patterns.

All cores have to be compatible with the new I/O scheme. AM08 will be composed of
four “design-cores”: The Table 13.18 shows the order of priority in term of designing
efforts for AM08:

Table 13.18: Core features and options

Feature for each Core 1 2 3 4
Control technology

Variable row number (typ = 64 rows: optimisation of skews
vs # row number)

x

SRAM-like reading x x
Quorum fullcustom x x x

The core 2 is the baseline and the core 1 will be placed to reduce risks if Quorum
fullcustom does not works. The core 3 and 4 will be used to test the new feature of
SRAM-like reading. If this feature will not consume more than 5% w.r.t. core 1 and
2 will be integrated in AM09. The core 4 will implement the variable row number
architecture. In AM07 and AM06 we used block of 64 rows. However, this is not
clear that is the optimal solution. For this reason, different blocks with several rows
number will be placed to find the optimal solution in terms of power, timing and area.
As HTT impose strict requirements in terms of pattern density and accurate study
on the area budget has been performed. The reduced-cost run have an area limit of
154 µm, an estimation of area for the AM09 has been given. Fig. 13.19 shows the pie
chart. Estimation has been obtain with core 2.
An open point of AM07 design was that the Quorum circuits (previously called "ma-
jority") occupy more silicon area than memory cells because they are based on stand-
ard cells. We estimate that by developing a full custom design, a factor × 5 will be
saved in area devoted to Quorum logic.
Unlike previous versions, AM08 and AM09 allow the possibility to fast read the bit
content of CAM. The approach mimics the SRAM architecture and it a nice feature to
fast debug the system.
• Low energy usage per operation: At the same time, we see in previous requirement

that a lower energy usage per operation with respect to AM06 have to be obtained.
For this reason, an extrapolation study for AM09 power consumption has been given.
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Figure 13.19: Area Budget for the AM09

The AM ASICs are low power devices that use very little energy per operation. The
energy per operation is in the scale of few femto-Joule. For comparing a 16 bit word
with one pattern the AM09 will use 16 fJ.
More AM devices can be placed with high density on a relatively small printed circuit
area, thanks to their low power.The unit cost at production of an ASIC is relatively
low, with respect to medium or large FPGAs. In this context, the power consumption
becomes a key parameter because it determines the maximum number of AM09, and
thus the maximum AM processing capability, for a given printed circuit area.
The AM08 and AM09 will operate from a single core power supply of 1.0 V. The IO
voltage will be 1.8 V with all data inputs and outputs fully compatible with LVDS18.
The power distribution must keep voltage at transistors within the simulated corners
(Table 13.19). Half of the allowed ripple from the simulation corners is allocated for
power distribution on the PRM card, the other half for the distribution in the package
and die.

Table 13.19: Voltage settings for AM ASIC.

sim. corners nom. V max ripplea

Digital core power (VDD) 0.9 V – 1.1 V 1.0 V ±50 mV
Digital I/O power (VDDPST) 1.62 V – 1.98 V 1.8 V ±90 mV
Analog core power (VDDA) 0.9 V – 1.1 V 1.0 V ±50 mV
Analog I/O power (VDDAPST) 1.62 V – 1.98 V 1.8 V ±90 mV

a The max ripple at balls is the required voltage stability on the PCB.

The AM09 power consumption consists of a baseline component of 1 W per ASIC (the
sum of I/O power and baseline internal power), plus a data-driven contribution equal
to rate of bits compared times 1 fJ/comparison/bit. The value of 1 fJ/comparison/bit
assumes an average bit flip rate of 50%. The last term is proportional to the average
rate at which data words are presented at the AM09 inputs. For example comparing
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16 bits words with an average 50% bit-flip for data sent at an average of 50 MHz on all
8 buses requires a power of 2.5 W. This means that the data-driven power consump-
tion is 0.05 W/MHz times the average word input rate. The formula for total AM09
power is:

P(AM09) = 1W+ < inputrate > ∗0.05W/MHz (13.3)

Since these chips contribute to the major part of HTT power consumption, an accurate
dimensioning of power system can be achieved with chip information.
To ensure the bandwidth and power consumption requirements, the chip will be
packaged in a Ball Grid Array (BGA). The AM08 will be packaged in a 17×17 BGA
package (289 pins), and the AM09 will be packaged in a 23×23 BGA package (529
pins).
• a reduction of current peaks: In order to make the power usage more uniform in time,

DCO will be used to implement a digital Phase-Locked Loop (PLL) able to spread
in time the commutations of internal signals through a whole clock period. In or-
der to implement this, different block of Associative Memory logic will be driven by
clocks with different phase. The change between clock domains will happen between
two near by registers with a very short propagation time. The DCO is a fully-digital
oscillator module capable of producing clock signals with frequencies ranging from
0.8 GHz to 4 GHz in most typical cases. To be functional, DCO requires a current refer-
ence in order to obtain an output current with a low sensitivity against Power Supply
and Temperature. The nominal output current is 1 µA with a nominal variation close
to ±50 nA in a temperature range from 0◦C to 120◦C.
• A controlled junction temperature: A temperature sensor will be designed. It will be

based on the measurements of the base-emitter voltage in the diode-connected bipolar
from the current reference in a range from 0◦C to 130 ◦C with a resolution of 2 ◦C. It
will require a calibration procedure along the process variation. The analog to digital
conversion is based on the time-to-digital technique. It is based on a current reference
respectively based on a current mode architecture, in order to obtain an output current
with a low sensitivity against power supply and temperature. The nominal output
current is 1 µA with a nominal variation close to ±50 nA in a temperature range from
0◦C to 120◦C.

13.6.5 Track Fitter Mezzanine (TFM)

The Track Fitter Mezzanine, which sits on the SSTP main board, finds tracks on all 13 ITk
logical layers and calculates the 5 track helix parameters and the χ2 of the fit. The functional
diagram of the card is shown in Fig. 13.20

There will be 192 TFMs in the system, each containing two mid-range FPGAs. The inputs
to the board, 11 serial links running at 10 Gb/s, come through the TFM-SSTP mezzanine
connector. One link carries the 8-layer tracks found by the 6 PRMs that feed one TFM.
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Figure 13.20: The functional diagram of the TFM.

The track data consist of the clusters on the track, the pattern recognition road number, the
sector number used to look up fitting constants, and the cluster map which indicates which
of the 8 layers had a cluster. There are 10 serial links, 2 each carrying the clusters from one
of the detector layers not used in the PRM.

The first step in TFM processing is the Extrapolator, which finds the clusters on the 5 other
detector layers that are close to a PRM 8-layer track. The incoming clusters enter the DO.
The 5 layers are processed in parallel, with the clusters on each sorted so that those in the
same SSID are forwarded sequentially. The DO uses three sets of on-chip memory for each
detector layer: the HLM, the HLP, and the HCM. The HLM sequentially stores each cluster
received. The HLP stores the HLM address of the first cluster stored for each SSID. The
HCM stores the number of clusters in each SSID.

For each 8-layer track, the Extrapolator calculates the most likely cluster position in each
of the other 5 layers. A matrix calculation uses the 9 track cluster coordinates and a set of
10 constants per layer extracted from external memory. The most likely cluster positions
are converted to SSID numbers, a check is made that there are clusters in at least 4 of the 5
layers, and if so the clusters are extracted.
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13.6.5 Track Fitter Mezzanine (TFM)

The track candidates from the Extrapolator are sent to the Track Fitter. A candidate consists
of an 8-layer track with its clusters and all of the nearby clusters on each of the other 5
layers. All of the combinations of one cluster per layer on the 5 layers are fit. If one of the
layers does not have a cluster, then the combinations of one cluster on each of the other 4
layers are used. For each combination, the χ2 and the 5 helix parameters are calculated in
linear fits using the cluster positions and a set of constants extracted from external memory.
A χ2 cut is applied to reject most fake tracks.

Three types of fitters will be implemented. If one of the 5 non-PRM detector layers has
no cluster, then the Majority track fitter is used. The same set of constants as is used when
there are no missing hits can be used here to calculate the χ2 and helix parameters provided
there is an estimate of where the cluster in the empty layer would have been. The missing
cluster coordinate is estimated using a linear function of the other cluster coordinates. (This
equation comes from minimising the χ2 over the position of the cluster in the empty layer.)
If there are clusters in all 5 layers, the Nominal fitter is used. If the χ2 for a nominal fit
fails, it is possible that one of the layers contains a random cluster. The Recovery fitter
sequentially drops the cluster on one of the 5 layers and refits the remaining clusters as a
Majority fit. If at least one of the recovery fits passes the χ2 cut, the track with the lowest χ2

is passed on.

The good tracks coming out of the track fitters are sent back to the SSTP. A track packet
consists of the cluster on each layer, the χ2, the 5 helix parameters, the track road, the sector
number, and the cluster map indicating which layers had real clusters.

The tentative choice is two moderate priced Xilinx FPGAs per TFM (XCKU085) along with
high speed DDR3 memory chips (Micron MT44K16M36). This is driven by the processing
requirements for the board. Simulation indicates that the PRMs will send 12 8-layer tracks
per event to a TFM for a minimum pT of 4 GeV. Scaling with curvature gives an expected
48 tracks per event per TFM for pT above 1 GeV, or 24 tracks per event per TFM FPGA.
With the 100 kHz event rate in gHTT, that corresponds to 2.4 Mtracks/s, or 1 track per
400 ns. There will be 1 or 2 connections (sets of extrapolation constants) per track, with
each set containing 100 constants. The chosen FPGA and memory allow for this rate of
memory data transfer.

The expected occupancies in the 5 layers being added to the 8-layer track indicate that
there will be on average 5.4 combinations of hits in those layers to be fit with the hits from
a PRM track. This assumes an extrapolation window of +/- 3 σ in the 8-layer track angular
resolution. The result is that a fit must be done on average in 75 ns. To obtain the χ2 and
helix parameters, 18 calculations must be done, each consisting of 19 multiplies and adds.
Each of those calculations would be done in a different set of DSPs and as a result they can
be completed within the allowed time. One set of 342 fitting constants has to be loaded
for each connection. With the number of memory chips that an FPGA can support, the
constants can be loaded within the available time. An extrapolation of the logic resources
used in the FTK Second-Stage Board, which carries out similar calculations, shows that the
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Table 13.20: TFM FPGA resource usage compared with a Xilinx KU085.

Needed per event Capability per event
High-speed links/FPGA 12 44
Logic cells/FPGA 0.4M 0.8M
DSPs/FPGA 2500 4100
I/O lines/FPGA 260 676

chosen FPGAs have the needed logic capacity. An example of resources needed and the
capability available in the example FPGA is given in Table 13.20.

13.6.6 The HTT Interface (HTTIF) Infrastructure

The HTT is connected to a commodity network through a HTT interface (HTTIF). The HT-
TIF will translate the network-specific data into a lower-level protocol to distribute the hit
data to individual AMTP cards. The system will use QSFP links links giving a 10 Gb/s con-
nection between the HTTIF and the AMTP card. The hardware used for the HTTIF will
be based on FELIX with dedicate HTTIF firmware. A single HTTIF server is connected
to a group of AMTP and SSTP cards. The connection to an ATCA card is through a rear
transmission module (RTM). The RTM is passive with mostly point-to-point connections.
Utilisation of RTMs will allow us to reduce the mechanical stress on the fibre-optical links
and the number of insertions. An additional advantage is housing the fibres in the rear of
the rack where room is normally available for this purpose.

The bandwidth may depend on the pseudo rapidity of the trigger tower and on the needed
data duplication. Data duplication is needed because of track bending in the magnetic field
and the size of the luminous region (beam spot). To reduce the data duplication in the
HTTIF the ATCA backplane is used to share strip and pixel clusters between AMTP cards
residing in the same shelf. The second-stage track processor boards SSTP will receive track
data from AMTPs and hit data directly from HTTIF. All the reconstructed tracks are sent
back from the track processor boards to the HTTIF.

The HTTIF server will process data requests received from the EFPU over the network.
Each request will be received as a single network message in order to have all relevant ITk
data arrive at the same time. Each HTTIF server is equipped with two FELIX I/O cards.
For each tracking request, data with a granularity of one detector element will be routed to
one or both FELIX cards and then to the ATCA cards. The HTTIF will send out data to the
cards of a given HTT unit with a maximum skew of 100 microseconds.
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Table 13.21: HTT 1st-stage dataflow summary. The gHTT output bandwidth and event size refer to
the HTT internal data flow between AMTP cards and SSTP cards.

rHTT/event gHTT/event HTT rate available
# Cluster /PRM (layer average) 200 260 46 MHz 60 MHz
# Roads/PRM 170 270 45 MHz 400 MHz
# Constants read/PRM 90 140 23 MHz 30 MHz
Fits/PRM 1500 2250 400 MHz 1 GHz
Tracks after χ2/PRM 80 280 36 MHz
Tracks after HitWarrior/AMTP 10 35 4.5 MHz
rHTT output bandwidth /AMTP 640 Mb/s
<Tracks after HitWarrior>/AMTP 7 20 2.6 MHz
Total output bandwidth 250 Gb/s 750 Gb/s 1 Tb/s
Average event size 30kB 900kB

13.6.7 Dataflow summary

The internal and output dataflow for 1st-stage processing is summarised in Table 13.21. The
required rates are based on studies in Section 13.5 and the HTT rate is the sum of rHTT and
gHTT rates. For rHTT the values are from the jets samples with pT > 2 GeV. For gHTT the
values are the average of the jets and minimum bias samples with pT > 1 GeV. For both
cases the worst case η region is considered and the numbers are scaled up by a factor of
1.1, because each PRM covers a size ∼ 1.1 times larger than the region size used for the
performance studies as indicated in Table 13.10.

The output bandwidth numbers assume 160 bits for track parameters and track identifi-
ers, such as road ID and sector ID, plus 480 bits for clusters on tracks for a total of 640
bits/track. The lines “Tracks after χ2” and “Tracks after HitWarrior” refer to the worst case
η regions. The line “<Tracks after HitWarrior>” refers to the average number of tracks over
all η regions. The output bandwidth and event size are based on this average.

Table 13.21 reports an event size of 30 kB for rHTT and an average event size of 250 kB for
gHTT. The gHTT average event size naively accounts for the fact that only 100 kHz of the
400 kHz EF pre-selected events will undergo global tracking. Table 13.22 summarizes the
estimated dataflow for second stage fitting.

Figure 13.21 summarises the payload data bandwidth for 1/8 of HTT.

13.6.8 Size and power consumption of the HTT system

Overall, the HTT system consists of 576 AMTPs, 1152 PRMs each with 12 AM ASICs (13824
total), 96 SSTPs, 192 TFMs, and 24 HTTIFs. The AMTPs are located in 48 ATCA shelves,
and the SSTPs are in 8 ATCA shelves. Each group of 6 AMTP shelves will preferentially
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13.6 Description of the HTT Hardware and Firmware

Table 13.22: HTT 2nd-stage dataflow summary

Needed/event Capability/event
# of clusters/TFM (max layer) 580 5000
# of clusters/TFM (average) 380 5000
Cluster rate/TFM (max layer) 58 MHz 500 MHz
Cluster rate/TFM (average) 38 MHz 500 MHz
# of 1st-stage tracks/TFM 60 120
# of constant sets read/TFM

Extrapolator 240 500
Fitter 125 230

Fits/TFM 325 600
<Tracks after HitWarrior>/SSTP 20
Total output bandwidth 150 Gb/s
Average event size 200kB

Table 13.23: Size of the HTT system

HTT
Number of HTTIF 24
Number of ATCA shelves for AMTPs 48
Number of AM/SSTP boards per shelf 12
Total number of AMTPs 576
Number of PRMs per AMTP 2
Total number of PRMs 1152
Number of AM ASICs per PRM 12
Total number of AM ASICs 13824
Number of ATCA shelves for SSTPs 8
Total number of SSTPs 96
Number of TFMs per SSTP 2
Total number of TFMs 192

be located near a shelf of SSTPs and the corresponding 6 HTTIFs to ease fibre routing. The
number of HTTIF is estimated assuming 115 Gb/s payload bandwidth for each HTT unit
and 250 Gb/s for each HTTIF, see Table 13.12.

The system size is summarised in Table 13.23. The rHTT and gHTT functions are performed
by a single overall HTT system that will respond to both type of requests in a transparent
way, i.e. processing regional or global data.

The system physical size is determined by processing power density per module. The mod-
ules are expected to make a balanced use of Printed Circuit Board (PCB) area and power
dissipation to optimise processing density per module. An initial power budget is shown
in Table 13.24. The power allocation for FPGA, DC/DC converters and other components
is estimated from similar cards. The power for the AM ASICs is directly proportional to the
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13.6.8 Size and power consumption of the HTT system
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Figure 13.21: A summary of data flow in 1/8 of HTT. The blue and pink boxes are ATCA crates
with AMTP or SSTP boards. The numbers are for 50% link utilisation

amount of data sent for processing, as taken from simulation, and to the average number of
bit flips among consecutive data words. The power budget is calculated with a AM ASIC
energy per operation of 1 fJ per comparison per bit plus a baseline of 1 W per ASIC at an
average cluster processing rate of 60 MHz, see Equation 13.1.
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13.7 Project Milestones

Table 13.24: Summary of the estimated power usage

AMTP main card (including DC/DCs) 100 W
PRM FPGA 30 W
PRM 12 AM ASIC 50 W
PRM others (RAMs, IO fanout, DC/DC) 25 W
Total/AMTP 310 W
SSTP main card (including DC/DCs) 100 W
TFM 2 x FPGA 75 W
TFM others (RAMs, IO fanout, DC/DC) 25 W
Total/SSTP 300 W

Table 13.25: HTT project high-level milestones. Milestones are characterised as software (SW),
firmware (FW), or hardware (HW).

Date Type Milestone
Q2/18 FW Update of FPGA resource usage tables from TDR for SSR
Q2/18 HW System Specification Review (SSR)
Q4/18 HW AM08 ASIC submission
Q2/19 SW Baseline processing configuration defined (including post-TDR optimisation)
Q2/19 HW Preliminary Design Review
Q3/20 FW Firmware that explores one by one all critical functions of main FPGAs
Q4/19 HW AM09pre ASIC submission
Q4/20 HW AM09 ASIC submission
Q3/21 SW Offline SW providing online SW with configuration data loaded on the slice
Q4/21 FW Slice processing demonstrated on prototypes
Q1/22 HW Final Design Review
Q4/22 SW Large scale Monte Carlo production demonstrated
Q1/23 FW HTT processing and EF-HTT integration demonstrated with 2 HTT units
Q2/23 HW Production Readiness Review
Q2/25 HW Hardware installation

13.7 Project Milestones

A detailed schedule for the HTT construction project is given in a separate Work Break-
down Structure document. A summary of the most important milestones is presented in
Table 13.25.
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14 Evolution Scenario

The single hardware-level trigger discussed throughout this document is the selected con-
figuration of the trigger architecture design for the Phase-II TDAQ System and will be the
nominal design for the start of Run 4. However, two main risks have been identified that
may impact the eventual performance of the system at the ultimate HL-LHC luminosity
(see Table 1.2). The first risk is the uncertainty in the projected trigger rates for hadronic
objects at 〈µ〉 = 200. The second risk is the uncertainty on the occupancy in the inner pixel
detector layers at the ultimate HL-LHC conditions; should this occupancy greatly exceed
expectations, the increase in event size would exceed the bandwidth specification for the
pixel detector readout chips. The architecture scheme described in this chapter mitigates
both risks by adding a second hardware-level trigger (Level-1) which uses regional tracks
built from hits in the ITk strip detector and the outer layer of the pixel detector. This addi-
tional trigger stage would provide for a rudimentary primary vertex selection for multijet
triggers, allowing for additional hadronic background rejection and a lower overall readout
rate for the inner detector pixel layers. Additional details regarding the motivation and cri-
teria for such an evolution are presented in Section 14.1, followed by the requirements for
the evolved system in Section 14.2 and a description of the resulting “evolved" architecture
design in Section 14.3. The implications for the individual TDAQ sub-systems are described
in Section 14.4, including the design considerations incorporated into the baseline system
design that would allow for evolution and an estimate of the latency of the evolved system.
Finally, the opportunities for a variety of physics signatures provided by the inclusion of
hardware-based regional tracking in the Level-1 trigger are presented in Section 14.5. A
timeline for the eventual commissioning of the evolutionary system is outside the scope of
this document.

14.1 Criteria for Evolution

The two main criteria for the evolution to the split-level hardware trigger configuration are
the hadronic trigger rates and the inner pixel detector layer occupancies. If either or both
are higher than expected, the baseline TDAQ architecture would not survive the ultimate
HL-LHC running conditions. In this case, the hardware of the baseline trigger system is
designed so it can be used in the evolved TDAQ system with adjustments to the firmware
as described later in this chapter.
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14.1 Criteria for Evolution

|η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

T
o
ta

l 
N

o
is

e
 [

M
e
V

]

10

210

310

410

FCal1

FCal2

FCal3

HEC1

HEC2

HEC3

HEC4

PS

EM1

EM2

EM3

Tile1

Tile2

Tile3

Gap

ATLAS

Simulation

25 ns bunch spacing

 = 60µ = 14 TeV, s

(a) Total noise for 〈µ〉 = 60.

|η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

T
o
ta

l 
N

o
is

e
 [

M
e
V

]

10

210

310

410

FCal1

FCal2

FCal3

HEC1

HEC2

HEC3

HEC4

PS

EM1

EM2

EM3

Tile1

Tile2

Tile3

Gap

ATLAS

Simulation

25 ns bunch spacing

 = 140µ = 14 TeV, s

(b) Total noise for 〈µ〉 = 140.

|η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

T
o
ta

l 
N

o
is

e
 [

M
e
V

]

10

210

310

410

FCal1

FCal2

FCal3

HEC1

HEC2

HEC3

HEC4

PS

EM1

EM2

EM3

Tile1

Tile2

Tile3

Gap

ATLAS

Simulation

25 ns bunch spacing

 = 200µ = 14 TeV, s

(c) Total noise for 〈µ〉 = 200.

Figure 14.1: Quadratic sum of simulated electronics and pileup noise per calorimeter cell for each
calorimeter layer as function of pseudorapidity. Each subfigure corresponds to a different level of
pileup noise; the total noise at each µ is used in the topological clustering algorithm to reconstruct
hadronic events.

14.1.1 Uncertainty in Hadronic Trigger Rate Estimates

In the nominal HL-LHC trigger menu for the single-level trigger architecture (see Table 6.4),
the trigger rates are based on simulated data with µ = 200 interactions per crossing. Lepton
trigger rate projections have proven reliable. However, projections for hadronic rates are
extremely sensitive to the contribution from stochastic jets (accidental overlaps of uncorrel-
ated particles).

Hadronic activity is reconstructed using the topological clustering algorithm described in
Section 6.2. The noise setting in the algorithm depends on the expected number of interac-
tions per crossing and varies as a function of calorimeter layer and |η|, as shown in Fig. 14.1.
These settings are then used in simulation to form topological clusters that are the inputs to
the anti-kt jet-finding algorithm in order to determine the hadronic trigger rates as a func-
tion of µ. An illustration of this is the trigger rate per unit µ for a hadronic trigger requiring
four EM-scale jets above 30 GeV, as shown in Fig. 14.2. Several features can be extracted
from this figure. First, adjusting the effective number of interactions per crossing by ±10
around each pileup setting results in an increasing variation in the trigger rate. Second, the
central values of the rates at µ = 60, µ = 140, and µ = 200 are not linearly increasing. Third,
there is an overall uncertainty on these central values for µ = 140 and µ = 200 since we
cannot yet measure the hadronic trigger rate in data at these high values of pileup. Thus,
a reasonably small underestimate of the stochastic jet contribution can result in a large in-
crease in the four-jet trigger rate. Based on the HL-LHC plan, the pileup conditions are
expected to reach µ = 140 at the start of Run 4. Running at the so-called nominal HL-LHC
conditions will already give us important feedback as to the accuracy of the simulation in
the ultimate HL-LHC conditions. If the hadronic trigger rates at µ = 140 are higher than
predicted by the simulation, a move to the evolved architecture would be needed to reject
additional background in the Level-1 hardware trigger.
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14.1.2 Uncertainty in ITk Pixel Detector Occupancies

14.1.2 Uncertainty in ITk Pixel Detector Occupancies

The ITk pixel detector is made up of five layers in the barrel (layers 0− 4, where layer 0 is
the innermost pixel layer) and consists of five rings for each endcap [14.1].

The occupancy (number of hits per chip) has been studied in simulated tt events at µ = 200,
as described in Ref. [14.1] and shown for the barrel region in Fig. 14.3. The highest occu-
pancy is expected in Layer 0 of the barrel of the ITk pixel detector, where the average num-
ber of hits per chip is expected to be 137 in the nominal inclined geometry. The highest
average occupancy with respect to z is 247 hits per chip, which corresponds to a maximum
inner pixel channel occupancy of 0.16% and a maximum hit density of 0.64 mm−2.

The occupancy drives the readout data rate for the ITk pixel detector. The data rate as a
function of pixel layer (for both inclined barrel and endcap) is shown in Table 14.1. In the
single-level trigger scheme, the innermost pixel layer in the barrel has the highest expected
average data rate per link at µ = 200: 3.97 Gb/s. The readout is designed for an average
data rate of 70% of the maximum bandwidth, or 3.6 Gb/s, to allow for event-by-event
fluctuations. The maximum data rate is 5.12 Gb/s per FE chip. In the evolved scheme, the
front-end chips for the inner barrel and endcap layers incorporate logic to remove hits from
memory that do not belong to an event accepted by the Level-0 Trigger (the so-called “fast
clear"), bringing the rates well below the design specification. Aggregation causes rates
near the soft limit in the outer layers as well in the evolved scheme.

However, if the innermost pixel occupancy is dramatically higher than predicted by simu-
lation at the start of Run 4, the event size would increase and the data rate could exceed the
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Figure 14.2: The four-jet trigger rate per unit µ as a function of µ. Three pileup values are used
for the noise setting in the topological clustering algorithm: µ = 60 (red), µ = 140 (yellow), and
µ = 200 (blue).
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Figure 14.3: Distribution of chip occupancies over all events (minimum single hit) and layers for
the ITk pixel barrel in the inclined dual layout.

design value of 5.12 Gb/s at the ultimate HL-LHC luminosity. Furthermore, the develop-
ment of the 5.12 Gb/s serial output of the pixel detector aggregator chip carries a moderate
technical risk [14.1]. In either scenario, a lower readout rate of 600− 800 kHz (compared
to the 1 MHz readout rate for the single-level TDAQ system) or other measures to reduce
bandwidth consumption might be needed for the pixel detector. The lower readout rate
can be accomplished in the evolved architecture through the additional rejection provided
by the Level-1 hardware trigger. In this scheme, the longer latency can be accommodated
by the pixel readout system.

14.2 Requirements for the Evolved System

The main requirements for the evolved system are as follows:

• Calorimeter and muon data shall be sent to the Level-0 hardware trigger every bunch
crossing, as in the baseline system.
• To minimise the amount of effort and avoid problems in the commissioning phase,

the Level-0 latency shall be kept to the value of the baseline Level-0-only hardware
trigger system (10 µs).
• Regions of interest for tracking shall be provided by the Global Trigger sub-system.
• Upon a L0A, regional ITk data (no more than 10% of the detector data volume) shall

be provided to the Level-1 hardware-based trigger system, at an event rate of at least
2 MHz. For the ITk strip detector, the regional data will be produced by FE electronics
then sent out via FELIX, while for the ITk pixel detector outer layers (Layers 2-4) and
the forward rings, the regional data will be extracted from the full Level-0 data stream
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Table 14.1: Expected data rates per link for Pixel (inclined) barrel and endcap layers for the single-
level trigger (1 MHz) and evolved (4 MHz) L0A rates. The rates are based on simulation and are
averages per event; for each layer the value for the module with the highest data rate is indicated.
The maximum data rate per front-end chip is 5.12 Gb/s [14.1].

Baseline Data Rate Evolved Data Rate
Layer Per Link (Gb/s) Per Link (Gb/s)
Barrel Layer 0 3.97 -
Barrel Layer 1 1.78 -
Barrel Layer 2 2.08 2.08
Barrel Layer 3 1.28 2.56
Barrel Layer 4 0.88 3.52
Endcap Layer 0 2.15 -
Endcap Layer 1 2.14 -
Endcap Layer 2 2.60 2.60
Endcap Layer 3 1.56 3.12
Endcap Layer 4 1.08 4.32

in FELIX, then sent out. Other ITk pixel layers and rings will not be used in the Level-1
decision.
• The HTT hardware shall be designed to minimise the effort required to become part

of the real-time trigger path.
• Regional charged tracks with pT > 4 GeV shall be reconstructed in the Level-1 Trig-

ger system within the Level-1 latency budget.
• A rejection factor of 2.5 (7) shall be provided by the Level-1 Trigger to achieve a L1A

rate of 800 kHz (600 kHz).
• Upon a L1A, all of the remaining ITk data shall be read out at a rate of 800 kHz as-

suming a L0A rate of 2 MHz or 600 kHz assuming a L0A rate of 4 MHz.
• The two inner pixel layers (Layers 0-1) shall be read out to the DAQ system at the

L1A rate.
• The total latency of the Level-1 hardware-based trigger system (including the Level-0

latency) shall be less than 30 µs (35 µs) for the 4 MHz (2 MHz) L0A scheme.

The required data rates for the evolved system are summarised in Table 14.2. The paramet-
ers for the 4 MHz scheme are driven by the ITk strip detector readout constraints, while the
parameters for the 2 MHz scheme are driven by NSW detector readout constraints. These
and other considerations with respect to the readout of the ATLAS detectors are described
in the following sub-sections.
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14.2 Requirements for the Evolved System

Table 14.2: The relevant data rates and Level-1 latencies for the 4 MHz and 2 MHz L0A rate
schemes. The regional data fraction is assumed to be 10% of the L0A rate, and the total allowed
data rate is 1 MHz. The data rate for the full readout of the ITk detectors is set by the difference
between these two quantities.

4 MHz L0A Scheme 2 MHz L0A Scheme
Maximum Level-1 Latency 30 µs 35 µs
Fraction of Regional Data 10% 10%
Effective Regional Readout Rate 400 kHz 200 kHz
Full ITk Detector Readout Rate 600 kHz 800 kHz
Total Data Rate 1 MHz 1 MHz

14.2.1 ITk Pixel Detector

The design of the FE chip for the inner pixel layers (0-1) accommodates the reception of
both Level-0 and Level-1 signals, and incorporates logic to remove hits from memory that
do not belong to an event accepted by the Level-0 Trigger (described as the “Fast Clear"
logic in Ref. [14.1]). This design dictates that if the TDAQ L0A latency is within 10 µs and
the L1A signal arrives less than 35 µs later, the hit losses will be < 1%. The total memory in
the pixel FE corresponds to a maximum latency of 12.5 µs.

The outer pixel layers (2-4) shall be read out at the maximum Level-0 rate of 4 MHz, with
the installation of additional cables and fibres1. In the case of the outer pixel layers, the
selection of data for the Level-1 hardware-based trigger system will be done off-detector, in
the Readout System, based on Regional Readout Requests received from the Global Trigger
via the corresponding FELIX units.

14.2.2 ITk Strip Detector

The ITk strip detector readout shall be able to accommodate a 4 MHz Level-0 rate without
any design modifications, provided that the RoIs requested cover at most 10% of the de-
tector. This maximum readout rate is derived from the 128-event depth of the FE buffer. At
a 4 (2) MHz Level-0 rate, and 600 kHz (800 kHz) Level-1, Level-1 accept signals shall arrive
at the FE chip within 20 (40) µs after the Level-0 signal. Thus the ITk strip detector FE buffer
determines the maximum Level-1 latency (30 µs) in the 4 MHz scheme.

1 The installation of these additional cables and fibres leads to an increased material budget of the order of a
few percent; this additional material will not have a sizeable impact on the detector performance.
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14.2.3 NSW

14.2.3 NSW

The evolved scheme differs from the specifications used to design the NSW system; an in-
depth study has been carried out to understand the implications. In the Level-0/Level-1
scenario the NSW would only be read out on L1A, effectively increasing the bandwidth
headroom. A Level-1 latency of 25 µs (and potentially up to 35 µs, depending on the dead-
time incurred by the NSW front-end electronics) will not lead to any data loss. The dead-
time incurred by the NSW front-end electronics determines the maximum latency (35 µs)
for the 2 MHz L0A scheme.

14.3 Overview of the Evolved System Architecture

If the criteria outlined in Section 14.1 are met, the TDAQ architecture will evolve as shown
in Fig. 14.4, to a two-level Level-0/Level-1 system with at least 2 MHz and up to 4 MHz
L0A rate. The data rates for these two schemes are summarised in Table 14.2.

The functional overview of the evolved TDAQ system is shown in Fig. 14.4. Unlike the
single-level trigger configuration, the hardware trigger is split into a two-level hardware
trigger system, where the HTT performs the primary reduction of the Level-0 rate for an
affordable EF farm size. The basic Level-0 Trigger functionality is unchanged. However,
a Region of Interest Engine (RoIE) is added to the Global Trigger to calculate RoIs upon
a L0A. The RoIs are used to generate R3s for the ITk strip detector and the equivalent
off-detector data selection for the outer layers of the ITk pixel detector. In the case of the
ITk strip detector, the R3s are distributed to the front-end electronics via FELIX, initiating
the transfer of data for use in L1Track. Due to bandwidth limitations on the front-end
electronics, the selected data cannot represent more than about 10% of the total detector
data on average. In the case of the ITk outer pixel layers, the regional readout requests are
used in the Readout System to select the relevant data for L1Track. L1Track is a hardware-
based regional tracking system that reconstructs tracks in these RoIs; it is composed of
the same hardware and firmware as the HTT components, but is subject to an additional
latency constraint of 10 µs.

The Global Trigger receives the regional charged track objects and combines these with the
same calorimeter- and muon-based objects as foreseen in the single-level scheme. Addi-
tional algorithms to ensure jets in hadronic events arise from the same primary vertex may
be implemented. The output is sent to the Level-1 CTP, which is responsible for the final
Level-1 trigger decision and for distributing the L1A signal to the detectors to transmit their
full event data. The overall latencies are summarised in Table 14.2.

The Level-0-only TDAQ design is capable of operation at 1 MHz and luminosities up to
L = 7.5× 1034 cm−2s−1, but all so-called “hooks" necessary to evolve to a Level-0/Level-1
system at a later stage are implemented in the design. The implications for the design of
the individual TDAQ sub-systems are described in Section 14.4.
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14.3 Overview of the Evolved System Architecture

(a) Baseline TDAQ System with a single-level hard-
ware trigger.

Inner Tracker Calorimeters Muon System

Global Trigger

L0CTP

Dataflow

Permanent
Storage

Readout

L1Track

Event
Processor

L0Calo L0Muon

MUCTPI

L1CTP

Event Filter

gHTTProcessor
Farm

RoIE

ITk data (Max 4 MHz)

Readout data (1 MHz)

L0 accept signal

Trigger data (40 MHz)

Regional Readout Request

Output data (10 kHz)

Readout data (800 or 600 kHz)

L1 accept signal

gHTT data (100 kHz)
EF accept signal

(b) Evolved TDAQ System with a two-level hardware
trigger.

Figure 14.4: Diagram of the evolved TDAQ System in Phase-II with a two-level hardware trigger
(b), compared to the single-level hardware trigger configuration (a). The additional components
in the evolved system are shown in light blue: the RoIE within the Global Trigger, L1Track, and
L1CTP. For the ITk strip detector, the regional data will be produced by FE electronics then sent
out via FELIX, while for the ITk pixel detector outer layers (Layers 2-4) and the forward rings,
the regional data will be extracted from the full Level-0 data stream in FELIX, then sent out. The
remaining full detector data is sent after a L1A. Direct connections between each Level-0/Level-1
trigger component and the Readout system are suppressed for simplicity.
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14.4 Design Implications for the TDAQ Sub-systems

14.4.1 Level-0 Calo Trigger

The change from the single-level hardware trigger to a two-level system is transparent for
Level-0 Calorimeter trigger hardware. It might imply, however, a few small changes in the
firmware depending on the readout scheme. In the single-level system, the readout will be
issued upon receiving the L0A signal. In a two-level system it seems advantageous to issue
the readout after the L1A signal at lower rate and potentially higher readout bandwidth.
Moving from one readout scheme to the other requires minor changes in the firmware for
all FEX systems as well as the Hub module and its daughter card.

14.4.2 Level-0 Muon Trigger

For the evolution from the single-level to the two-level hardware trigger architecture, no
change is required for the Level-0 muon trigger system. The hit data for RPC, TGC, NSW,
and MDT are transmitted to FELIX after a L1A signal in the two-level architecture. The
RPC, TGC, and MDT hit data are streamed off the chambers to the off-detector electronics;
these buffers are compatible with the Level-1 latency of the evolved architecture. The NSW
hit data are stored in the buffers in the on-detector electronics before the readout; these
buffers are also compatible with the Level-1 latency of the evolved architecture.

14.4.3 Global Trigger

The Global Trigger will evolve in the two-level architecture to incorporate additional in-
puts from the L1Track trigger system. This will allow the GEP modules to include tracking
information when refining trigger objects for Level-1 trigger decisions, which has the po-
tential for large rate reductions of pile-up and noise. The multiplexed L1Track data will be
provided to the GEP in identical fashion as the other data inputs so that the track informa-
tion can be included in extended object processing. A new RoIE will receive the pattern of
active trigger inputs contributing to the L0A decision (TIC) and use this to suitably seed re-
gional readout of the ITk strip tracker and selection of outer ITk pixel data for transmission
to L1Track.

To enable this the Global Trigger will have three additional major functions in the two-level
architecture over and above the Level-0 system described in Chapter 9:

• At the end of the Level-0 trigger process, after an L0A, the Global Trigger must identify
the RoIs corresponding to accepted trigger hypotheses that require tracking informa-
tion from the L1Track regional hardware-based tracking system.
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• The Global Trigger must initiate the generation of the R3 in the ITk strip tracker
to seed the transfer of data to the L1Track, transferring this information to the ITk
Readout System along with the corresponding off-detector data selection for the outer
ITk pixel layer that is buffered in the FELIX system.
• The Global Trigger shall store Level-0 objects until the L1A; these objects may be up-

dated with L1Track information.
• When the L1Track data are available, the Global Trigger shall use this information

to update the Level-0 trigger hypotheses to form the input to L1CTP for the Level-1
trigger decision and transfer this information to the L1CTP system.

These functions will be implemented by updating the Global Trigger as follows:

• the number of GEP nodes will remain the same, with the GEP node that processed
an event at Level-0 processing it at Level-1, and the GEP firmware will be updated to
include these additional steps:

– produce the compact data structure mapping the TIP onto the TOBs which caused
those TIP bits to be fired every event as the TIP are being transferred to the CTP
Interface, which in the single-level architecture is only produced after the L0A
decision, and transfer this to the new RoIE described below

– buffer the Level-0 event information pending the receipt of tracking information
– when the Level-1 track information is available, use this to update the Level-0

trigger hypotheses and transfer the resultant Level-1 TIP to the CTP Interface

• additional MUX modules will be added to receive the tracking information from
L1Track in a manner analogous to the Level-0 MUX modules
• additional MUX variant modules will be added, running the new RoIE firmware, as

described in more detail below
• the CTP Interface will be updated to transmit the Level-1 TIP to L1CTP

The updated system processing and trigger decision flow including these new steps within
the GEP and the new modules are illustrated in Fig. 14.5.

Impact on the GEP

The step to produce the data structure mapping the TIP onto the TOBs which caused those
TIP bits to be fired will not significantly impact on the resource usage on the GEP as this
functionality is required in the single-level scheme to generate the readout data - it just
moves from running after the L0A to during the CTP Interface and L0CTP processing.

The same GEP node that processed an event at Level-0 will process the event at Level-1.
The buffering step will therefore consist of the GEP node streaming the event information
into its local RAM after the L0A and retrieving it after a suitable interval for amalgamation
with the tracking information from L1Track.
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Figure 14.5: Illustration of the Global Trigger system processing and trigger decision flow in the
evolution to a two-level architecture.

In the single-level scheme the GEP node would have streamed its readout information to
the Zynq chip after L0A; this step now occurs on the retrieved information after L1A.

The algorithms and hypotheses using the tracking information are not expected to be as
intensive as the jet-finding algorithm and have a nominal allocation of 10% of the device,
taking resource utilisation to 60%.

The RoIE

The RoIE consists of a set of MUX nodes with point-to-point links to each FELIX module
in the ITk strip and outer pixel readout. Every bunch crossing the RoIE receives the TIC
trigger decision from L0CTP and identifies those TOBs requiring tracking information by
comparing this with the complete information from the respective GEP node about those
TOBs contributing to accepted trigger items. It then transmits the requisite information
down the correct point-to-point links to generate the R3 in the ITk strip tracker and cor-
responding off-detector data selection in the outer ITk pixel readout to seed the transfer of
data to the L1Track.

The RoIE firmware essentially consists of two lookup steps, TIC to TOBs followed by TOB
to R3 seed, which are well suited to FPGA implementation.

14.4.4 Trigger, Timing, and Control

The TTC paths for the evolved system are shown in Fig. 14.6. In comparison to Fig. 5.3,
a GBT connection between the Level-1 Trigger Processors and FELIX and a connection

403



14.4 Design Implications for the TDAQ Sub-systems

between the RoIE in the Global Trigger and FELIX are added. Additionally, the CTP is
divided into a L0CTP and L1CTP, as described in Section 14.4.5.
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Figure 14.6: The evolutionary two-level system timing and control paths.

14.4.5 Central Trigger System

There is one CTP for the Level-0 trigger system (L0CTP). For the evolved two-level trig-
ger system, it is planned to use an additional CTP dedicated to the Level-1 trigger system
(L1CTP). The L1CTP would use the same hardware as the L0CTP, but with different firm-
ware for the Level-1 functions.

Figure 14.7 shows the Central Trigger part of the evolved Level-0/Level-1 architecture.
Compared to the single-level scheme, the L1CTP is added in the same ATCA shelf. The
L0CTP calculates, for every L0A, the pattern of active trigger inputs contributing to the
L0A decision (TIC). This is transmitted to the RoIE of the Global Trigger, where it is used in
identifying regions of the detector to be used in the Level-1 rHTT. For sending the TIC pat-
tern (along with associated information), a 12-way ribbon fibre transmitter module [14.2] is
foreseen which allows to connect 12 serial optical links with line rates of 9.6 Gb/s. In addi-
tion, it has to provide, for each L0A, the pattern of active trigger items after veto (TAV) and
transmit it to the L1CTP. For sending the TAV pattern to the L1CTP, another 12-way ribbon
fibre transmitter module is foreseen. The inputs from L0CTP can be used for triggers that
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Figure 14.7: Context diagram showing the L0CTP and L1CTP systems interfacing to the MUCTPI,
the Global Trigger, the RoIE, and the FELIX systems (via the LTI modules). Only the trigger path
is depicted; control, monitoring, and readout are not shown.

do not require validation at Level-1 and to provide pre-scaled triggers without the Level-1
requirement for monitoring and efficiency measurements.

Figure 14.8 shows the L1CTP in more detail. It uses a CTPIN module to receive the TAV
word from the L0CTP. A CTPCORE module with Level-1-specific firmware receives the
Level-1 trigger inputs from the Global Trigger via one of its two 12-way ribbon fibre receiver
modules, while the other receiver module is used to receive the Level-0 TAV word via the
CTPIN. The signals from the Global Trigger are synchronous with the LHC clock and arrive
with a fixed latency after the collision. The inputs from L0CTP will be delayed in the CTPIN
to match the later arrival time of the Global Trigger inputs. The trigger processing in the
CTPCORE includes a synchronisation and time alignment step, the application of trigger
logic and pre-scaling. If necessary, veto gating and deadtime generation can be applied.
The resulting L1A and associated TTC information will be fanned out to the LTI modules
via the TTC outputs of the CTPCORE board. The second SFP input of the LTI is used for
this purpose. The LTI merges the Level-1 TTC information with the Level-0 information
and makes it available on its TTC-PON outputs.

Table 14.3 summarises the estimated latency contributions of the critical path through the
central trigger system.

For the evolved Level-0/Level-1 architecture, the TIC word calculation will take an addi-
tional 200 ns, which is counted in the Level-1 latency. The link for the TIC word from the
CTP to the RoIE is estimated to 200 ns, including a 15 m long fibre. The processing step of
the L1CTP is estimated to be 0.275 ns. The uncertainty on the latency estimates is quoted as
contingency in the rightmost column of Table 14.3.
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Figure 14.8: Basic architecture of the L1CTP, showing its main components, inputs, outputs, and
the main information flow.

Table 14.3: Summary of the expected latency of the CTP in the evolved two-level system.

Item Partial Current Best Uncertainty/
Estimate (µs) Contingency (µs)

Calculation of TIC in the L0CTP 0.200 0.050
Link TIC to RoIE (5 BC + 15 m fibre) 0.200 0.025
L1CTP Processing 0.275 0.100
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14.4.6 Summary of Hardware Trigger Latency Estimates in the Evolved System

The latency constraints for the evolved system, as defined by the time elapsed between
collision time and the arrival of the trigger decision at the FELIX outputs. The Level-0
latency is 10 µs for the 4 MHz rate, and is constrained by the readout of the inner pixel
layer. Given a Level-0 rate of 4 MHz (2 MHz), the corresponding Level-1 rate is 600 kHz
(800 kHz) and the maximum latency is 30 µs (35 µs), which is constrained by the ITk strip
(NSW and ITk pixel) readout.

An early attempt in estimating of the L1A TDAQ Latency is presented in Table 14.4. The
integral Maximum Possible Value of 25.5 µs is within the worst case requirement of 30 µs.

14.4.7 Data Acquisition

The overall architecture of the TDAQ system places several dependencies on the design
of the DAQ system. In general terms these can be categorised using the throughput and
propagation of trigger data. The specific impact of a change depends on the trigger rates
which will need to be supported by the system. For the purposes of this assessment two
scenarios have been used: a Level-0 rate of 2 MHz with a Level-1 rate of 800 kHz and a
Level-0 rate of 4 MHz with a Level-1 rate of 600 kHz.

Readout

Moving to a two-level TDAQ architecture, with a hardware track trigger (L1Track) running
as part of Level-1, would significantly increase the amount of input data arriving at FELIX,
as well as the number of links to be supported. The main contributor to this will be ITk,
where an extra ∼7000 links will be needed to readout the strip and outer Pixel layers at 2
or 4 MHz. There will also be ∼3500 links from to L1Track from strips and Pixel via FELIX.
The result of this will be an increase in the number FELIX systems needed, as presented
in Table 14.5. The FELIX implementation will also become more complicated because of
the need to service regional readout requests for ITk data and to transfer the corresponding
data via low-latency point-to-point links to L1Track. The number of Data Handler systems
will also have to increase to satisfy the increasing number of readout links, as will the scale
of the readout network between the these components and FELIX. Each Data Handler will
have to support larger local buffers to store data between a L0A and a L1A. One reduced
requirement compared to the single-level system would be the data rate between the Data
Handlers and the Storage Handler. This would drop from 1 MHz to either of the two lower
Level-1 rates. The structure of the Readout system with the split-level hardware trigger,
along with the new interfaces, is presented in Fig. 14.9.
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Table 14.4: Phase-II Hardware Trigger Level-1 Latency for the Evolutionary scenario; values are
expressed in µs.

System Item BEV Unc.
∫

BEV
∫

MPV
CTP L0CTP Processing 6.1 8.0

Calculation of TIC in the L0CTP 0.200 0.05
Link TIC to RoIE (5BC + 15m fibre) 0.200 0.03

RoIE RoIE processing 0.225 0.05
Link to FELIX (5BC + 20m fibre) 0.225 0.03 6.8 8.9

FELIX R3 R3 processing 0.200 0.05 7.0 9.2
GBT TX 0.100 0.03
R3 to ITk Stave (110m fibre) 0.500 0.05 7.6 10.0

ITk Strips GBT RX 0.125 0.05
HCC receive and decode 0.125 0.03
R3 Request to Last hit leaves HCC 3.000 0.50
GBTX 0.125 0.05
Stave to FELIX (110m fibre) 0.550 0.03 11.6 15.2

FELIX L1 GBT-FPGA RX 0.050 0.03
transit time 0.100 0.10
Link to L1Track (5BC + 20m fibre) 0.225 0.03 11.9 15.8

L1Track Header unpacking 0.100 0.10
Processing 4.800 0.60
Result aggregation 0.250 0.25 17.1 22.9

Global Trigger Processing 0.400 0.20
Link to L1CTP (5BC + 15m fibre) 0.225 0.03 17.7 24.0

CTP L1CTP processing 0.275 0.10
link to LTI (5BC + 30m fibre) 0.275 0.03
LTI internal processing 0.100 0.03
Link to FELIX (5BC + 10m fibre) 0.175 0.05 18.5 25.2

FELIX Processing 0.100 0.05
GBT-FPGA TX 0.100 0.03 18.7 25.5
L1A at FELIX output (L1 Latency) 18.7 25.5

Table 14.5: Additional Readout units needed to serve a split level system. The increased network
throughput may also require an increase in the number of NIC ports, but the precise number would
be a subject of further study.

Component Additional Number of Units
FELIX I/O Cards 236
FELIX Servers 120
Data Handlers 260

408



14.4.8 Event Filter

Detector 
Specific 

Electronics

L1CTP

PON or P2P links
Multi-Gigabit network

Front-End links

ONU

ONU

x N

1:M
LTI

FELIX I/O card

FELIX I/O card

OLT

OLT
P2P

Level-1 Trigger
Processors

x N’

RoIE

       

x M’
L0CTPx N’’

P2P

P2P

P2P

DCS

Monitoring

Data Handler

Ctl. & Cfg.

FELIX Server

Figure 14.9: Readout system architecture for Phase-II in the Evolved System.

Dataflow

The structure of the Dataflow system will not have to change in order to satisfy the require-
ments of a split-level system. L1Track and rHTT have a comparable rejection power, but
the higher input rate in the evolved system means that the bandwidth requirements for
transfer of data to the EF will be larger, with the need to transfer 600 or 800 kHz of full
events instead of 400 kHz in the single-level scheme. The reduced input bandwidth to the
system overall means that for a L1A of 600 kHz the total throughput required of the Storage
Handler is reduced by 1.4 TB/s but for a L1A of 800 kHz the total throughput increases by
1.8 TB/s. The rates and data volumes to be transferred to the Event Aggregator and gHTT
remain unchanged from the single-level case. A summary of the bandwidth requirements
for each component of the system is presented in Table 14.6.

14.4.8 Event Filter

Evolution of the TDAQ architecture affects the EF in two fundamental ways: first it changes
the input rate to the EF and potentially calls for a modified trigger strategy to be applied to
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Table 14.6: The Phase-II Dataflow traffic required, assuming a split level system with Level-1 rate
of 600-800 kHz. The data volumes coming in to the system will vary strongly by subdetector, with
the minimum aggregate rate exceeding that for the single-level trigger scheme.

Component Connection 4 MHz/600 kHz 2 MHz/800 kHz
Detector Front-ends to FELIX >6 TB/s >6 TB/s
FELIX to Data Handlers >6 TB/s >6 TB/s
Data Handlers to Event Builder/Storage Handler 3.2 TB/s 4.8 TB/s
Storage Handler to Event Filter 3.2 TB/s 4.8 TB/s
EF to gHTT 563 GB/s 563 GB/s
EF to Event Aggregator/Permanent Storage 60 GB/s 60 GB/s

those events, and second the rHTT has moved to the Level-1 hardware-based trigger, with
the associated event rejection now taking place before the EF.

No specific hardware changes are necessary for the EF processors, but there is likely to be
a significant increase in the level of computing power required due to the higher rate re-
maining after regional tracking in the evolved system. The quantitative estimate of the ad-
ditional computing power needed can be determined only with a specific trigger menu and
strategy in mind; the purchase cost would strongly depend on the timing of the planned
evolution. These issues will be investigated in detail if the system evolution is deemed
necessary according to the criteria described in Section 14.1.

Two scenarios have been developed to mitigate readout limitations, resulting in input rates
to the EF of 800 and 600 kHz, in both cases less than the 1 MHz of the single-level trig-
ger architecture. However, the rates are higher than the 400 kHz expected in the single-
level scheme once regional tracking (rHTT) has been used. With regional tracking having
already taken place upstream in Level-1 in the evolved architecture, this will place a greater
computing burden on the EF to achieve rejection through software-based regional tracking.
This will be kept to a minimum by using the output of L1Track to seed precision software
tracking.

The evolved menu (Table 14.12) shows a scenario in which some hadronic signatures are
given lower thresholds to boost acceptance for key physics signals, resulting in an addi-
tional EF input rate of around 170 kHz. These signatures would all require additional pro-
cessing from the EF and gHTT. If necessary the input rate to gHTT can be reduced by
pre-selections on some signatures such as the di-tau, and use of regional rather than global
tracking in the case of the 4 b-jet signature. The gHTT can be tuned to handle a greater in-
put rate by raising the pT threshold from 1 to to 2 GeV, and/or limiting global tracking to a
z-vertex found by L1Track. These more advanced uses of HTT could be commissioned after
the baseline functionality for use with or without the evolved architecture. Some analysis-
specific selection may be needed to limit the EF output rate, but this would not be expected
to impose significant computing requirements.
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14.4.9 HTT

In the evolution of the TDAQ system to the two-level architecture, the hardware that sup-
ports the regional hardware-based tracking system (rHTT) is relocated from the EF to the
Level-1 trigger system, reconfigured, and renamed L1Track. In order to compensate for the
latency requirement on L1Track, the track pT threshold is raised to 4 GeV (from 2 GeV in
rHTT). The specifications for the rHTT and L1Track are compared in Table 14.7.

Table 14.7: Comparison of specifications for the rHTT in the single-level trigger scheme and L1Track
in the evolved design.

Trigger Latency requirement Level-0 rate [MHz] Trigger threshold [GeV]
rHTT No 1 2
L1Track 6.0 µs 2–4 4

Regional hits from the three outer layers of the ITk pixel detector and all layers of the ITk
strip detector are transmitted to L1Track upon a L0A based on regions identified by the
Global Trigger. These regions can compose up to 10% of the ITk detector volume for a
given L0A rate scheme. The L1Track coverage in the forward region relies on a sufficient
number of Pixel layers being read out upon a L0A.

In the 2 MHz L0A rate scheme, 192 of the AMTPs will be configured as the L1Track system.
For a 4 MHz L0A rate, with the most simple extrapolation, 384 AMTPs are configured as
L1Track. Further optimisation for the 4 MHz case should be performed to reduce the re-
quired AMTPs modules. The gHTT function will remain as a separate system that works
as a co-processor to the EFPU in the EF. In the single-level scheme just described, the split of
L1Track and gHTT functions into two separate system requires duplication of AM patterns
and it is likely that additional hardware will be required. The need for additional hardware
can be removed either relaxing the requirements on gHTT or using the full HTT system
to implement both L1Track and gHTT functions together. This latter case would allow to
share AM patterns among the two functions as in the Level-0-only TDAQ design. Further
developments are needed to evaluate the performance of a combined L1Track and gHTT
system, where L1Track processing is prioritised. System diagrams for L1Track and gHTT
are shown in Figs. 14.10 and 14.11, respectively.

The simulated track fitting efficiency and the average number of fits for first stage track
fitting is shown for single jets embedded in minimum bias of pileup 200 in Tables 14.8.
Because L1Track latency depends on the tail of distributions, both average number of fits
and the 99% - point of the distribution are given. Track parameter resolutions for L1Track
are presented in Section 13.5.
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Figure 14.10: Overview diagram of the L1Track system showing interconnections within L1Track
units and with the FELIX.

Table 14.8: First stage track fitting performance for single jets (pT > 4 GeV) in PU200.

η range # fits (99%) # fits χ2 < 40 (99%) # tracks HW (99%)
0.1 < η < 0.3 614 (3287) 27 (158) 1.5 (10)
0.7 < η < 0.9 323 (2094) 19 (129) 1.1 (6)
1.2 < η < 1.4 581 (3038) 32 (200) 2.2 (13)
2.0 < η < 2.2 99 (551) 29 (153) 1.7 (7)

Latency of L1Track

The latency of the HTT is not a critical parameter in the single-level trigger scheme since
data is sent to the HTT from storage. In contrast, the latency is a critical parameter for
L1Track.

The latency of data flow through the PRM has been studied using a simple discrete event
simulation written in Python using the SimPy package. The simulation assumes a L1Track
configuration with 2 MHz L0A accept rate and a 10% detector volume processed by the re-
gional tracking per L0A. Realistic distributions for the number of input hits, the number of
roads identified for subsequent processing, and the resulting number of track fits required,
are taken from the pattern recognition studies described in Section 13.5.1. The model for
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Figure 14.11: Overview diagram of the gHTT system showing interconnections within HTT units
and with the HTTIF.

dataflow and the timings used for each stage are shown in Fig. 14.12. The model do not
include dataflow on crate level. In future studies the model will be expanded to take the
crate level latency into account.

In the simulation, events are generated at random from realistic distributions of time dif-
ference between successive L0A and with the parameters for the occupancy and fit multi-
plicities from the distributions mentioned, but taken collectively, to ensure that correlations
between number of hits, number of fits and the processing times taken are all properly
considered. The simulation generates the individual events at random, and so the simula-
tion of expected queuing times into each stage of the simulation is correctly handled. The
timeline for processing the events as explained in 13.6.3 is shown in Fig. 14.13. At t1, the
AM processing for event 1 is finished and SSIDs from event 2 can be input in parallel with
the output of roads from event 1. At t2, SSIDs from event 3 can be input in parallel with
the output of roads from event 2. However, the input of SSIDs for event 4 cannot start until
t3, when the output of roads from event 2 finishes even though the input and processing of
SSIDs from event 3 have both finished earlier. The diagram also shows that the reading of
hits on roads from the DO, track fitting and output happen largely in parallel.

The simulation shows that the latency is primarily determined by the input of the super-
strips to the AM chips through their shared buses. This is the motivation for having the
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Figure 14.13: Illustrative timeline for event processing in L1Track.

AM chips on a PRM separated into two zones with independent buses for each zone. With
two sets of input buses and a cut-off at 2.5 µs for the input stage, the simulation shows
that greater than 99% of the super-strips can be read in to the AM chips within the cut-off
time. Figure 14.14 shows the time spent waiting for the input bus to become available and
the percentage of super-strips that arrive at the AM chips. Current studies indicates that
AMTP and PRM algorithms will have sufficiently low latency. More complete post-TDR
studies will be need to confirm that the resources on the FPGAs planned for the L0 only
TDAQ architecture will be sufficient to achieve the latency goals. At the time of FDR it
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Figure 14.14: Simulation results for L1Track running at 2 MHz showing the time spent waiting for
the AM chip input buses to become free on the left; and, right, the percentage of hits that arrive at
the AM chips within 2.5 µs.

Table 14.9: L1Track input dataflow for a L0A rate of 2 MHz. See text.

L1Track 2 MHz L1Track 4 MHz
Rate (equivalent) 200 kHz 400 kHz
total - crate - module total - crate - module total - crate - module

L1Track regional # of shelves 16 32
L1Track regional no overlap b/w 3200 - 200 - 17 Gb/s 6400 - 200 - 17 Gb/s

should be evaluated which FPGAs will be sufficient to implement the single-level and the
dual-level TDAQ architecture.

L1Track Dataflow and Power Consumption

The estimated input dataflow and first-stage dataflow for L1Track in the evolved system is
summarised in Tables 14.9 and 14.10. The input dataflow values are approximate because
they use the same duplication factors for both 2 MHz and 4 MHz. The 2 MHz configuration
in Table 14.10 provides two copies of 0.7M patterns per 0.2× 0.2 HTT-region. The 4 MHz
configuration provides two copies of 1.4M patterns per 0.2× 0.2 HTT-region. Further stud-
ies optimising the usage of patterns and FPGA processing as a function of rate are needed
to optimise the L1Track system size. In Table 14.10 the relevant parameter for the cluster
rate is shown for half a PRM since each half PRM will perform AM pattern matching inde-
pendently. The calculation of the output bandwidth assumes only 160 bits per track, which
include the track parameters and basic information. The transmission of the clusters on
tracks uses an additional 480 bits that are not needed for the Level-1 decision but are useful
for regional tracks in the EFPUs.

The power consumption for L1Track operated at both 2 MHz and 4 MHz is similar to that
of the baseline HTT.
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14.5 Physics Opportunities with the Evolved System

Table 14.10: L1Track first-stage dataflow summary for a L0A rate of 2 MHz and 4 MHz.

L1Track 2 MHz L1Track 4 MHz
Rate(equivalent) 200 kHz 400 kHz
#PRMs 384 768
# HTT-regions/PRM 3.3 1.7
#clusters/0.2×0.2 210a (<150>b ) 210a (<150>b )
#clusters/half PRM (per event) 350c (<250>d ) 210c (<150>d )
Cluster rate/half PRM 50 MHza 60 MHza

#roads/PRM(per event) 330 170
Fit rate/PRM 400 MHz 400 MHz
Tracks out per PRM(per event) 8 4
Bandwidth out/PRM 260 Mbps 130 Mbps
Bandwidth out/shelf 4 Gb/s 4 Gb/s
#ATCA shelves 16 32
Total Bandwidth out 100 Gb/s 200 Gb/s
a Busiest layer.
b Average layer occupancy.
c Busiest layer with worst case overlap estimate.
d Average layer occupancy with worst case overlap estimate.

Table 14.11: Power summary for L1Track for 2 MHz and 4 MHz L0A rate schemes.

L1Track 2 MHz L1Track 4 MHz
number of AMTPs 192 384
Main card (including DC/DCs) 100 W 100 W
PRM FPGA 30 W 30 W
PRM 12 AM ASIC 60 W 60 W
PRM others (RAMs, IO fanout, AM core DC/DC) 25 W 25 W
Total/AMTP 330 W 330 W

14.5 Physics Opportunities with the Evolved System

The evolved system provides a mitigation strategy for detector readout bandwidth limit-
ations and hadronic trigger rate uncertainties, but it also provides opportunities to reduce
thresholds and improve acceptance for physics signatures. One use case of this option is to
address a new physics discovery or important theoretical progress. Here we present how
the additional rate available could be used to substantially improve acceptance for a range
of known Standard Model and BSM signatures. Table 14.12 shows the gains achievable by
distributing the additional Level-0 rate across four prospective trigger selections: Emiss

T , di-
hadronic tau, 4-jet, and inclusive VBF Higgs. The Emiss

T trigger would deliver ≈ 2.4× the
acceptance for ZH → ννbb and ≈ 2× acceptance for the example compressed SUSY model
presented in Section 2.6. The di-hadronic tau trigger would increase the signal acceptance
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from 30% to 55% for the VBF H → ττ channel and 32% to 54% for the HH → bbττ channel.
The four-jet trigger would improve the limit on HH → 4b from 1.85 σ/σSM to 1.65 σ/σSM.
Finally, the inclusive VBF Higgs acceptance would increase from 6.6% to 10%. These are the
acceptance gains that would be available at the Event Filter, but the corresponding events
could not be recorded in the planned 10 kHz Event Filter output limit. Instead, analysis-
specific selections would need to be applied. For example, a requirement of a soft lepton in
addition to Emiss

T would be appropriate for the SUSY models, and the exotic Higgs searches
could require additional soft jets in addition to a Emiss

T requirement. These are possible in
the Event Filter but not in the Level-0 trigger because of the low thresholds of these ob-
jects.

Table 14.12: Prospective additional triggers for an evolved system. The gains for example physics
channels are described in the last column.

EF before
analysis

Single-
Level
Scheme

Dual-
Level
Scheme

Level-0 Level-1 specific

Signature Threshold Threshold (kHz) (kHz) cuts (kHz) Gain

Emiss
T 210 GeV 160 GeV 800 80 3 2× acceptance for com-

pressed SUSY model and
2.4× for ZH → ννbb

di-τ 40, 30 GeV 30, 20 GeV 800 80 2.2 increased acceptance from
30% to 55% for VBF H →
ττ and 32% to 54% for
HH → bbττ

4 jet w/
2-btags

65 GeV 55 GeV 800 100 0.4 improved limit in HH →
4b from 1.85 to 1.65 σ/σSM

VBF
Higgs

75 GeV +
topolo-
gical

60 GeV +
topolo-
gical

280 40 40 increased acceptance from
6.6% to 10% for inclusive
VBF Higgs production

Total 2680 300 -

The example evolved system menu in Table 14.12 allows 3 MHz more events to be passed
from Level-0 to Level-1, but that rate must then be reduced to 600 kHz using regional track-
ing and algorithms similar to those described in Section 6. The data fraction of an event
needed is similar to the fractions shown in Table 6.5. The increased rate into the Event Fil-
ter leads to an increased need for precision tracking with gHTT for use in b-tagging and
track-based pile-up corrections and calibrations. In order to mitigate this increased need,
the HTT co-processor can be used in a regional or a global capacity. Because of the length of
the beam spot, a large amount of detector data is required to reconstruct charged particles
arising from a given vertex. However, in the evolved system charged particles have already
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been reconstructed in L1Track, along with the possibility for coarse determination of the z-
position of the primary vertex. This can be used to restrict the detector data used so that
only tracks that originate from a region along the beam line near the triggered collision are
reconstructed. A similar algorithm is used in the Run 2 HLT for b-tagging; first, a vertex is
reconstructed with a fast tracking algorithm, and then the precision tracking is restricted to
a selected region within the beam spot. This aggressive algorithm is not assumed for the
single-level configuration in order to ensure its robustness and flexibility.

14.6 Challenges of the Evolved System

The single-level and dual-level trigger configurations chosen for the baseline trigger archi-
tecture have been carefully evaluated. The single-level hardware trigger architecture was
chosen in order to minimise the complexity of the TDAQ system and TDAQ-detector inter-
actions, the cost, and the challenges of commissioning L1Track. These considerations are
described in detail in the following paragraphs.

The evolved architecture configuration is considerably more complicated than the single-
level architecture. In addition to performing all of the capabilities of the single-level hard-
ware trigger, the dual-level hardware trigger in the evolved system must accommodate the
fast collection of RoI information and the formation of R3 signals, as well as the processing
of L1Track events once they are received by the Global Trigger. The data handling in FELIX
and the Data Handler is significantly more complex, as is the signalling from the Central
Trigger via the LTIs to the FELIX. More complex signal handling is also used for detectors
that make use of the Level-1 signal before reading out, notably the strip and inner-pixel
front-end ASICs.

There are additional costs associated with the evolved scheme, including those associated
with reading out the detectors at the higher Level-0 rates (especially the outer pixels that
contribute to L1Track); the higher rate L1Track processing; additional modules, patch pan-
els, and fibres for L1CTP, an additional MUX module to handle inputs from L1Track for
the Global Trigger, the RoIE for the Global Trigger; the RoI distribution; the additional FE-
LIX-L1Track interface; and finally, additional AMTPs needed to split the HTT functionality.
In addition, there are other costs associated to the detector systems that are described in
the relevant TDRs. Foreseeing the Level-1 functionality in the baseline scenario leads to a
very small impact on the overall cost of the system. These considerations are summarised
in Table 14.13.

The single-level trigger configuration has the distinct advantage of a simpler commission-
ing scheme than that of the evolved system. Furthermore, the baseline system will need to
cope with trigger rates that are an order of magnitude higher than those in Run 3. How-
ever, in commissioning the single-level trigger system, there is no need for disruption to
the detector readout while the HTT is being commissioned. It will be possible to operate
the rHTT passively, sending data to and recording results from the rHTT without using
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the results in the EF trigger decision2. In contrast, commissioning the L1Track trigger for
the evolved scheme requires intervention at the level of the FELIX for the ITk outer pixels
and at the level of the on-detector ASICs for the strips. If these actions provoke synchron-
isation errors, for example, there could be a serious impact on the data-taking, including
the possibility of data loss and downtime. Should ATLAS determine it to be necessary or
beneficial to the physics programme to move to the evolved architecture at a later stage,
the operations team would be integrating well-understood HTT hardware into the Level-1
trigger, with mature FELIX and ITk electronics systems.

Experience from ATLAS operations during Run 1 and Run 2 dictates that reliability, robust-
ness, and stability are most easily achieved when systems are kept as simple as possible.

Table 14.13: Summary of hooks put into the baseline design in order to accommodate a potential
evolution and additional hardware and firmware needed for the evolved system.

System Hooks for Additional Hardware/Firmware
Component Evolved System Needed for Evolved System
Level-0 Calo

sufficient FPGA resources minor firmware changes
Level-0 Muon

Global Trigger extra transceivers

additional MUX modules to receive
information from L1Track;
extra GCM modules configured as RoIEs;
extra GCM module for L1CTP interface;
additional GEP firmware

Central Trigger extra optical connectivity
add L1CTP plus additional
patch panels and fibres

Readout none

additional FELIX I/O Cards, servers,
and Data Handlers; new FELIX/Data
Handler firmware and software;
low-latency links to L1Track;

Dataflow none larger bandwidth requirements
Event Filter none significant increase in computing power

HTT

rHTT hardware and separation of regional and global
firmware must meet functionality; additional AMTPs;
L1Track latency requirement new firmware
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15 DCS and TDAQ interfaces

The DCS [15.1] has the task to permit coherent and safe operation of ATLAS and to serve
as a homogeneous interface to all sub-detectors and to the technical infrastructure of the
experiment. The DCS must be able to bring the detector into any desired operational state,
to continuously monitor and archive the operational parameters, to signal any abnormal
behaviour to the operator, and to allow manual or automatic actions to be taken. In order
to synchronise the state of the detector with the operation of the physics data acquisition
system, bi-directional communication between DCS and run control must be provided. Fi-
nally, the DCS has to handle the communication between the ATLAS sub-detectors and
other systems that are controlled externally, such as the LHC accelerator, the CERN tech-
nical services, the ATLAS magnets and the Detector Safety System (DSS).

DCS Front-End DCS Back-End

Communication
interface

Local Control 
Station

Front-End 
interface

Detector 
component

Communication 
layer

Figure 15.1: Front-end and back-end components within a DCS system.

Figure 15.1 shows the architectural components defined for a given system within DCS
which is divided into Front-End (FE) and Back-End (Back-End (BE)). The detector hardware
is equipped with FE interface equipment which can be purpose-built electronics and their
associated services such as power supplies or use general purpose I/O components such as
the Embedded Local Monitor Board (ELMB) [15.2] or ELMB++ [15.3]. The connection to the
BE is provided by a communication layer such as Ethernet or CAN bus. The BE is formed
by Local Control Stations (LCSs) (COTS rack servers) and their communication interfaces
(e.g. Ethernet Network Interface Card (NIC) or CAN bus interface).

The BE is organised in three layers (see Fig. 15.2): the LCSs for process control of sub-
systems, the Sub-detector Control Stations (SCSs) for high-level control of a sub-detector
allowing stand-alone operation, and the Global Control Stations (GCSs) with server ap-
plications for common functions and human interfaces in the ATLAS control room for the
overall operation. The BE consists of control stations, interconnected as a distributed sys-
tem of Supervisory Control And Data Acquisition (SCADA) applications based on Simatic
WinCC Open Architecture (WinCC OA). Communication to the FE interfaces is performed
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15.1 Interfaces for On-Detector FE Components

using a middleware layer based on the industry standard Open Platform Communications
Unified Architecture (OPC UA).
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LCS
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Control Station 3

Sub-detector 
Control Station 2

Global Control 
Station

Global Control 
Station

Global Control 
Station

Communication 
layer

Sub-detector 
Control Station 1

Local Control 
Station

...

...

DCS 
Front-End

DCS 
Front-End

Network

Network

Database

TDAQ
Run Control

External 
Controls

Figure 15.2: Architecture of the DCS Back-End.

The full BE hierarchy from the operator interface down to the level of individual devices
is represented by a distributed Finite State Machine (FSM) allowing for standardised op-
eration and error handling in each functional layer. The SCS layer also serves as primary
interface to the TDAQ run control system while the GCS layer integrates with the external
control systems (LHC, Cryo, Cooling etc.). All control stations may archive operational
parameters to a global database.

15.1 Interfaces for On-Detector FE Components

Monitoring and control of on-detector components will follow two different paths with re-
spect to communication and powering. The first path is entirely dedicated to DCS functions
with independent communication and power lines. This serves as the primary path for im-
portant DCS data which require a high degree of reliability and availability at all times,
including when the detector and its integrated electronics are not fully powered. An ex-
ample for this path would be an implementation based on the proposed ELMB++ [15.3].

The secondary path is using the communication infrastructure of the on-detector electronics
usually based on the GBT or lpGBT chipsets which are interfaced with the off-detector back-
end via Versatile Links (optical) [15.4] and the FELIX system. The controls data in this path
may in some cases need to share resources with other types of data such as readout and
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15.1.1 Exclusive DCS On-Detector Control Path

trigger data. This path is foreseen for controls data with less critical use cases or if an
independent path is impossible to implement, e.g. due to constraints on physical space or
available services.
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Figure 15.3: On-detector front-end interface schema showing the two paths for controls data and
associated powering. The primary path shown is an implementation based on the ELMB++ chain.
The secondary path shown is for front-ends such as the GBT Slow Control Adapter (GBT-SCA)
or custom ASICs interfaced with Versatile Links and the FELIX system. The handling of DCS
data shown separates the data paths in firmware only. Another possibility is to separate the data in
software on the FELIX host.

Figure 15.3 gives an overview of these two paths for which details are given in the following
two sections.

15.1.1 Exclusive DCS On-Detector Control Path

Control and supervision of on-detector hardware components in the ATLAS cavern usu-
ally covers situations when these components are not powered or the powering has issues
which need to be diagnosed. Independent (remote) powering of the DCS FE interface hard-
ware is thus vital along with an independent communication path.

In analogy to the current ATLAS solution based on the ELMB [15.2] for which the com-
munication is based on CAN bus and associated powering is provided by dedicated CAN
power supplies, the ELMB++ was proposed [15.3] as the standard solution to implement the
primary path for DCS systems. Apart from the critical improvement in radiation hardness
required by the HL-LHC environmental conditions, the ELMB++ provides general perform-
ance enhancements and additional analog and digital interface standards. The functionality
covers:
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15.1 Interfaces for On-Detector FE Components

• ADC channels with effective conversion rate on the kHz level and 12 bit precision,
• DAC channels (12 bit),
• digital I/O support for SPI, JTAG, I2C, GPIO,

and is provided by an ELMB++ satellite containing for example GBT-SCA ASICs with as-
sociated Electrical chip-to-chip interconnect (e-link) connectivity and a DC-DC converter
for remote powering. Several satellites can be interfaced in a star-point topology directly
via e-links to a mobile receiver if the link distance does not exceed a few meters or to an
intermediate ELMB++ hub. The hubs feature full GBT (with associated GBT-SCA) or lp-
GBT functionality together with a DC-DC converter for remote powering. Towards the
back-end, several hubs can be connected via Versatile Links to the mobile receiver. These
individual components of the ELMB++ variant are shown in Fig. 15.4 while the topology
architecture is illustrated in Fig. 15.5.

15.1.2 On-Detector Control via the Readout Path

For the secondary control path where ASIC components with DCS related functions are in-
terfaced via Versatile Links (e.g. via the GBT chipset), the communication on the off-detector
side is handled by the FELIX system. Two categories of functions should be distinguished:
controls data for higher priority control functions which are important for the regular op-
eration of the detector component such as powering control and monitoring and secondly
lower priority detector diagnostics data.

If affordable, a dedicated Versatile Link for DCS data is foreseen to avoid interference with
other data types which could lead to untimely or unsuccessful delivery of controls data.
However, in many systems this separation is not feasible, e.g. due to space or power con-
straints, and the data streams are only possible to be separated within the FELIX system.

Within a given Versatile Link, the controls data should be always handled via the GBT
protocol and associated exclusively to one or several e-links and thus controls data can be
identified within FELIX by the GBT e-link identifier. Data for these e-links is separated by
FELIX in firmware and/or software and transferred to an OPC UA server which is connec-
ted to the DCS back-end via a separate physical network interface unit (cf. Fig. 15.3).
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Figure 15.4: Components of the ELMB++ chain.
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Figure 15.5: Possible topology for the use of the ELMB++ components.

If a separation of controls data is achieved in firmware only, sharing the PCIe bus and
software with the non-DCS data could be avoided. Further, this approach would allow a
closed control loop between the OPC UA server on the FELIX I/O card and the detector FE
for important DCS functions. This would minimise downtime by not depending on host
software or operating systems of the FELIX or DCS BE system hosts. For example in cases
where the FELIX host needs to be rebooted, software processing is completely unavailable
or processing suffers from back-pressure of other data types, the DCS path becomes quickly
available again when the FELIX I/O card is available for data processing.

The lower priority diagnostics data are often merged into the event data streams, either
within event data e-links if GBT is used or within customised protocols. On the off-detector
side, the point of separation of these data from the event data still needs to be established.

15.2 Interfaces for Off-Detector Front-End Components

Off-detector FE components can be divided into the following categories:

A. Commercial power supplies or similar devices with proprietary communication in-
terface,

B. Off-detector electronics crates and their commercial or purpose-built boards follow-
ing the ATCA or VME standards,

C. Other purpose-built devices.

For all device types the standard middleware solution OPC UA is used to integrate them
into the DCS BE. As a general principle, this middleware should be used as close to the
actual device as possible in order to profit from a standard communication interface on the
physical as well as the logical level. However, this principle cannot be applied equally to
the device types A-C and thus different solutions are applied as noted below.
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15.2 Interfaces for Off-Detector Front-End Components

15.2.1 Devices with Proprietary Interfaces

Standardisation of proprietary components such as power supplies is provided in the frame
of the Joint COntrols Project (JCOP). For each supported hardware component, Ethernet is
the communication layer of choice and integration software based on OPC UA is provided
along with framework components for WinCC OA. The equipment manufacturers provide
a hardware abstraction layer which is then used inside the OPC UA server implementation
supported by JCOP.

Similarly, for non-standard equipment using proprietary protocols over Ethernet, dedicated
OPC UA servers will be implemented using a standardised server generation framework
detailed in Sec. 15.3 which is also used for the OPC UA servers provided by JCOP.

15.2.2 Off-detector Electronics based on ATCA and VME Standards

Most off-detector electronics will be based on the ATCA standard together with legacy
equipment based on VME. For both standards, DCS monitoring and control is provided at
the level of the crates/shelves and the individual boards.

The proprietary VME crate interface is covered by a JCOP OPC UA solution (see also pre-
vious section) via Ethernet or CAN bus.
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Figure 15.6: Off-detector front-end interface schema for ATCA-based electronics. Two main paths
for DCS integration are shown: via the ATCA shelf manager (top) and via a SoC embedded into the
ATCA board (bottom). The third path in the middle (grey shades and dashed lines) is based on an
IPBus interface used in Phase-I upgrades, which is deprecated for Phase-II designs though.
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For ATCA equipment, DCS integration is achieved using two complementary control paths
as shown in Fig. 15.6. The first path is based on interfacing the CERN standard ATCA shelf
manager via Ethernet. The shelf manager SNMP interface is then used for an OPC UA
server implementation in the DCS BE for WinCC OA integration. In contrast to VME, the
ATCA standard clearly defines the monitoring and control parameters which are available
for the shelf. Further, the standard defines the interface for ATCA boards for which control
and monitoring is implemented using communication between an IPMC on the shelf man-
ager and the board respectively. Thus the standardised board parameters such as health,
presence, power, reset and custom sensor data are then also available via the shelf manager
SNMP interface. However, this solution does not scale well above a few hundred paramet-
ers and thus cannot be the only DCS path for ATCA boards.

The second control path for individual boards is based on embedded processing units such
as SoC components or FPGA softcore solutions which allow embedding an operating sys-
tem together with an OPC UA server directly in the hardware. The OPC UA server allows
a more scalable implementation of monitoring and control functions based on the digital or
analog interfaces provided by the associated FPGA or SoC firmware.

If an on-board processor element is not available, data exchange via IPBus is used in some
cases as fallback solution for Phase-I upgrades although it is less flexible and requires more
complex software on the DCS BE (an IPBus OPC UA server). For Phase-II designs this path
is considered deprecated and the SoC approach is preferred.

15.2.3 Interfaces for Other Purpose-Built Off-Detector Front-Ends

Any other type of (non-standard) front-end hardware component is integrated using the
methods described above. In case a processor element is directly built into the hardware,
an embedded OPC UA server serves as DCS FE interface connected via Ethernet. Altern-
atively, an ELMB++serves as I/O concentrator and allows direct monitoring or control of
analog or digital I/O channels.

For FELIX systems which are used for DCS functions, monitoring and control of the respect-
ive FELIX hardware and software components themselves are provided directly within the
OPC UA server embedded into FELIX.

15.3 Back-End and Middleware

15.3.1 Back-End Hardware and Software

The hardware platform for the BE system is a set of industrial, rack-mounted server ma-
chines balancing maximum reliability with low cost, providing redundancy for many com-
ponents such as power supplies, hard disks and network interfaces. With Ethernet as the
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standard communication layer for FE integration, the replacement of a BE server should
incur minimal downtime by relocating the affected BE application to a spare server.

The SCADA package WinCC OA (formerly known as PVSS) is the base for the BE applic-
ations, extended by the JCOP framework [15.5]. Since all FE systems are interfaced via the
network, virtualisation of server operating systems and encapsulation of BE applications
in software containers could ensure reliability and maintainability of the BE software on all
levels.

The bi-directional interface between DCS BE and TDAQ run control applications will be
provided by means of a software implementation with a generic API.

15.3.2 Standard Middleware OPC UA

The middleware standard for DCS systems is OPC UA, an industry standard for machine-
to-machine communication in the controls domain, featuring:

• independence from operating systems, availability for a variety of platforms and al-
lowing development in various programming environments. The OPC UA reference
stack (providing lower layers of OPC UA internally to OPC UA toolkits) is delivered
in standard C. OPC UA toolkits are available in C++, Java, .NET, python and others.
Moreover, the ubiquitous TCP/IP is the communication technology used by OPC UA
allowing for full portability of OPC UA to any modern network-aware operating sys-
tem,
• robust data modelling capabilities: thanks to graph-based information model, data

can be organised in virtually any fashion, from simple variables (of built-in or custom
types) through structures (simple and nested) and trees, up to possibly cyclic graphs
representing not only the current state of the system but also its meta-model and as-
sociated knowledge [15.6]. In addition, a number of techniques from object-oriented
modelling is available, like method invocations, as well as techniques known from
relational data modelling like queries and views. Type information is fully exposed
to the client(s) and may be accessed as type instances.
• embedding into custom hardware – thanks to limited dependency on standard C and

C++, some common cryptography functions and the TCP/IP stack, one can run OPC
UA servers on any embedded computing element that has enough memory (few MB)
and TCP/IP connectivity. A number of successful miniaturised and embedded con-
trollers with OPC UA servers are available on the market,
• secure communication: thanks to PKI (Public Key Infrastructure) support in OPC UA,

one can use state-of-the-art security in OPC UA based control infrastructure.

In order to reduce development and maintenance efforts, a framework for OPC UA server
creation is available – the Quick OPC UA Server Generation Framework (quasar)
[15.7]. Development starts with creation of a design file, in XML format, describing an
object-oriented information model of the target system or device. Using this model, the

428



15.3.2 Standard Middleware OPC UA

framework generates an executable OPC UA server application, which exposes the per-
design OPC UA address space, without the developer writing a single line of code. Further-
more, the framework generates skeleton code into which the developer adds the required
target device/system integration logic. This approach allows both developers unfamiliar
with the OPC UA standard, and advanced OPC UA developers, to create servers for the
systems they are experts in while greatly reducing design and development effort as com-
pared to developments based purely on COTS OPC UA toolkits. Higher level software
may further benefit from the explicit device model by using the XML design description
as the basis for generating client connectivity configuration and server data representation.
Moreover, having the XML design description at hand facilitates automatic generation of
validation tools.

Figure 15.7: OPC UA server architecture within the quasar framework.

Figure 15.7 gives an overview of the different layers of quasar put into context. Con-
trollable devices or systems are accessed using their specific access layer – often provided
together with the specific device. The device logic layer functions as interface with the
high level layers of quasar which comes in several modules covering different functional
aspects. The address space module sits in the OPC UA end of the server, exposing data
towards OPC UA clients, and is implemented using a OPC UA back-end layer with ex-
changeable back-end implementations. A configuration module facilitates address space
and device instantiation and the definition of their relations. XML is used as the configura-
tion format backed by XML schema definitions. A XML schema to C++ mapping generator
(here: xsd-cxx) is used to build actual instances from configuration files. An additional
subsystem called Calculated Items, operating entirely in the address space, enables cre-
ation of new variables which are derived from existing ones using mathematical functions.
quasar further comes with optional modules such as component based logging, certific-
ate handling, server meta-data, embedded python processing, WinCC OA integration tools
and SQL/NoSQL archiving with historic data access. A ready-to-use build system based
on CMake along with pre-configured tool-chains for several platforms such as x86_64 or
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ARM-based Linux and Microsoft Windows are provided. Finally, an OPC UA client gen-
eration facility called UaoForQuasar is available for building C++ clients for quasar-based
servers.

15.3.3 Network

The ATLAS Control Network (ATCN) integration of any DCS related network interface is
implemented based on Ethernet with two main requirements. Firstly, DCS data should be
exchanged between network devices with a minimum of network resources shared with
other types of data by using dedicated switches exclusively assigned to DCS devices. Fur-
ther, routing of data between DCS switches should be done with dedicated router hardware
components. Secondly, individual DCS devices should be secured at the network level,
e.g. by using Virtual Local Area Network (LAN) (VLAN) or private network gateways, al-
lowing only connections to their respective DCS BE control stations and thus preventing
unauthorised access.

15.4 DCS of TDAQ Sub-Systems

Introducing the new TDAQ hardware into P1 requires a well configured monitoring and
control interface to ensure the system is in an operational state. Integrating these systems
into the ATLAS DCS allows virtual access to the devices installed underground and in the
counting rooms. Apart from the clear advantage of monitoring the state of the hardware
and its hosting environment, the ability to keep track of the on-board sensors can help to
detect a potentially upcoming hardware failure, and allow action to be taken prior to the
system triggering a safety system interlock.

The TDAQ DCS includes all Level-0 Trigger subsystems – i.e. L0Calo (eFEX, jFEX, gFEX
and fFEX), L0Muon (Barrel Sector Logic, Endcap Sector Logic, MDT Trigger Processor and
NSW Trigger Processor), MUCTPI, Global and CTP – as well as the HTT under the EF
subsystem.

The TDAQ DCS strategy includes monitoring and controlling of the system environment,
e.g. the crates in terms of power and cooling, as well as monitoring their critical parameters
including: voltages, currents, power-consumption and temperature. Some control options
are also included and can be executed with special expert access rights.

All TDAQ front-end subsystems are based on ATCA technology consisting of shelves and
blades. With an ATCA shelf-manager, information is exchanged between IPMCs imple-
mented on both the board and the shelf-manager allowing communication between the
two over IPMI. This covers basic shelf monitoring and control of e.g. fan speed, crate-slot
occupancy, power etc. The ATCA blade IPMC carries out the minimal board management
functions required by the ATCA standard, such as payload power control and indication

430



of general board health. The blades contain either FPGAs or ASIC chips (or both) for data
processing, optical transceivers for data IO, power modules, DC-DC converters, temper-
ature sensors and power-management chips. Most of the systems also contain a SoC for
control and monitoring. Thus integration into the DCS BE is achieved through two paths,
SoC-to-DCS and IPMC-to-DCS, as described in Fig. 15.6:

• IPMC-to-DCS interface:
A dedicated path to DCS is configured for traffic of IPMCs to the DCS BE. Either board
or shelf information is sent to and from the ATCA shelf-manager through a SNMP-
to-OPC UA bridge configured on the LCS machine via SNMP communication.
• SoC-to-DCS interface:

An OPC UA server constructed on the SoC using the quasar tool developed by the
central-DCS team. Monitoring is established by communication between that server
and an OPC UA client configured on the LCS machine where the information is trans-
ferred over TCP IP.

On-board hardware component supervision is done via the monitoring device configured
as master of the I2C (I2C) bus of the board. Three possible scenarios are considered: in the
first the SoC is defined as the master, in the second both the SoC and the on-board IPMC are
defined as masters of two separate I2C networks, and in the rare third case that a SoC is not
embedded, only the IPMC is defined as master. For the latter case, if additional monitoring
of individual board components is needed, an IPBus interface is required. In all cases, the
master retrieves the monitoring information over I2C and transfers it to the DCS BE via the
two paths outlined above. Using a SoC is considered a more flexible approach in terms
of possible extension of parameters to be monitored or controlled. Both the firmware and
the software remains under full control of the developers; there are no third-party com-
ponent dependencies and there are fewer limitations on the possible number of monitored
parameters.

On the DCS BE, the configuration of LCS clients, one per monitoring device is set: an
SNMP-to-OPC UA bridge for communication with the ATCA shelf-manager and an OPC
UA client for the SoC.

The two paths to the DCS BE require several separate Ethernet ports for a single ATCA
shelf, one for the shelf manager and several for the aggregated blade interfaces (SoC or
IPBus), c.f. Fig. 15.6. All network devices for a given subsystem and the corresponding
LCS are connected to at least one ATCN network switch reserved for the respective sub-
system DCS. In total, hundreds of network devices and a few ATCN network switches are
required.

The DCS provides complete monitoring and control of the blades with human-machine
interfaces for the respective hardware. In addition, the ATCA blades are equipped with
power-management features, controlling the power distribution on the board, designed
to take immediate action in case of over-current/voltage incidents. A dedicated interlock
procedure is foreseen depending on the board functionality.
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16 System Integration, Installation and
Commissioning

In this Chapter initial considerations and planning on installation and commissioning are
presented. The plans will mature into a set of documents that will define policies and
procedures for each stage of the Installation and Commissioning:

• Documents describing Quality Assurance Policy and Quality Control Procedures, to
be adopted during construction by each sub-system. The documents shall be part of
the documentation to be presented in the PRR reviews.
• Documents describing System Integration and Validation Requirements and Specific-

ations for each sub-system of the integration tests at CERN.
• A detailed Installation and Commissioning Plan document shall be prepared before

the PRRs of the sub-systems, see Chapter 19, and a review of the installation plan will
be coordinated with the Upgrade Project Office in Technical Coordination.

The chapter is organised as follows:

• Section 16.1 overviews general aspects of the installation and commissioning of the
TDAQ upgrade elements in ATLAS.
• Section 16.4 focuses on validation tests and on the initial system integration of the cus-

tom hardware components of the three systems: specifically all the L0 trigger com-
ponents, the HTT modules of the EF system, the FELIX I/O cards in the DAQ sys-
tem. The Section briefly covers QA/QC policies at the production sites, acceptance
tests and initial commissioning on the surface in a dedicated setup hosted at a TDAQ
Maintenance Facility, production firmware deployment and system integration tests.
• Section 16.5 briefly describes the installation aspects of the TDAQ Phase-II hardware

in USA15.
• The integration of the TDAQ components with the ATLAS detector systems in USA15

and the early commissioning with beam is summarised in Section 16.6.

16.1 Overview of the TDAQ Phase-II Integration and Installation

The installation and integration of the TDAQ electronics in ATLAS is the conclusion of
several years of development and construction. In general terms, the production of the dif-
ferent components spans over the years 2021-2024. Deliverables will be arriving at CERN at
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16.1 Overview of the TDAQ Phase-II Integration and Installation

different times and fully characterised in setups installed on the surface (see Section 16.4.3)
before final installation. The sequence of operations for the integration, installation and
commissioning of the TDAQ systems can be summarised in the following:

• Single board/unit acceptance tests
• System and/or sub-system integration tests and final validation on the surface
• Installation in ATLAS
• Standalone commissioning
• Detector integration validation and commissioning via dedicated calibration proced-

ures
• Cosmic rays commissioning
• Early beam commissioning
• Operations

16.1.1 Location of the TDAQ Phase-II Upgrade Project’s Components

Figure 16.1 is a schematic view of the buildings at Point-1 and the access shafts to the ATLAS
cavern. The installation of the TDAQ Phase-II upgrade components is in the same locations
as the existing Run 2 electronics:

• The counting room and service cavern USA15 houses the electronics racks and the
services that needs to be installed close to the detectors. The room is accessible during
data-taking operations and hosts all the L0 Trigger sub-systems components, the first
elements of the DAQ readout and the HTT hardware.
• SDX1, located on top of the personnel access shaft and used for the personnel and

material access control to the underground areas. It also contains the uninterruptible
power supplies for the detector services, an electrical sub-station, and a TDAQ room.
The TDAQ room is laid out on two floors and houses the Dataflow, the Networking
components, and the EF Processing Farm units.

Table 16.1 details the exact location of all the TDAQ components. The motivation for se-
lecting USA15 as baseline location of the HTT sub-system is twofold: (i) compatibility with
a possible L0/L1 evolved architecture, where HTT may be used as a Level-1 Track Trigger,
and, (ii) the limited space, power, and cooling available in SDX1. Data volume exchange
between the EF servers in SDX1 and the HTT electronics in USA15 is relatively limited if
compared with the network traffic required to stream the data from the Data Handlers to
the Storage Handlers, and, therefore is not a significant concern.

16.1.2 Installation and Commissioning Planning

Installation and early commissioning will occur in the years 2025-2026. The installation pro-
cedures are relatively simple, as all the electronics is either implemented as ATCA blades or
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Figure 16.1: Layout of ATLAS Point-1 buildings on the surface and of the access shafts to the
ATLAS cavern (from [16.1]). The TDAQ Phase-II upgrade systems are installed in the main count-
ing room and service cavern (USA15) and in the surface.

as pluggable cards in standard rack-mounted PC server-based units. The installation and
commissioning is relatively independent on the activities occurring in the detector cavern
in UX15. However, there are a few constraints to schedule installation tasks and work pack-
ages, which will require coordination with Technical Coordination, ultimately responsible
for any installation task in USA15. Namely:

• Refurbishing of the counting rooms: Both USA15 and SDX1 are planned to be ren-
ovated: (i) in USA15 interventions to isolate acoustically the area with ATCA racks
from the rest of USA15 will be required by safety regulations; (ii) in addition, cool-
ing, ventilation, and power distribution will also need to be upgraded; (iii) in SDX1
floor support reinforcement will be likely needed as more servers and racks are to be
installed.
• Decommissioning of the legacy electronics racks: Several of the legacy electronics of

Run 2 and Run 3 will be decommissioned and disposed following ATLAS and CERN
regulation.
• Installation of new racks: The number of crates and of PC server-based units re-

quired by all the ATLAS systems to comply with the new trigger and readout require-
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Table 16.1: Location in ATLAS of the TDAQ systems’ and sub-systems’ components

System Sub-system Component Location

Level-0 Trigger

L0Calo

eFEX

USA15

jFEX
gFEX
fFEX

L0Muon

Barrel (RPC) Sector Logic
Endcap (TGC) Sector Logic

NSW Trigger Processor
MDT Trigger Processor

MUCTPI –
Global Trigger –

CTP –
TTC –

DAQ

Readout
FELIX

USA15
Data Handler

Dataflow
Event Builder

SDX1Storage Handler
Event Aggregator

EF
Processor Farm SDX1

HTT USA15

ments will exceed the current available rack space in USA15. ATLAS Technical Co-
ordination is considering the installation of taller racks housing up to 3 ATCA shelves.
In addition, deeper PC server racks may have be to installed to enable a wider choice
of computing platforms. In fact the current racks in use in Run 2 are not compatible
with all commodity-server form-factors.
• Routing of fibres and cables: New cable plants for most of the detectors will be

required. Removal of the old cables, and the installation and routing of new cables
and optical fibres will be a significant activity of Technical Coordination during Long
Shutdown 3.
• Rack Layout Configuration: Optimisation of the rack layout and of the rack config-

uration is critical for the L0 Trigger system. TDAQ and Technical Coordination will
coordinate the allocation of the ATCA racks to the systems, in particular to minimise
contribution of cable routing and interconnects to the L0 trigger latency.

Analysis of the required interventions is on-going by Technical Coordination, and a detailed
plan of the operations in USA15 will be available at the beginning of 2018. Figure 16.2 rep-
resents a preliminary top-level chart of the tasks to be completed by Technical Coordination
before TDAQ can start the installation of the hardware in USA15. It assumes a worst-case
scenario, in which the renovation of part of USA15 completes in approximately one year
from the end of the Run 3 operations. It would limit the time for installation and commis-
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sioning of the TDAQ systems, in particular for the Level-0 Trigger modular electronics in
the tall ATCA racks, to 18 months. Technical Coordination is studying the possibility of
advance in Long Shutdown 2 some of the tasks listed in Fig. 16.2, which would provide
additional schedule float for installation, integration and commissioning.

26w1) Cooling and Ventilation 
Upgrade

26w2) Power Distribution 
Upgrade

26w3) Noise Cutting Wall
52w4) Cable Routing
13w5) Decommissioning 

legacy electronics
13w6) Rack servicing and 

configuration
53w7) Installation and 

Integration of TDAQ 
sub-systems

77w 2d8) Commissioning of TDAQ 
components and with 
the detector systems

26w9) Beginning of Run-4

Title Effort
2024 2025 2026

Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 

Figure 16.2: Initial planning by Technical Coordination for work packages and tasks related to the
installation of racks and modular electronics in USA15. This preliminary chart assumes a worst case
scenario where all the tasks will be executed at the beginning of the Long Shutdown 3 shutdown, and
no access to the detector systems is allowed for approximately one year.

16.2 Laboratories and Facilities

Logistics at CERN will allow the TDAQ Phase-II Upgrade Project to conduct system integ-
ration tests in different laboratories and facilities. Two main laboratory spaces are foreseen
for integration and validation of hardware components in ATCA format (Section 16.2.1)
and for commodity server units (Section 16.2.2).

16.2.1 Building 4 surface testing facility

A new laboratory space is being refurbished under the responsibility of ATLAS Technical
Coordination (see Figure 16.3). The laboratory is initially meant to be a surface test facility
for the integration of the L1Calo Phase-I upgrade components, i.e. FEXs modules, RODs
and HUBs. The initial configuration of the laboratory foresees 4 racks for a total of 50kW
power distribution and proper water cooling/ventilation.

16.2.2 Lab4 Testbed Infrastructure

Figure 16.4 shows the rack layout in the Lab4 facility on Bldg. 4 in the Meyrin site. The
laboratory is entirely dedicated to TDAQ developments: currently 16 racks are being equip-

437



16.2 Laboratories and Facilities

-5
-

9
.

A
n

n
e
x

es

9
.1

P
la

n
 d

u
 p

r
o
jet p

r
o
p

o
sé p

a
r le d

e
m

a
n

d
e
u

r
le

2
7

.0
2
.2

0
1
7
.

Figure 16.3: Floor view in CERN Bldg. 4 and the 20 m2 lab space for Phase-I L1Calo integration
tests

ped for testbeds of DAQ and EF tests. The facility may be expanded up to 24 racks, and it is
being considered as an option for system integration and vertical slice tests of those TDAQ
Phase-II components based on rack mountable commodity servers.

16.2.3 TDAQ Maintenance Facility

The Building 4 laboratory is a potential candidate to host the integration tests of all the
L0 Phase-II sub-systems before installation and commissioning in USA15. The lab space
should allow to install up to 4-5 racks, each housing 2 ATCA shelves.

After completion of the installation in USA15 the space will be converted to a Slice Test and
Maintenance Facility (TMF) with minimal required setup for each system and sub-system.
The size of each slice will be of a size sufficient to carry all the required sub-system tests,
probably shelf-sized. The facility will be maintained alive for the duration of the HL-LHC
operations to run long term tests, to develop and validate firmware and software before
their deployment in ATLAS - see Section 16.3 and, ultimately, to troubleshoot hardware
modules.

16.2.4 Safety

ATCA cooling systems, both in the horizontal and vertical cooling configuration, are ex-
tremely noisy. CERN HSE group, in collaboration with the EP-ESE group and ATLAS Tech-
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RACK	1 RACK	2 RACK	3 RACK	4 RACK	5 RACK	6 RACK	7 RACK	8 RACK	9 RACK	10 RACK	11 RACK	12
U
47 DUT EX-XPU-RACK	1 EX-XPU-RACK	2 EX-XPU-RACK	3 EX-XPU-RACK	4
46 DUT
45 DUT
44 pc-netmon-3 DUT
43 pc-netmon-2 DUT
42 pc-netmon-1 pc-tbed-r3-30 DUT
41 | DUT pc-tbed-xpu-05031 pc-tbed-xpu-06031 pc-tbed-xpu-07031 pc-tbed-xpu-08031
40 | DUT pc-tbed-lfs-22 | | | | ATB																	
39 pc-tbed-core-02 | DUT pc-tbed-lfs-23 | | | |
38 pc-tbed-core-01 | DUT pc-tbed-lfs-24 | | | |
37 pc-tbed-vh-01 | DUT pc-tbed-lfs-25 | | | |
36 pc-tbed-lfs-01 | DUT | | | |
35 | DUT pc-tbed-r5-04 | | | |
34 | DUT | | | | | pc-net-test-10010 Reserved	for	TM
33 | DUT | | | | | | Reserved	for	TM
32 | DUT pc-tbed-r5-01 | | | | | Reserved	for	TM
31 | DUT | | | | | Reserved	for	TM
30 | DUT pc-tbed-r3-50 | | | | pc-net-test-10006 Reserved	for	TM
29 | DUT | | | | |
28 pc-tbed-r3-16 DUT | | | | | pc-net-test-10005
27 Blocked DUT pc-tbed-r3-47 pc-tbed-xpu-05017 pc-tbed-xpu-06017 pc-tbed-xpu-07017 pc-tbed-xpu-08017 | Occupied
26 swlab-ctrl-02			 DUT swlab-ctrl-04 | D4-W-IP11-SHPYL-TD11

25 swlab-ctrl-01		 D4-W-IP2-SHPYL-TD02 DUT D4-W-IP4-SHPYL-TD04 | SWLAB-CTRL-11	
24 D4-W-IP1-SHPYL-TD01 pc-tbed-r3-15 DUT pc-tbed-r3-46 pc-net-test-10001 Occupied Cable	entry
23 keyboard	tray | DUT | D4-W-IP5-SHPYL-TD05 D4-W-IP6-SHPYL-TD06 D4-W-IP7-SHPYL-TD07 D4-W-IP8-SHPYL-TD08 D4-W-IP10-SHPYL-TD10 Occupied
22 Blocked | DUT | SWLAB-CTRL-05 SWLAB-CTRL-06	 SWLAB-CTRL-07	 SWLAB-CTRL-08	 SWLAB-CTRL-10 Occupied
21 pc-tbed-pub-18 | DUT | 	 SWLAB-DATA-05 SWLAB-DATA-06 SWLAB-DATA-07 SWLAB-DATA-08 Occupied Blade	0																Blank
20 | | DUT | D4-X-IP100-SHPYL-TD05 D4-X-IP100-SHPYL-TD06 D4-X-IP100-SHPYL-TD07 D4-X-IP100-SHPYL-TD08 Occupied Blade	1																4	port	10G
19 | | Blocked | pc-tbed-xpu-05016 pc-tbed-xpu-06016 pc-tbed-xpu-07016 pc-tbed-xpu-08016 Occupied Blade	2																4	port	10G
18 | | sw-ctrl-gpn1	/3500	/	U4-U-IP13-SHPYL-E1 | | | | | Blade	3																Blank
17 | | sw-ctrl-gpn2	/	3400 | | | | | Blade	4															16	port	10G
16 | | 1U	Cable	Br | | | | | Blade	5																4	port	10G
15 | | 1U	Cable	Br | | | | | Blade	6																48	port	1G
14 | | | | | | | DUT
13 | | | | | | |
12 | | | | | | |
11 | | | | | | | E600
10 | pc-tbed-r3-01 | | | | |
9 | Blocked pc-tbed-r3-31 | | | | ex	R513-V-RFTE6-1
8 | Net	Patch	Panels	in	Rear Net	Patch	Panels	in	Rear | | | |
7 | Net	Patch	Panels	in	Rear Net	Patch	Panels	in	Rear | | | |
6 | Net	Patch	Panels	in	Rear Net	Patch	Panels	in	Rear | | | | Net	Patch	Panels	in	Rear
5 | Net	Patch	Panels	in	Rear Blocked Net	Patch	Panels	in	Rear | | | | Net	Patch	Panels	in	Rear Cable	entry
4 pc-tbed-pub-01 Blocked 1U	Cable	Br Blocked pc-tbed-xpu-05001 pc-tbed-xpu-06001 pc-tbed-xpu-07001 pc-tbed-xpu-08001 Blocked
3
2
1

Breakers																																						
RACK	7

Breakers																																							
Rack	8

Breakers																																							
Rack	10

Ex	513	3U	server																							
pc-3usrv-11006																																			

netlab13

Breakers																																							
Rack	12

Breakers																																							
Rack	11

Ex	513	3U	server																							
pc-3usrv-10001														

netlab09

Ex	513	3U	server																							
pc-3usrv-10002																			no	

label

Ex	513	3U	server																							
pc-3usrv-10003								netlab06

Ex	513	3U	server																							
pc-3usrv-11003																																			

netlab17
Ex	513	3U	server																							
pc-3usrv-11002																																			

netlab16
Ex	513	3U	server																							
pc-3usrv-11001																																			

netlab05

Ex	513	3U	server																							
pc-3usrv-10004													

netlab18

Ex	513	3U	server																							
pc-3usrv-10005																							

netlab04

Ex	513	3U	server																							
pc-3usrv-11005																																			

netlab14
Ex	513	3U	server																							
pc-3usrv-11004																																			

no	label

Ex	513	3U	server																							
pc-3usrv-11007																							pc-

netlab12
Ex	513	3U	server																							
pc-3usrv-11006																								

no	label

Ex	513	3U	server																							
pc-3usrv-11011																																			

netlab10
Ex	513	3U	server																							
pc-3usrv-11010																																			

netlab19
Ex	513	3U	server																							
pc-3usrv-11009																																			

netlab07
Ex	513	3U	server																							
pc-3usrv-11008																																			

netlab20
Ex	513	3U	server																							
pc-3usrv-11007																																			

netlab08

Ex	513	3U	server																												
pc-3usrv-09005																							pc-

netlab15
Ex	513	3U	server																												
pc-3usrv-09004																								
pc-netlab11

Ex	513	3U	server																												
pc-3usrv-09003																								
pc-netlab02

Ex	513	3U	server																												
pc-3usrv-09002																								
pc-netlab01

Ex	513	3U	server																							
pc-3usrv-09001												transtec

pc-net-test-09002

pc-net-test-09001

Breakers																																						
Rack	9

pc-tbed-cfs-01

pc-tbed-UPS-01

SWLAB-CORE-01																																	
D4-Z-RHP82-1				
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Figure 16.4: Current Lab4 rack configuration for DAQ/EF testbeds [16.2].

nical Coordination has conducted during 2016-2017 measurements in USA15 with racks
equipped with two fully loaded shelves [16.3]. Measurements have been made with fans
working in two different configurations: 75% of the maximum speed and full speed. Meas-
urements in excess of 85 db(A) were recorded, above the safety level.

At the TMF, worse conditions are expected. Safety precautions become necessary and co-
ordinated with the ATLAS Technical Coordination groups, as similar precautions will be
needed also in USA15:

• Isolation walls to reduce the acoustic level noise and the health risks to the users need
to be installed
• Access will be regulated and allowed for a limited time only to personnel who has

followed proper safety training
• Wearing personal protection equipment will be required
• Yearly medical visits will be mandatory.
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16.3 Production Firmware Deployment

16.3 Production Firmware Deployment

In most of the TDAQ Phase-II sub-systems the level of complexity of firmware will increase
significantly cf. to what experienced by the TDAQ for the Run 2 hardware or to what
projected for the Phase-I upgrades. Firmware complexity is mainly driven by the need
of implementing and integrating in FPGAs more sophisticated algorithms that reproduce
the current offline performance. This is the main mitigation measure against the increased
pileup.

Specific project management regulation shall be defined to ensure firmware is properly
delivered well in advance for commissioning on the surface and in USA15.

• Firmware shall be considered a CORE deliverable alike hardware components. A
zero value will be assigned to firmware deliverable.
• Institutional responsibilities will be accounted for in the MoU document.
• Tracking of the Firmware developments shall be possible through the definition of

milestones throughout the lifetime of the sub-system.
• Firmware design and implementation shall be reviewed in dedicated reviews, to be

carried along the main hardware reviews, i.e. Specification, Preliminary (PDRs), Final
(FDR) and Production Readiness (PRR) Reviews. The tight coupling between Firm-
ware and Hardware reviews is required to both have a firmware development which
allows to do all tests required at the time of the hardware review and to force sim-
ilar time profiles for effort in hardware and firmware, aimed to reach a high level of
overall readiness at the time of commissioning.
• No sub-system component shall be approved for progressing along the hardware

design milestones without a full validation of all the firmware functionality required
for that specific milestone, see Section 19.2.

It is imperative to establish very clear and rigorous procedures on firmware management
and revision control. This is clear for example in the Global Trigger sub-system, because
of its complexity in terms of architecture, and in terms of algorithmic firmware integration
on both the MUX and GEP modules. About 20 firmware working packages have been
identified by the level-3 managers, and, responsibilities are shared among several groups
in different countries.

• The TMF infrastructure will be used as validation tool for any firmware block upgrade
before it is deployed on the final boards and used during operations on the hardware
in USA15.
• For all the Level-0 sub-systems, a Production Firmware Deployment system will be

designed and installed in TMF permanently. As an example, for Global, Production
Firmware modules (PFM), see Section 9.4.6, will be designed with same hardware
devices as the final MUX and GEP blades.
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– Each firmware block, developed at a remote site, will need to be commissioned
and validated through extensive integration system tests in the production firm-
ware deployment system.

– Only after validation through the Production Firmware Deployment system,
firmware builds integrating the validated blocks will be uploaded on the USA15
modules and final commissioning tests will be conducted in USA15 . The same
policy shall adopted on pre-production boards for all the other TDAQ sub-sys-
tems.

The aforementioned guidelines will be adopted as general policy for firmware and software
maintenance for the duration of the operations in the HL-LHC era, as it is currently being
done with the HLT testbeds in Lab4.

16.4 Validation and Initial System Integration at CERN of custom
Hardware sub-systems

16.4.1 Quality Assurance and Quality Control at the production sites

In several sub-systems multiple production sites are being planned. Each site will imple-
ment a local test facility to fully characterise their production share. By the time of the
sub-systems’ PRR a Quality Assurance Policy and Quality Control Procedures should be
established and will be included in the documentation to be reviewed by the PRR panel.

The main objective of the QA/QC documentation is to ensure that each production site con-
forms to the agreed policies for what concerns the setup, infrastructure, material handling
and tests sequences for the characterisation of the production modules.

QC procedures shall include:

• Visual inspection of the hardware delivered by assembly sub-contractors
• Basic functionality tests, e.g. powering sequence, configuration and monitoring
• Extensive behavioural characterisation of the hardware core and of its input/output

interfaces, e.g. BER tests or eye-diagram verification of conformity to ATLAS-wide
approved standards like IEEE 802.3bs or similar
• Predetermined test-vectors’ validation to demonstrate functionality, or to test fault

conditions
• Burn-in stress testing to minimise infant-mortality effects in the early commissioning

phase
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16.4 Validation and Initial System Integration at CERN of custom Hardware sub-systems

16.4.2 Acceptance validation tests at CERN

Acceptance tests, regulated by the same QA/QC policy, shall be repeated in the TMF facility
once the hardware is delivered at CERN. The objective of these tests is to ensure reprodu-
cibility of the results, reliability of the testing procedures executed at the production sites,
and of the deliverables’ handling (including storage and transport). In addition, validation
tests at receiving may need to include also system integration procedures see Section 16.4.3,
in particular for sub-systems whose functionality rely on critical communication between
modules.

16.4.3 Level-0 Trigger Sub-system Integration Tests

Before installation in USA15 each sub-system and each component in a sub-system shall
undergo system integration tests. The tests are required to verify and validate communic-
ation protocols, interfaces and algorithms that require communication between modules
in the system. The general strategy is to define a minimal required setup that reproduce
a vertical slice of the sub-system. Such a vertical slice shall be built with production first
articles and shall be kept available for the entire duration of the production, installation,
commissioning and later for testing further developments of the L0 algorithms. Each pro-
duction module will be tested through the vertical slice validation with pre-programmed
test vector patterns that validate the module’s functionality.

Phase-I FEXs

Legacy L0Calo processors (eFEX, jFEX, gFEX) will undergo at most firmware upgrades.
The modules will be fully retested on surface, and system integration validation shall be
required for the part of the systems which has interfaces to new LAr or Tile pre-processors
and new optical fibres.

Forward FEXs

fFEX production is made only of a few modules in a single ATCA shelf. System integra-
tion on the surface shall be made with output interfaces to a dedicated readout unit and
connections to the required Global MUXs modules.

L0Muon Sector Logic and MDT Trigger Processors

The vertical slice setup shall be composed by one fully loaded SL ATCA shelf, one MDT
Trigger Processor shelf and with MUCTPI, CTP, FELIX first articles or pre-production units.
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16.4.4 HTT specific Integration and Initial Commissioning

Global

Global is a challenging project based on a design that require integration of several complex
algorithms in a single FPGA device. Different stages to validate the system integration are
foreseen:

• Firmware will be validated through the PFM modules (Sections 9.4.6, 16.3) in the TFM
facility
• A standalone vertical slice with two fully loaded ATCA shelves, for MUXs modules

and for GEPs’ will be used to validate the time-multiplexing architecture.
• Integrated setups with a minimal sets of L0Calo processors, and with calorimeter

pre-processors will validate the high-speed communication and the reconstruction
algorithms of those

16.4.4 HTT specific Integration and Initial Commissioning

Integration of the HTT system before the installation of the production modules in USA15
shall be realised through a vertical slice of the system, corresponding to two tracking units
described in Section 13.1. The commissioning of the HTT slice will also require enough
EFPU nodes to feed tracking requests at the expected rate.

The HTT integration will use:

• a group of EF nodes requesting tracking for HL-LHC events from offline Monte-Carlo
simulations.
• two HTTIF modules routing the simulated tracking data to the HTT processors
• a fully loaded ATCA shelf with 12 AMTP blades
• a partially loaded ATCA shelf with 2 SSTP blades

The HTT described here is 2% of the overall system. It will become available with pre-
production. An estimate for the required EF nodes is also 2% of the overall EF. Two racks
will be needed to contain the above HTT and EF equipment.

Track reconstruction performance and latency shall be among the validation parameters
to be measured during the integration tests, before final acceptance and installation in
USA15.

16.4.5 DAQ Readout Sub-system: FELIX and Data Handlers

System integration tests will be organised for each detector system, as the FELIX I/O cards
may require detector-specific firmware blocks, and data-handlers certainly require detector-
specific software. Detector systems are responsible for the organisation of these tests and
TDAQ will collaborate and support to ensure a full validation of their readout.
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16.5 Installation in USA15

In general terms, no large system integration of the FELIX production I/O cards is planned.
Validation tests will be carried at the level of individual readout servers after they will be
equipped with the two I/O cards. In general a minimal vertical slice to validate system
integration will include:

• one or more detector front-end electronics boards (up to a fully loaded shelf);
• a FELIX system;
• up to two Data Handler nodes;
• a monitoring node to analyse performance.

An exception is needed for ITk. The detector system will be fully assembled and integrated
in the SR1 surface building at Point-1 before being transported and installed in the ATLAS
UX15 cavern. The integration and standalone commissioning of the ITk readout system
will be done in parallel, using 1/8, i.e. ∼ 12.5% of the final required FELIX cards, in SR1
together with the integration of the ITk detectors [16.4].

16.5 Installation in USA15

The TDAQ Phase-II installation in USA15 will be preceded by two main tasks: (i) cabling of
the fibres from the detector systems to the racks of the trigger processors and of the readout
units, (ii) installation and configuration of the TDAQ racks.

Cabling

All the cables and optical fibres from UX15 are in the scope of the detector system projects,
while all optical fibres and optical plants internal to TDAQ are within this scope. Technical
Coordination personnel will lay down and route all the cables up to the final destination
point.

A cabling database will record each cables, the source and receiving terminal points, and its
final length after connectorisation. Measurements of cable lengths, i.e. propagation delays
will be conducted in coordination between the detector systems, Technical Coordination
and TDAQ for all the cases where latency is relevant.

USA15 Rack Layout

USA15 racks are distributed in several rows over the two floors, as shown in Fig. 16.5,
extracted from the Rack Wizard tool on Glance [16.5].

The front rows, shown in both Figs 16.5a, 16.5b below the thick blue line that represent
the noise isolation wall, house a total 67 racks in the two floors of USA15. Most of these
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Figure 16.5: Current layout and rack configuration of the USA15 floors. Encircled in red the possible
locations of the Level-0 Trigger electronics. In blue the noise-cutting wall to isolate acoustically the
USA15 area with the ATCA racks
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16.5 Installation in USA15

racks will be available in Phase-II for allocating the L0 Trigger sub-systems. As the readout
electronics of many detectors will be decommissioned during Long Shutdown 3, most of
the racks in the back rows will be reused for installing detector FELIX and Data Handler
nodes.

The exact configuration of the racks is under discussion with Technical Coordination and
all the ATLAS detector systems and it will be fully specified in the Installation and Com-
missioning Plan document.

TDAQ sub-systems’ configuration in USA15

Table 16.2 summarises the numbers of ATCA racks allocated in USA15 to all the TDAQ
Trigger sub-systems. A total of 65 racks are required: 9 for the L0 Trigger system, 27 for
the DAQ Readout nodes, and 28 racks for the HTT sub-system. A first estimate of the
maximum power consumption per rack and the total power consumption of each TDAQ
sub-system racks is given in the last four columns. The table indicates a range of power con-
sumption: a current best estimate (CBE), based on an approximate bottom-up analysis of
the components on a board, and a maximum possible value (MPV) that takes into account
possible uncertainties on those estimates and margins assigned. The total power consump-
tions of those 61 racks is estimated to be between approximately 670 and 820 kW.

Table 16.2: Summary table with number of shelves, server units and racks in USA15 for the TDAQ
system. First estimates of maximum power consumption per rack and the total of power consumption
of the TDAQ sub-systems. Current Best Estimates (CBE) and Maximum Possible Values (MPV),
which take into account known uncertainties and margins to add

Sub-system
No. of ATCA No. of Max. Power Total Power/system

shelves or racks per rack [kW] /system [kW]
commodity servers CBE MPV CBE MPV

Level-0 Trigger System 25 9
L0Calo 4 13 16 18 25
L0Muon 15 13 15 56 68
Global Trigger 4 13 16 24 29
CTP,MUCTPI 2 5 6 5 6

HTT 56 28 11 16 314 392
Readout 812 27 11 13 245 298
TOTAL 65 662 818

Such a layout assumes each Level-0 Trigger System rack to be configured with three (3)
ATCA shelves, as shown in Figure 16.6, and a shelf with 12 user-blades, a shelf manager
and, in some cases, an extra-switch. The HTT sub-system uses standard racks with two (2)
ATCA shelves.
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Figure 16.6: Rack layout with three ATCA shelves and three heat exchangers.

L0Muon sub-system configuration A possible arrangement of racks and configuration is
shown, as example, in Tables 16.3 and 16.4 for the L0Muon sub-system.

Table 16.3: Example of Racks’ configuration in the L0Muon sub-system. TP stands for Trigger
Processor.

SL Shelves MDT TP Shelves NSW TP Shelves
Rack Power

CBE [kW] MPV [kW]
L0Muon Endcap 34 41

Rack #1 2 0 1 11 13
Rack #2 0 2 Large 1 13 15
Rack #3 2 1 Small 0 10 13

L0Muon Barrel 22 27
Rack #1 2 Large 1 Small 0 10 13
Rack #2 1 Small 2 Large 0 12 14

TOTAL 56 68
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16.5 Installation in USA15

Table 16.4: Possible configuration of the ATCA shelves in the L0Muon sub-system

No. of blades Power/Unit Unc. Margin Power[kW] /Unit
or shelves CBE [kW] [%] [%] MPV [kW]

L0Muon Endcap/TGC Shelf 3.5 4.3
SL 12 0.20 10 10 0.24
Shelf Manager 1 0.15 10 10 0.36
Fan Tray 1 1.00 10 10 1.21

L0Muon Endcap/NSW TP Shelf 3.9 4.7
NSW TP 8 0.35 10 10 0.42
Shelf Manager 1 0.15 10 10 0.18
Fan Tray 1 1.00 10 10 1.21

L0Muon Barrel/RPC Large Shelf 3.5 4.3
SL 12 0.20 10 10 0.24
Shelf Manager 1 0.15 10 10 0.18
Fan Tray 1 1.00 10 10 1.21

L0Muon Barrel/RPC Small Shelf 2.7 3.3
SL 8 0.20 10 10 0.24
Shelf Manager 1 0.15 10 10 0.18
Fan Tray 1 1.00 10 10 1.21

L0Muon /MDT Large Shelf 4.4 5.3
MDT TP 12 0.20 10 10 0.24
MDT TP RTM 12 0.20 10 10 0.24
Shelf Manager 1 0.15 10 10 0.36
Fan Tray 1 1.00 10 10 1.21

L0Muon /MDT Small Shelf 3.3 4.0
MDT TP 8 0.20 10 10 0.24
MDT TP RTM 8 0.20 10 10 0.24
Shelf Manager 1 0.15 10 10 0.36
Fan Tray 1 1.00 10 10 1.21
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16.6 Integration with the Detector Systems and Early
Commissioning

The main commissioning phase begins when all infrastructure in USA15 is installed and
connected (including ATCA shelves, blades, fibre plant, TTC and readout fibres). Integra-
tion tests executed in the TMF laboratory will be repeated to assess the correct functions
of the individual hardware components. Joint commissioning tests with the detector sys-
tems or among different sub-systems will be conducted to validate the correct interfaces
and proper mapping between modules.

A common plan for schedule of the detectors’ installation, of the commissioning of their
electronics, and on their needs of early availability of the relevant TDAQ components will
need to be defined early 2018, through dedicated meetings with Upgrade and Technical
Coordination.

Detector system calibrations

As part of the initial commissioning, the detectors will be organised in independent parti-
tions and calibration scans will be executed on each partition. Calibration runs will obvi-
ously allow TDAQ and the ATLAS detectors to commission all the components of Readout
and Dataflow sub-systems associated to a particular detector partition.

They will also allow commissioning of L0 Trigger elements. This is particularly true for the
calibrations of the LAr and Tile calorimeters. Precision calibration loops allow determining
the energy scale at the calorimeter’s cell-level, and, consequently, of the L0Calo – i.e. of the
FEXs – modules and of the Global Trigger processors.

Early commissioning with cosmics and with beams

Final validation of the systems in USA15 will use cosmic rays triggers and high-rate stress
tests to probe operational regions otherwise untested with calibrations. In general, cosmics
data are sufficient to measure individual signals and overall system timings to the bunch-
crossing levels. However, final tuning and verification of the trigger and readout chain will
require LHC beam data, for example to achieve the ultimate timing performance.

Finally, once the commissioning strategies aforementioned and the parameters of the sys-
tems are well established and tuned, early data enable the study of the system performance
and of the reconstruction algorithms deployed in the trigger processors. Rates and effi-
ciencies of trigger object candidates can be studied in detail for example by tag and probe
methods, and comparing online vs. offline object reconstructions.
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16.7 Installation and Commissioning Plans of DAQ/EF components in SDX1

16.7 Installation and Commissioning Plans of DAQ/EF
components in SDX1

As outlined in Section 16.1.1 SDX1 is the surface building near the personnel access shaft.
It hosts the underground access infrastructure, the TDAQ room and the Uninterruptible
Power Supply (UPS) system. Technical Coordination is planning a renovation of the infra-
structure to provide additional cooling capabilities to the ATLAS detector systems in UX15
and USA15, detaching the circuits dedicated to the ventilation of the surface building and
the rack cooling in the TDAQ room, from the existing chilled and mixed water production
stations, providing new cooling capability also to the racks that hosts the EFPU farms and
the DAQ storage nodes.

The TDAQ room is laid out on two floors, equipped with approximately 100 standard racks
for server applications, as shown in Figure 16.7:

A typical configuration of the SDX1 rack is shown in Figure 16.8. The front and rear views
of the racks in the figure show 40 motherboards installed and the corresponding network
interconnections.

Installation and Integration of the EFPU and Dataflow nodes

The installation sequence and all the steps to integrate PC servers in SDX1 follow the well
defined procedures used for the Run 1 and Run 2 operations, for example during the rolling
replacement of the HLT PC servers.

For the processing nodes the procedure takes into account that the upgraded EFPU integ-
rates to pre-existing nodes. It is summarised in the following steps:

• Units installed and cabled in the SDX1 racks
• A sys-admin burn-in tests of 24 hours
• A 24 hour burn-in with DAQ common software running
• A vertical slice tests simulating dataflow between a few racks commissions the nodes

and the associated network
• Vertical slices tests gradually scaling up to the full system

Storage nodes in the Dataflow sub-system undergo similar procedures, but as storage will
be completely replaced with new devices, a configuration step is required:

• Units installed and cabled in the SDX1 racks
• A sys-admin burn-in tests of 24 hours
• Configuration of the Storage handlers
• Vertical slice tests together with the EFPU nodes, scaling gradually to the full system.
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Figure 16.7: Current layout and rack configuration of the SDX1 Level-1 (top) and Level-2 (bottom)
floors
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16.7 Installation and Commissioning Plans of DAQ/EF components in SDX1

Figure 16.8: Photographs of a typical event processing rack configuration in SDX1. The left photo-
graphs shows the front side of the servers, while right one the rear network interconnections to the
rack-level switches.
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Software Integration

Integration of the software and installation or upgrades of the operating systems of all the
TDAQ nodes follow also a standard procedure:

• Development and pre-commissioning will be conducted in dedicated test nodes in
the Lab4 facility
• On the SDX1 nodes Technical run periods are foreseen:

A. Technical runs will be conducted every 6-8 weeks for approximately one week.
B. During a technical run all the DAQ and EF resources will be available only for

TDAQ commissioning, i.e. there will be no involvement of detector systems, and
all the nodes will be run in emulation mode.

C. Software commissioning will be run on small partition initially to test the data
flow.

D. Tests will be repeated scaling up the dimensions of a partition gradually to the
full system.
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17 Project Management and Organisation

This chapter focuses on the TDAQ Phase-II Upgrade Project (UPR) organisational structure
and summarises the basic project governance framework in which the project management
plan is executed. The TDAQ Phase-II upgrades are developed and executed by a group of
ATLAS Institutions that commit formally through a MoU document to design, construct,
install and commission new components in the ATLAS Trigger and DAQ system. As such,
the upgrade activities are embedded in the TDAQ system organisation, and ultimately in-
tegrated in its operation model. However, to control and administer the activities and the
tasks in an effective and timely manner, the Phase-II upgrades are operated through a ded-
icated organisation, the TDAQ Phase-II UPR, with a relatively autonomous governance
and management structure, well defined responsibilities and reporting lines to the TDAQ
system and, ultimately, to ATLAS.

The following sections describe the relationship between the TDAQ UPR, TDAQ, and ATLAS
management entities in detail. Section 17.1 is an overview of the ATLAS organisation as it
relates to the management of the upgrade activities. The structure and operation of TDAQ
is summarised in Section 17.2. Finally, Section 17.3 details the structure, the governance
and the management of the UPR at the top three levels of the organisation.

17.1 Overview of the ATLAS Upgrade Organisation

The overall organisation, the management and the integration of the ATLAS Phase-II up-
grade projects is completely defined in an internal report, the ATLAS Upgrade Organisation
document [17.1], released in December 2016. This section summarises briefly the essential
points needed to understand the relationship of the UPR with ATLAS management and
with the ATLAS detector system with which the UPR project is integrated.

For reference, a simplified view of the ATLAS Upgrade organisation is provided in Fig-
ure 17.1, extracted from [17.2] and updated to reflect the new ATLAS management organ-
isation in place since March 2017.
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17.1 Overview of the ATLAS Upgrade Organisation
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Figure 17.1: A schematic view of the ATLAS Upgrade organisation.

17.1.1 ATLAS management

The overall execution of ATLAS is the responsibility of the ATLAS Management, led by the
Spokesperson, two Deputy Spokespersons, the Technical Coordinator, the Resource Co-
ordinator, and the Upgrade Coordinator [17.3]. The Spokesperson and her/his Deputies
have the overall responsibility to globally manage all the aspects of the ATLAS experiment.
The Spokesperson represents ATLAS with respect to CERN, funding agencies and other
outside bodies.

17.1.2 Executive Board

The Executive Board (EB) is the highest-level body for directing the execution of the ATLAS
project and for direct communication between the ATLAS management and the systems.
It is chaired by the Spokesperson with the Technical Coordinator as deputy chair. The
EB includes: the ATLAS management, the System Project Leaders (Inner Detector, Liquid
Argon and Tile Calorimeters, Muon, TDAQ, ITk Project, Forward Detectors), the Activity
Coordinators (Run, Trigger, Data Preparation, Computing, Physics), and the Publication
Committee Chair. Ex-officio members are the ATLAS Collaboration Board (CB) Chair, and
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17.1.3 Upgrade Coordinator

the CB Deputy-Chair. In addition, the Spokesperson appoints additional members-at-large
to ensure an overall balance and competence in the EB.

17.1.3 Upgrade Coordinator

The overall steering and monitoring of the upgrade activities are delegated to the Upgrade
Steering Committee (USC), which is a sub-committee of the EB, with an extended member-
ship. The USC is chaired by the Upgrade Coordinator (UC), who is elected by the Collab-
oration Board (CB) with a renewable two-year appointment.

The UC follows each phase of the UPRs, from their initial R&D phase, through construc-
tion and into the system integration phase. The UC also appoints committees to assist
with major decisions that cut across upgrade projects, or that have global impacts on the
performance of any given upgrade project. The Spokesperson and the UC work closely
together in preparing upgrade-related interactions with the CERN LHCC and UCG review
committees.

17.1.4 Upgrade Steering Committee

The UC chairs the Upgrade Steering Committee (USC), the committee which is formally
responsible for the oversight of the entire Upgrade programme. The USC operates in close
collaboration with the TC and the TC PO, which links to the technical coordination and
operation of the entire experiment.

The USC consists of: the UC as USC Chair, and a Deputy Chair designated by the TC,
ATLAS management, the Upgrade Project Leaders (UPLs), the conveners of the Sub-com-
mittees, the Upgrade Physics Conveners, the Upgrade Software Coordinators, the Electron-
ics Coordinator, the Review Office Chair, the Run Coordinator, the Computing Coordinator,
the Physics Coordinator, and the Project Leaders of the main ATLAS systems.

The involvement of the System Project Leaders within the main decision-making body
should ensure appropriate interaction with any corresponding UPRs affecting that Sys-
tem.

17.1.5 Upgrade Advisory Board

An Upgrade Advisory Board (UAB) is formed of ATLAS members who act as upgrade rep-
resentatives of the communities supported by each Funding Agency (FA) contributing to
ATLAS. The UAB is chaired by the RC and discusses primarily the availability of resources,
and planning across the full spectrum of upgrades, including financial and workforce plan-
ning. The UAB member for a given FA may be either the National Contact Physicist (NCP)
or a separate ATLAS collaborator representing the community supported by the FA.
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17.1 Overview of the ATLAS Upgrade Organisation

17.1.6 Interactions with External Committees and Organisations

Formal reporting of ATLAS status and planning to the CERN Directorate, to the LHCC and
to the RRB is among the responsibilities of the ATLAS Spokesperson. In the case of dis-
cussions with the LHCC related to upgrades, the Spokesperson may delegate or share the
responsibility with the UC, Contacts with individual ATLAS FAs are primarily the respons-
ibility of the NCPs and/or handled by the UAB member for that FA. However, the Spokes-
person shall handle directly discussions with FAs and CERN Management whenever re-
quired, with the presence of the NCP and/or UAB member if possible.

17.1.7 Upgrade Projects

The upgrades of ATLAS are formally organised through Upgrade Projects. An Upgrade
Project (UPR) comprises in general the plans and the activities of one of the existing ATLAS
systems listed in Section 17.1.2. An UPR may be structured, managed and operated by an
autonomous organisation, but its activities and plans should be developed in consultation
and agreement with the parent system’s management.

UPR approval steps

UPRs are approved in several stages. When a project has reached the level of maturity
agreed by the parent system, with the UC and the USC, the project passes first through
initial stages of approvals as shown in Fig. 17.2: (i) an Initial Design Review (IDR) verifies
that the technical requirements have been identified and that the initial design meets those
requirements; (ii) a kick-off meeting is held by the Institute Board (IB) of the parent system
to collect expression of interests from any institutes in ATLAS that wish to participate; (iii)
based on the IDR committee’s report and a recommendation by the USC members, the UC
requests approval of the project by the EB; (iv) the EB approval decision is endorsed by the
ATLAS Collaboration Board (CB).

Figure 17.2: Internal approval process of an Upgrade Project (UPR)

UPR Organisation and relationship to the parent system

With the exception of ITk, each UPR is assisted by the parent system’s Institute Board (IB).
The IB monitors the activities of the UPR, in line with the UPR’s MoU. The IB takes decisions
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in matters of resources and policy, and endorses technical decisions pertaining to the UPR
recommended by the UPR.

Upgrade Project Leader

The UPR activities are coordinated by an Upgrade Project Leader (UPL), initially appointed
by the System Project Leader and endorsed by the System IB until the approval of the
project by the CERN RB. After approval the UPL is elected by the System IB through the
standard ATLAS election rules. The UPL reports on progress and achievements to the USC,
and to the parent System’s management body.

UPR Management

The UPL may propose a new management structure in consultation with the parent Sys-
tem’s Project Leader, the UC and the System’s IB Chair. Modifications to the UPR manage-
ment structure shall be agreed with the UC, and formally endorsed by the System’s IB.

Completion of the UPR

After completion of the integration of the UPR into ATLAS, the UPR organisation dissolves
and the parent system takes over the exploitation and maintenance of the delivered detector
elements.

17.2 Organisation and management of the TDAQ systems and the
TDAQ Upgrades

The TDAQ system covers the design, development, construction, installation, commission-
ing and operation of all hardware and software components that perform the selection and
acquisition of events from the ATLAS detector. The system organisation and its manage-
ment structure is described extensively in Ref. [17.4] and the essential points are summar-
ised in this Section. The following sections describe the continuing roles of the TDAQ
Institute Board (17.2.1) , the TDAQ Management Team (17.2.2), the TDAQ Steering Group
(17.2.3 ), and how resources are controlled. In Section 17.2.5 the relationship of the Up-
grade Project to parent system TDAQ system is described. The upgrade organisation and
management plan is presented in Section 17.3.

The organigram of the ATLAS TDAQ system and its relationship to ATLAS management
are shown in Figure 17.3.
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17.2 Organisation and management of the TDAQ systems and the TDAQ Upgrades
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Figure 17.3: Organisation and management structure of the ATLAS TDAQ system and relation-
ships to ATLAS.

17.2.1 TDAQ Institutional Board

The TDAQ Institute Board (TDIB) is the policy and decision making body of the ATLAS
TDAQ system. It is subordinate to the ATLAS Collaboration Board. The TDIB takes de-
cisions on sharing of resources and responsibilities. Major issues affecting the overall per-
formance of ATLAS must be brought forward to the collaboration as a whole for decision in
the ATLAS Collaboration Board. The institutions are the source of money and effort [17.5],
and therefore all major questions involving sharing of responsibilities and contribution of
resources have to be agreed upon by the TDIB. In major matters concerning resources the
Institute Board shall consult the ATLAS Resources Coordinator.

Members of the TDIB are:

• The TDIB Chair
• A representative per institution contributing to the TDAQ system operations
• The members of the regular TDAQ Steering Group (ex-officio) - See Section 17.2.3
• The Chair(s) of sub-committee initiated by TDIB (ex-officio)
• The ATLAS Management (ex-officio)
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17.2.2 TDAQ Management Team

17.2.2 TDAQ Management Team

The TDAQ Management Team (TDMT) is responsible to the TDIB for the execution of the
TDAQ system. The TDMT is formed of the TDAQ Project Leader and her/his deputies. The
Project Leader is elected by the TDIB , after nomination of candidates and due consultation
within the TDAQ community, for a term of two years, and he/she can be re-elected with a
2/3 majority [17.5]. The Project Leader will appoint at least two deputies to share part of
her/his responsibilities, and concentrate in complementary areas of TDAQ. These appoint-
ments will be approved by the TDIB. As indicated in Figure 17.3, at the time of drafting
this TDR, the Project Leader has two appointed deputies, one for L1 Trigger operations, the
other for the operation of the DAQ, HLT and FTK activities.

17.2.3 TDAQ Steering Group

The TDAQ Steering Group (TDSG) encompasses all the activities of the TDAQ system, and
is composed of the people leading those efforts. The TDSG is the main body where execut-
ive decisions are taken on technical matters and it proposes recommendations to the TDIB
on matters of sharing resources and responsibilities. The TDSG is chaired by the TDAQ
Project Leader or by a delegated member of the TDMT. The frequency of TDSG meetings
shall be sufficiently high to ensure the effective leadership of TDAQ system execution. The
TDMT shall routinely consult the TDSG whenever significant issues arise.

The following itemised list defines TDSG membership:

• The members of the TDMT
• The leaders of TDAQ activities
• The TDIB Chair (ex-officio)
• The Chairs of sub-committees initiated by the TDIB
• The members at large chosen to provide balance and competence in the TDSG
• The ATLAS Run coordinators (ex-officio)
• The ATLAS Trigger coordinators1 (ex-officio)
• The ATLAS Software & Computing coordinators (ex-officio)
• ATLAS Management (ex-officio)

17.2.4 TDAQ Resources

The TDIB Chair and the TDMT are responsible for resources matters, particularly the use
of TDAQ funds and the sharing of financial responsibilities. The TDAQ funds include
funds for maintenance and operation, including replacements, and non-CORE funds for
supporting the ATLAS system. The use of past, current and foreseen TDAQ funds, as well

1 In ATLAS, the Trigger Activity Area has primary responsibility for the Trigger Menu that is used during
operations and the algorithmic software that is run in the HLT.
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as the development of proposals regarding sharing of financial responsibilities need to be
brought to the TDAQ Institute Board for approval. The TDIB Chair and the TDMT can de-
cide together to appoint a person to assist in their task on resources matters. The appointed
person needs to be endorsed by the TDIB. As most TDAQ M&O funds are provided by
the full ATLAS Collaboration as Category A M&O, the ATLAS Resources Coordinator is
consulted in all related matters.

17.2.5 TDAQ system and TDAQ Upgrade Projects

The TDAQ upgrade tasks will be executed by one more more ATLAS Institutions that com-
mit to constructing, installing and commissioning new hardware and software components.
These Institutions are, to a large extent, already members of the TDAQ. However, in com-
pliance with ATLAS rules, any other ATLAS Institutions are eligible to join the UPR project
activities and assume responsibilities within. Non-TDAQ Institutions are not required to
formally join the system, but are invited to attend the regular TDIB meetings, to particip-
ate in the discussions and in the decision making process related to any upgrade activity,
including for example the election of the Upgrade Project Leader (UPL).

The oversight and coordination of the ATLAS upgrade programme is detailed in Ref. [17.1]
and outlined in Section 17.1. TDAQ upgrade R&D and project tasks form an integral part
of the TDAQ system planning and are embedded within the TDAQ system. However,
different strategies for the Phase-I and Phase-II upgrades have been employed.

The major construction work in the TDAQ Phase-I upgrade is related to the Level-1 Trig-
ger, and falls under the responsibility of the Level-1 Upgrade Coordinator, appointed by
the TDAQ Project Leader as described in the Phase-I TDR [17.6]. This person reports to
the ATLAS USC together with the TDAQ Project Leader, and also to the TDAQ Steering
Group. The TDAQ Project Leader directly reports to the TDIB on the status of the Phase-I
upgrades.

The Phase-II TDAQ upgrade project has an elected Upgrade Project Leader (UPL), a ded-
icated internal organisation and an autonomous management structure for the duration of
the project lifetime. Phase-II resources management is handled directly by the UPL and
will be formalised through an independent MoU document. The UPL reports directly to
the TDIB on the technical progress in the project and on any key resources aspect. The UPL
will consult regularly with the TDAQ Project Leader and keep him or her apprised of any
upgrade issues that impact operations, the Phase-I upgrade or which are relevant for the
ATLAS Executive Board. An extended TDSG, which includes the regular TDSG members
and the UPR management, is the main body where executive decisions are taken on tech-
nical matters, and is chaired by the UPL as documented in Section 17.3. After completion,
the UPR organisation dissolves and the M&O of the delivered system, hardware, firmware
and software is integrated into the overall TDAQ M&O activities. The ATLAS Manage-
ment shall verify the institutional commitments of the non-TDAQ Institutions that have
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joined the UPR after its completion, for example to the long-term M&O programme during
operations in Run 4 and beyond.

17.3 TDAQ UPR Organisation and Upgrade Project Management
Plan

The current (interim) management structure of the TDAQ HL-LHC UPR is shown in Fig.
17.4. This structure is responsible for directing and managing the UPR activities starting
from the ATLAS approval of the UPR.

The UPR is managed through the TDAQ Upgrade Project Leader (UPL) and her/his Man-
agement Team (UPMT); this team is responsible for the execution and the control of the
tasks and of the resources required to ensure completion of the project activities. The ex-
ecutive decisions are made through the extended TDSG (eTDSG) group, which facilitates
communications between the UPR management and the Level-3 managers, and ensures
full integration of the UPR in the TDAQ system.

The UPR comprises three systems at Level-2 of the organisation structure: the Level-0 (L0)
trigger, the Data Acquisition (DAQ), and the Event Filter (EF) & Performance systems.
The organisational structure reflects the main TDAQ operation activities and the project’s
system-wide deliverables. Each system is organised at Level-3 of the management structure
in sub-systems, which are functionally and organisationally independent sub-units corres-
ponding to specific deliverables and tasks.

17.3.1 UPR Management Team

The UPMT is responsible for executing and directing all the UPR activities and coordina-
tion areas until all deliverables of the project have completed construction, installation and
initial commissioning in ATLAS. Individual items will be turned over to the main TDAQ
system as they are completed. Upon project completion all deliverables, the UPR is dis-
solved into the main TDAQ system operations.

Composition: The UPL is assisted upon appointment by four Level-2 manager/coordi-
nators, who form together the UPMT:

• Upgrade Project Leader UPL (chair)
• UPR Level-0 Trigger Coordinator (Deputy UPL)
• UPR Data Acquisition Coordinator (Deputy UPL)
• UPR Event Filter & Performance Coordinator (Deputy UPL)
• UPR Project Office Chair
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17.3.2 Upgrade Project Leader (UPL)

Mandate and Responsibilities: The UPMT is the central element of the UPR organisation
and is responsible for managing the overall project. It monitors the activities and the execu-
tion of all the project elements and of all coordination areas, and resolves all the integration
aspects across the sub-projects. The responsibilities of the UPMT span all phases of the
project, from R&D through detailed design, production, system assembly and integration,
installation and commissioning.

17.3.2 Upgrade Project Leader (UPL)

Term: The UPL is elected by the TDIB for a renewable two-year term. The elections are
regulated by the ATLAS and TDAQ system policy.

Interim UPL (iUPL): A first interim appointment by the TDAQ Project Leader was en-
dorsed by the TDIB in September 2016 for the duration of the approval process of the UPR,
i.e. until the TDR approval by the CERN RB. The expected completion of the term is April
2018.

Mandate and Responsibilities: Ultimately responsible for the UPR, and manages, in con-
sultation with the eTDSG, its execution at CERN and with collaborating institutions to en-
sure that the project is completed within approved cost, schedule, and technical scope.

Reporting Lines There are three well defined reporting lines of the UPR management to
TDAQ and ATLAS management:

• The UPL represents the TDAQ Phase-II UPR in the TDSG where he/she reports on
the status of the project. The UPL and the TDAQ system’s Project Leader will have
frequent meetings to discuss planning, and technical status and progress.
• The UPL shall report to the TDIB on the status of the project, seek approval as needed

on specific decisions proposed after a discussion within the eTDSG, and on any re-
sources and financial matter of the project.
• The UPL shall also report regularly to ATLAS management, and, in particular, to the

ATLAS UC through the USC and to the ATLAS RC on technical and resources-related
matters, respectively, as outlined in Section 17.1.4.

17.3.3 Deputy Upgrade Project Leaders

One or more DUPLs are appointed by the UPL to assist in all matters relating to Project’s
activities and resources, including the planning, procurement, disposition of institutional
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resources, progress reports on the executed activities, liaison with Institutional Represent-
atives, fabrication and QA of TDAQ components, and their timely delivery for installation
in ATLAS during LS3.

The DUPLs may be delegated, on a case by case basis, to represent the project to the ATLAS
management or in CERN-wide review processes.

Interim Mandate and Term: In January 2017, the iUPL appointed the UPR L0 Trigger
Coordinator, the DAQ Coordinator and the EF & Performance Coordinator as DUPLs for
the whole duration of the interim mandate of the iUPL.

17.3.4 Extended TDAQ Steering Group

The Extended TDAQ Steering Group (eTDSG) is an extension of the TDSG (see Section
17.2.3); it is chaired by the UPL or by a delegated member of the UPMT. The eTDSG is
the main body where executive decisions are taken on technical matters and it proposes
recommendations to the TDIB on matters of sharing resources and responsibilities.

The following are members of the eTDSG:

• UPR Level-3 Coordinators/Managers
• TDAQ Upgrade Project Office chair
• TDAQ Upgrade Project Office Activities’ Coordinators (see Section 17.3.8)
• TDIB Chair (ex-officio)
• Members of the TDMT (ex-officio)
• Members of the regular TDSG
• ATLAS Upgrade Coordinator (ex-officio)
• Technical Coordination’s and Upgrade Project Office representative (ex-officio)

The UPL shall routinely consult the eTDSG whenever significant issues arise, and organise
regular meetings whose frequency shall be sufficiently high to ensure an effective leader-
ship of the UPR execution.

17.3.5 UPR Level-0 Trigger Coordinator

The UPR L0 Trigger Coordinator is directly responsible for the definition and the manage-
ment of all the Trigger deliverables, as identified in the UPR PBS and WBS and related
software activities.

He/she will oversee the R&D programme, design, fabrication, assembly and construction,
installation and commissioning of the hardware L0 Calorimeter Trigger (forward FEX), the
L0 Muon Trigger (RPC and TGC Sector Logic, MDT and NSW Trigger Processors) , the
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Global Trigger (Aggregating stages, Global Processing Units), and the Central Trigger sys-
tems (CTP units, MUCTPI, TTC network distribution and interfaces).

He/she is also expected to manage a UPR Level-0 Trigger Coordination body as specified
in Section 17.3.9.

17.3.6 UPR DAQ Coordinator

The UPR DAQ Coordinator is directly responsible for the definition and the management
of all the DAQ deliverables and associated software activities, as identified in the UPR PBS
and WBS specified in Sections 18.4 and 19.3, respectively.

The DAQ Coordination Group will work closely with the existing DAQ/HLT Coordination
Group. The two coordination groups will have some common members. This choice is
justified by several factors: (i) the limited size of the groups, (ii) the synergies with the
existing activities in TDAQ operations and the tasks defined within and for the TDAQ
Phase-I upgrades, and, most importantly, (iii) the fact that the DAQ/EF architecture and
resources will evolve smoothly from the current Run 2 system through the Phase-I and
Phase-II upgrades and the lifetime of the HL-LHC.

17.3.7 UPR EF & Performance Coordinator

The EF & Performance Coordinator is directly responsible for the definition and the man-
agement of all the EF deliverables, as identified in the UPR PBS and WBS, specified in
Sections 18.4 and 19.3 respectively.

He/she will oversee as applicable the R&D programme, design, fabrication, assembly and
construction, specification, procurement, installation and commissioning of the Event Fil-
ter Processing Units (EFPUs), possibly including Accelerator Processing Units, and of the
Hardware-based Tracking for the Trigger (HTT). He/she will also oversee the design and
development of the EF software, and of the Physics performance and Event Selection activ-
ity

The EF & Performance Coordination Group will work closely with the existing DAQ/HLT
Coordination Group and Trigger Coordination Group. These coordination groups may
have some members in common. This choice is justified by several factors: (i) the limited
size of the groups, (ii) the synergies with the existing M&O activities and TDAQ Phase-I up-
grades, and (iii) the fact that the DAQ/EF architecture and resources will evolve smoothly
from the current Run 2 system through the Phase-I and Phase-II upgrades and the lifetime
of the HL-LHC.
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17.3.8 TDAQ Upgrade Project Office

The TDAQ Upgrade Project Office assists the UPMT with specific technical aspects of the
project, to ensure a smooth integration with the TDAQ system and with ATLAS.

UPR Technical Coordinator

The principal responsibility of the UPR Technical Coordinator (UPR-TC) is to act as Tech-
nical Engineering Manager and Architect, focusing on global technical aspects of the UPR.
The UPR-TC will assist the UPL chairing dedicated meetings of the eTDSG as the need
arises. He/she will represent the UPR in the ATLAS UPO and, in general, with ATLAS
TC and in discussion with other ATLAS detector systems. He/she will coordinate with the
ATLAS Review Office for ATLAS-wide reviews.

UPR Project Resource Coordinator and Risk Manager

The principal responsibility is to assist the UPL on the Project Management aspects of the
UPR, maintaining and monitoring the CORE costs, schedule and risk register. He/she will
assist the UPL chairing dedicated meetings of the eTDSG or dedicated eTDSG sessions as
the need arises. He/she will, in consultation with the TDIB, survey and monitor that the
available person-power at each institute responsible for any CORE deliverables matches
what is required.

UPR DCS Coordinator

The principal responsibility of the UPR DCS Coordinator is to guarantee the consistency
of the Control, Configuration and Monitoring functions of the different hardware deliver-
ables, and consistency with ATLAS central DCS strategies and plans.

17.3.9 Organisation of the TDAQ UPR Systems and Sub-systems

The Level-2 system (Level-0 Trigger, DAQ and EF) coordinators, and the Level-3 sub-
system coordinators oversee the design, construction, installation, and commissioning of
their sub-systems. Each system and sub-system is organised according to an individual
structure proposed by the coordinators in consultation with the UPL. Figures 17.5, 17.6
and 17.7 show the organisation charts for the three systems in the TDAQ UPR.

Each Level-2 system has a coordination body chaired by the System Coordinator, and where
each Level-3 sub-system is represented by its coordinator. In addition, the DCS and the
Technical Coordinators are ex-officio members of each System coordination group to ensure
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coherency across the whole TDAQ UPR of the implementation of the DCS functions in
the hardware modular electronics, and to guarantee consistency with ATLAS guidelines
regarding installation and integration in both USA15 and SDX1.

Each sub-system is divided into specific activity areas, or tasks, that are mapped onto Level-
4 and Level-5 items of the WBS. Coordinator Areas may have one or more conveners.

Organisation of the Level-0 Trigger System

The Level-0 Trigger system is organised in four sub-systems and several coordination areas,
as shown in the organigram in Figure 17.5.
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Figure 17.5: Organisation of the sub-systems in the Level-0 Trigger system

Level-0 Calorimeter Trigger The existing L1Calo group coordinates and organises meet-
ings to discuss topics related to either Operations, Phase-I upgrades, or Phase-II upgrades
of this sub-system.

Level-0 Muon Trigger Regular meetings are organised by the Level-3 coordinators among
the conveners of each activity area, the experts, as well as the colleagues from the Muon
Phase-II Upgrade Project to discuss issues related to the muon trigger that are relevant for
both upgrade projects.
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Global Trigger Two Level-3 coordinators manage the activity of the sub-system, together
coordinating the hardware developments, the algorithmic firmware and software, and the
core framework firmware. The sub-system also manages integration meetings with other
sub-systems within the TDAQ UPR organisation and with other ATLAS upgrade projects
on a regular basis.

Central Trigger The Central Trigger group manages and coordinates the activities for the
CTP, the MUCTPI, the LTI and the TTC distribution. The group, also in charge of the ex-
isting central trigger system and its Phase-I upgrade, has tight connections with the CERN
micro-electronics group, which, for example, has a key role in TTC developments.

Organisation of the Data Acquisition system

The DAQ system comprises the Readout, Dataflow, Network and Online software sub-
systems. The activities are managed by the associated Level-3 coordinators who work
closely together with the existing DAQ/HLT coordination group, which is responsible for
the Operations and Phase-I upgrades.

Readout The Level-3 coordinators manage the activities of the sub-system, including cus-
tom hardware development and commodity hardware procurement, firmware develop-
ment, software development, and the integration and testing with detector systems. The
Phase-I FELIX and swROD group will contribute to the R&D needed and integrate into the
group.

Dataflow The Level-3 coordinator manages the activities of the sub-system and works
with the existing Dataflow group for using the current infrastructure to perform evaluation
and testing.

Network The Level-3 coordinator manages the activities of the sub-system and works
with the existing network group for R&D activities, such as technology watching and tech-
nology evaluation.

Online Software The Level-3 coordinator manages the activities of the sub-system and
works with the existing Configuration and Control group, and Monitoring group, for the
long term development and the evolution strategy. Most of the online software elements
will be maintained and upgraded adiabatically in the next several years by the DAQ/HLT
coordination group. However, some of the core software infrastructure, may be signific-
antly redesigned to benefit from the availability of new technologies. The chart in Fig-
ure 17.6 shows only those specific Phase-II upgrade activities.
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Figure 17.6: Organisation of the sub-systems in the DAQ system

Organisation of the Event Filter & Performance System

The EF & Performance system comprises the HTT and EF sub-systems, and the Physics,
Performance and Event Selection (PPES) activity. The Level-3 coordinators manage these
three areas.

Event Filter Software Developments of the EF Tracking, Calorimeter, Muon and Core
Software are organised within the relevant sub-groups of the existing Trigger activity area
and its coordination group. Software developments and performance studies for condi-
tions in Run 2, Run 3 and Run 4 are discussed in those forums. The Level-2 and Level-3
coordinators are active members of the Trigger groups, and shall be responsible (i) to guar-
antee that the developments of the trigger upgrade software are consistent with the UPR
schedule, and (ii) to facilitate the contacts required with other upgrade subsystems.

Event Filter processors The computing requirements of the EF, calculated using a model
described in Section 12.4, rely on performance information from all of the sub-groups. They
will be periodically updated to check and if necessary revise the original estimates and
ultimately as input to the procurement process.

Topics related to the EFPUs are discussed within the existing DAQ/HLT coordination group.

Hardware Tracking for Trigger The HTT sub-system has an established group with reg-
ular meetings where both hardware development, simulations and studies of the regional
tracking and the global tracking scan are reported.
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Physics, Performance and Event Selection The following activities are coordinated:

• Physics requirements capture
• Coordination of simulation of the TDAQ upgrades
• Performance studies of the overall upgrade and its subsystems
• Design of event selection strategies, including trigger menus and rate estimates

The group works closely with subsystems of the Level-0 Trigger and with the HTT and EF
sub-systems to provide physics-motivated requirements and give performance feedback
on their designs. These activities will continue to be organised periodically post-TDR, as
required either by the UPR or external requests and initiatives such as a forthcoming CERN
Yellow Report on HL-LHC. The group works also closely with members of the Trigger
Activity area and its Coordination group for what concerns the strategies of the trigger
menus in Run 4. It is expected that definite plans for the Run 4 trigger menus will come
within the purview of the Trigger Coordination Group toward the end of Run 3.
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Figure 17.7: Organisation of the sub-systems in the EF & Performance system
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18 Project Cost Estimates

In this chapter the cost estimates of the TDAQ upgrades are presented. The project is or-
ganised in a set of deliverables that are summarised in the Product Breakdown Structure
table in Section 18.4. The chapter is logically organised in two parts. A first general part
introduces: (i) the Cost Management Plan in Section 18.1 summarising the functions and
the processes adopted by the project to estimate the costs, define budgets, and to manage
and monitor the costs during the UPR’s lifetime; and (ii) the cost policy and methodology,
described in Sections 18.2 and 18.3, used for the TDAQ deliverables. The second part of
the chapter is a collection of tables and figures presenting the cost estimate of each of the
systems of the UPR (Section 18.5) and the expected spending profiles (Section 18.6).

18.1 Overview of the Cost Management Plan

The Cost Management Plan of the TDAQ UPR is based on the following fundamental func-
tions/processes that are used to manage costs and budgets within the project.

Cost Estimation Cost estimation is the iterative process of developing, assembling and
predicting, by successive approximations, the financial resources needed to complete the
production of the project’s deliverables. The cost estimating process prepares the cost tables
and spending profiles, which are reviewed by the UCG group and are the baseline for the
preparation of the TDAQ Memorandum of Understanding (MoU) document.

Cost Budgeting Cost budgeting is the set of accounting functions that establishes budgets
and define the processes and the procedures for measuring, analysing and reviewing the
forecasted and the actual costs. Budgeting is executed after the approval by the RB of the
project and, once the MoU process has been completed.

Cost Control Cost control is the process concerning the collection, the analysis, the monit-
oring, the reporting and the managing of the costs on a regular basis. The UPR Resource Co-
ordinator (UPR-RC), who reports directly the UPR’s Project Office chair, and, ultimately to
the UPL, will communicate and interact with the Institute’s leaders to ensure, for example,
that cost overruns do not endanger schedule or quality. The UPR-RC is also responsible
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for controlling the CORE (see Section 18.2) cost estimates during the initial phases of the
project, until a MoU document has been approved. Once an MoU document is in force,
the UPR management will collect reports, for comparison with the CORE cost profile and
help the institutes take corrective actions to achieve minimum variances. Changes to the
CORE cost baseline profile will be documented along with an updated forecast for project
completion.

Internal Scrutiny and reporting to TDAQ The UPR Resource Coordinator (UPR-RC) is
responsible, within the UPR Project Office, for executing these functions during the lifetime
of the UPR. Within the UPR Project Office, the UPR-RC reports on the Cost/Scheduling
status of the project, which will be reviewed on a quarterly basis by the UPL, who ultimately
approves the report within the project.

The UPL reports to the TDIB on a yearly basis on the status of costs and spending of the
project. The TDIB formally approves the budget and the spending profile of the project
within TDAQ. In addition, the TDIB chair may appoint a special Scrutiny Group within
TDAQ an annual independent internal review of the financial status of the UPR.

Reporting to ATLAS Frequent interactions with the ATLAS management are used to
monitor the status of the project. The TDAQ UPR report will be used by the ATLAS Re-
sources Coordinator in his/her interaction with the CERN RRB and with the RRB’s Scrutiny
Group.

18.2 CORE Costing Policy

At the time of the original construction, the LHCC established a COsting REview (CORE)
committee charged with reviewing the experiment’s costs. A costing policy was established
to define a metric that assigns cost values to each deliverable. Since then CORE equivalent
costs are used to estimate and evaluate the effective costs of upgrade projects.

CORE cost does not represent the entire cost of the TDAQ UPR. There are non-CORE costs
that are required to complete successful production and delivery of the components of the
TDAQ project. It is the responsibility of each Institution participating in the UPR to obtain
financial support from its Funding Agency for both CORE and non-CORE expenditure on
the deliverables where the institution is responsible.

The policy for the evaluation of the TDAQ UPR CORE costs is based on a few key ele-
ments:
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• All production units that need to be installed in either USA15 or SDX1, and/or are
required for the operations of the TDAQ system during HL-LHC shall be considered
as ATLAS deliverables and their cost estimates shall be included in the CORE value of
the project.
• Specialised infrastructure, tooling and equipment required to maintain production

hardware, firmware and software of the TDAQ system during operations at the HL-
LHC are also deliverables and shall be included in the CORE costs of the project.
• Evaluation of the CORE costs of a deliverable shall include, but not be limited to:

– Cost value of the materials and components that define a hardware deliverable.
– Non-recurring engineering (NRE) costs associated for example with ASIC pro-

duction, PCB manufacturing or equivalent.
– Allowances for production yields in both manufacturing, assembly, and QA/QC

testing.

• Pre-production items, manufactured and assembled with final tooling and labour to
demonstrate production readiness, are to be considered CORE items and part of pro-
duction.
• Generic infrastructure costs, such as prototype and development test stands costs,

shall not be part of CORE.
• Services and labour costs for manufacturing and QA/QC procedures performed by

industrial subcontractors shall be included in the CORE estimates.
• Labour and infrastructure at a production site of a participating Institute shall not be

accounted in CORE.
• In general spares are not to be considered to be CORE items. As they represent fail-

ures occurring during operations, in general spares are to be considered part of the
Maintenance and Operation (M&O) programme. Exception is made for those deliv-
erables whose failure would cause a significant impact to the operations of ATLAS.
In this case, spare units shall be included in the production and accounted for in the
CORE estimates. These units shall be available at CERN for a possible emergency
replacement in USA15 for any failing module.
• For applications where spares are accounted in CORE, the fraction of spare units to be

manufactured in addition to the regular production shall not exceed 5% of the total
quantity, except in cases where a very limited number of units are produced.
• No contingency shall be included in the CORE value of any deliverable. Institutions

responsible for a deliverable are also responsible for the financial coverage and the
additional costs that a deliverable might incur beyond what is specified in its CORE
value.

18.3 Costing Methodology

A bottom-up methodology has been adopted for the estimate of the CORE values of the
elements of the TDAQ UPR. Detailed checking and scrutiny, firstly within TDAQ, and, in
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18.3 Costing Methodology

a second phase, by the Upgrade Project Office (UPO), has been performed on the estimates
for each individual element of the UPR’s systems and sub-systems.

• The quantities for each element of the upgrade have been calculated based on the
architecture and design presented in this Technical Design Report.
• Each quantity is assigned an uncertainty reflecting possible changes of configurations,

such as changes in interfaces because of the design evolution of a detector, new up-
grade elements in the ATLAS upgrade scope, etc.
• Yield accounts for failure and loss during all the phases of production up to and in-

cluding the installation of deliverables in the USA15 and SDX1 areas. A preliminary
model of the production process is defined for a given deliverable, and a yield factor
is estimated for each phase of construction based on past experience with projects of
similar complexity and/or equivalent deliverables.
• Based on the policy given in Section 18.2, for mission-critical deliverables of the Level-0

Trigger system, some spare units are accounted in the CORE estimates. The fraction
of spares to be considered in the production depends on the total production quant-
ity for each sub-system, and shall be reported case by case in the Basis of Estimates
(BOEs) documents associated to the UCG review that is scheduled in Q1 2018.
• Cost estimates for each item are quoted in the currency expected for the final procure-

ments. Exchange rates to Swiss Francs (CHF) have been calculated as the average
over the period of September 1st to November 30th, 2016, following the ATLAS con-
vention used first in the ITk-strip TDR [18.1].

Table 18.1: Exchange rates used for the cost estimates. They represent the 3-month average over
the period of September 1st to November 30th 2016, following the convention of the ITk-strip
TDR [18.1].

Currency Swiss Francs [CHF]
Euro [EUR] 1.085
British Pound [GBP] 1.246
U.S. Dollar [USD] 0.986
Japanese Yen [100 JPY] 0.942
Israeli Shekel [ILS] 0.2588
Chinese Yuan [CNY] 0.1461

• In general, values reported in this TDR reflect the estimates of a deliverable as if it
were to be manufactured today. No de-rating factors are applied for procurements
that will be executed in 3-5 years unless explicitly stated.
• An exception is made for the costs of the CPU-based commodity servers of the Event

Filter system, as detailed in Section 18.5.3, where a performance improvement model
is assumed as a function of time at a fixed cost.
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18.3.1 Estimate Uncertainties

• Similarly, assumptions are made on performance as function of purchase date when
estimating costs of commercial off-the-shelf (COTS) integrated circuits (e.g. FPGAs),
or high-speed serial computer expansion bus standards and related devices (e.g. speed
of PCIe controllers).

18.3.1 Estimate Uncertainties

CORE costing is based on the Current Best Estimate (CBE) concept, i.e. on the informa-
tion available at the time of the estimate, and it is naturally associated with an uncertainty.
Several factors determine the level of cost uncertainty of an item: (i) the maturity of the
technical development and design of a particular item, (ii) recent experience in other con-
struction projects of items with similar technical complexity, (iii) the availability of vendor
quotes through tendering processes or standard catalogues for commercial-off-the-shelf
(COTS) components, (iv) understanding the procurement processes by the Institutions re-
sponsible for the deliverable item. To describe the level of uncertainty of an estimate, a
quality factor ranging from 1 to 5 is used. The quality factors and the criteria are shown
in Table 18.2: QF1 has the highest certainty and is based on a vendor quote for the final
item or a catalogue price; QF5 has the lowest amount of certainty and is based on a rough
estimate without any detailed design. For assembled items, i.e. comprising of several sub-
assemblies or components with different quality factors, a cost-weighted average quality
factor is calculated.

Table 18.2: Quality Factor (QF) definitions used to estimate uncertainties on the CORE values of
the project elements. QF1 has the lowest uncertainty, while QF5 has the highest one.

Factor Definition of the criteria based upon

QF1

(i) Items for which there is a recent (1 year max.) quote or catalogue
price, based on a nearly completed design and for which there is
more than one potential vendor
(ii) Items that are a copy or are almost identical to an existing design
for which there is a recent catalogue price or quote and for which
there is more than on potential vendor.

QF2

Items that just fall short of satisfying the QF1 criteria:
(i) Items that have only one potential vendor.
(ii) Estimates based on a detailed, but not completed, design.
(iii) Items adapted from an existing design with minor modifica-
tions.
(iv) Items having quotes >1 year old, but deemed still to be suffi-
ciently reliable based on experience.

QF3

(i) Items with quotes > 2 years old.
continued . . .
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18.4 UPR Project Breakdown Structure (PBS)

Factor Definition of the criteria based upon
(ii) Items whose cost estimates are based on a conceptual design or
adapted from an existing design with extensive modifications.
(iii) Items whose costs are estimated using physicist or engineering
experience regardless of the maturity of the design.

QF4
Items that have unproven fabrication yields or for which there are
unique issues, e.g. a special-order item and/or a single preferred
vendor

QF5
Items that are still in a conceptual stage with no detailed specifica-
tions or design

18.4 UPR Project Breakdown Structure (PBS)

The UPR comprises a set of hardware, firmware and software deliverables that are organ-
ised in a hierarchically structured multi-levelled tree, the Product Breakdown Structure
(PBS). The PBS mirrors the functional partition of the project into three (3) systems, twelve
(12) sub-systems, and thirty-nine (39) components. The overall TDAQ UPR corresponds to
the first level of the PBS, the three systems, i.e. Level-0, DAQ and EF, correspond to the
Level-2 items in the PBS structure, while Level-3 items corresponds to sub-systems, e.g. the
Level-0 Muon Trigger sub-system. In general, each Level-4 item in the PBS corresponds
to one or more hardware deliverables. Firmware and software tasks related to the config-
uration, monitoring, control and operation of the hardware are included in the same PBS
item.

Table 18.3 shows the PBS, expanded to the Level-4 of the tree structure, with a short dic-
tionary entry for each item. A full PBS dictionary [18.2] down to Level-5/Level-6 of the
structure is maintained in the “Project Management” section of the Electronics Data Man-
agement System (EDMS) folders dedicated to the TDAQ UPR, and is made available to the
LHCC and UCG review panels through the UCG confidential material package.

The PBS seeds a Work Breakdown Structure (WBS), which defines the tasks and the pro-
cesses to be executed for the design, prototyping, construction and the installation/commis-
sioning phases of the UPR, as described in Chapter 19.

Table 18.3: The TDAQ UPR Product Breakdown Structure (PBS).

PBS Code Item Description
1 TDAQ
1.1 Level-0 Trigger Lowest-level, hardware-based Trigger system
1.1.1 CTP sub-system Central Trigger Processor that forms the overall

trigger decision and distributes timing informa-
tion (TTC) to all sub-detectors

continued . . .
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PBS Code Item Description
1.1.1.1 CTPMI module Interface of the CTP to LHC timing signals. It

makes available timing signals on the ATCA back-
plane for distribution to other CTP modules

1.1.1.2 CTPIN module ATCA blade that accepts electrical and optical in-
puts for non-latency-critical signals to the CTP

1.1.1.3 CTPCORE module
Processor

ATCA blade, implementing the core functions of
the Central Trigger and is the source of signals to
the TTC system

1.1.1.4 Infrastructure ATCA shelf, patch panels and optical fibres
1.1.2 MUCTPI sub-system Interface that combines and processes muon trig-

ger information from the Barrel and Endcap Muon
Trigger systems, and interfaces to the Global Trig-
ger and to the CTP

1.1.2.1 MUCTPI module ATCA blade handling one quarter of the muon
trigger geometric coverage

1.1.3 TTC system Trigger Timing and Control infrastructure
1.1.3.1 LTI Local Trigger Interface module: ATCA blade that

is an integral part of TTC and provides an inter-
face between the CTP sub-system and FELIX or
sub-detector-specific electronics through a Passive
Optical Network (PON).

1.1.3.2 Infrastructure ATCA shelves for LTIs, Passive Optical Network
(PON) trees elements (splitters and fibres)

1.1.4 Calorimeter Trigger This system defines Level-0 Trigger Objects com-
prising electron/gamma, tau, jet, large-R jet ob-
jects and global variable like Emiss

T , and provide
this information to Global trigger.

1.1.4.1 High-eta feature ex-
traction

ATCA blade-based system, which defines elec-
tron/gamma, tau and jet Level-0 candidates in the
Forward region

1.1.4.2 Fibre management Optical fibre plant to handle Phase-2 interfaces to
the calorimeters and to the Global trigger

1.1.5 Muon Trigger System that defines Muon Level-0 Trigger Objects
and provides this information to the MUCTPI.

1.1.5.1 TGC SL TGC Sector Logic Board: an ATCA blade that
defines Muon candidates for a Muon Endcap
trigger sector and provides a seed for the MDT
Trigger Processor; it subsequently combines the
MDT trigger result with the RPC/TGC one and
provides the information to the MUCTPI.

continued . . .
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18.4 UPR Project Breakdown Structure (PBS)

PBS Code Item Description
1.1.5.2 RPC SL RPC Sector Logic Board: an ATCA blade that

defines Muon candidates for a Muon Barrel trig-
ger sector and provides a seed for the MDT
Trigger Processor; it subsequently combines the
MDT trigger result with the RPC/TGC one and
provides the information to the MUCTPI.

1.1.5.3 MDT Processor Main
Board

ATCA blade that processes MDT hits in regions
identified by Barrel or Endcap SL Board and
provides Muon candidates transverse momentum
and coordinates measurements through precision
tracking to MUCTPI.

1.1.5.4 MDT Rear Transition
module

Auxiliary module to an MDT Processor Main
Board

1.1.5.5 MDT Sector processor
mezzanine

Auxiliary module to an MDT Processor main
board; it performs the segment finding part of the
tracking algorithm.

1.1.5.6 NSW Trigger carrier
board

ATCA blade that is the main carrier board provid-
ing all services to the system.

1.1.5.7 NSW Trigger Mezzan-
ine

Auxiliary module to the NSW Trigger Carrier
Board, it contains all the MultiGigaBit interfaces
and implements the Muon identification using the
New Small Wheel detector data. It provides muon
candidates to the Endcap Sector Logic.

1.1.5.8 Infrastructure ATCA shelves for all Muon Trigger Processors
1.1.6 Global Trigger sub-

system
The Global Trigger receives and processes trigger
information from the calorimeter and muon trig-
gers. It also uses full-granularity calorimeter in-
formation to refine calorimeter objects and per-
forms topology-based multi-object selections.

1.1.6.1 Common Module An ATCA blade, it is the basic hardware platform
used for all Global trigger functional elements.

1.1.6.2 PFM Production Firmware deployment Module:
ATCA blade used as hardware platform for all
algorithm and infrastructure developments

1.1.6.3 Infrastructure ATCA shelves and fibre plant needed to interface
Global trigger elements

1.2 DAQ The DAQ system transports and stores data ac-
cepted by the Level-0 trigger for Event Filter pro-
cessing.

continued . . .
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PBS Code Item Description
1.2.1 Detector Readout The Detector Readout subsystem receives event

data from detector front-end links and facilitates
detector specific processing.

1.2.1.1 FELIX The Front-End LInk eXchange (FELIX) routes de-
tector data from custom serial links to a commod-
ity network.

1.2.1.2 Data Handler The Data Handler receives data from FELIX via
a commodity multi-gigabit network and hosts
detector-specific processing.

1.2.2 Dataflow The Dataflow subsystem buffers, transports, ag-
gregates and compresses event data.

1.2.2.1 Storage Handler The Storage Handler buffers data received from
the Detector Readout subsystem through the
Event Builder to decouple the Readout and Event
Filter.

1.2.2.2 Event Aggregator The Event Aggregator receives events accepted by
the Event Filter, performs compression, and then
prepares output files for transfer to permanent
storage

1.2.3 Network The network for all TDAQ communications and
data transport

1.2.3.1 FELIX network The network connecting the FELIX servers and the
Data Handlers with additional requirements for
DCS, control, and monitoring infrastructure inter-
connection

1.2.3.2 Routers and fibres The routers and fibres to be used for the data net-
work and control network

1.2.3.3 Top-of-Racks (ToR)
switches and fibres

The switch and fibres in an Event Filter Farm rack
for connecting to the core router

1.2.4 Infrastructure Infrastructure to facilitate the operation of all
DAQ PC units in SDX1 (racks and coolers for elec-
tronics in USA15 are under the responsibility of
Technical Coordination.

1.2.4.1 Server Rack Racks to host the PC servers and network switches
1.2.4.2 Rack cooler Cooler to provide cooling in the server rack
1.3 Event Filter The Event Filter (EF) reduces the L0 trigger rate

by two orders of magnitude through reconstruc-
tion and selection of events with commodity pro-
cessors assisted by hardware tracking processors

1.3.1 Tracking Hardware
(HTT)

The co-processor that will perform track recon-
struction for the Event Filter.

continued . . .
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PBS Code Item Description
1.3.1.1 AM Tracking Pro-

cessor (AMTP)
The ATCA main card that will perform first-stage
or second-stage processing

1.3.1.2 AMTP Rear transition
Module (RTM)

The Rear Transition Module provides optical con-
nections for the external interfaces of the TP

1.3.1.3 PRM Pattern Recognition Mezzanine: The card where
AM-based pattern recognition and the first stage
track fitting will be performed

1.3.1.4 AM ASIC The Associative Memory ASIC that will find the
initial track candidates through pattern matching.

1.3.1.5 TFM Track fitting Mezzanine: The card where first-
stage track candidates will be extrapolated to
second-stage layers, where track fits using all lay-
ers will then be performed.

1.3.1.6 Infrastructure The ATCA infrastructure dedicated to HTT that
will be common within TDAQ.

1.3.1.7 Hardware Tracking
Interface

The interface between the EF processors and the
HTT units

1.3.2 Processing Units The commodity compute servers and relative in-
frastructure.

1.3.2.1 Servers The commodity compute servers, which will per-
form the EF event processing.

18.5 UPR CORE Costing Tables

Table 18.4 presents the CORE cost estimates of the three systems constituting the TDAQ
upgrade project.1

Table 18.4: CORE Cost summary of the TDAQ UPR project for each system.

PBS Code System CORE Cost [kCHF]
1 TDAQ Total 44,880
1.1 Level-0 Trigger 10,393
1.2 DAQ 13,640
1.3 Event Filter 20,847

1 Commodity items in the current system that will not be changed for the upgrade and that are not listed in
the tables in this section will be retained for Phase-II and are subject to the rolling M&O replacement policy.
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18.5.1 Level-0 Trigger

18.5.1 Level-0 Trigger

The CORE costing of the Level-0 Trigger system is summarised in Table 18.5 and shown
as a pie chart in Figure 18.1. The estimates reflect the design detailed in Chapters 7- 10.
The L0Muon and Global Trigger sub-systems are the main cost drivers within the Level-0
Trigger system because of the large number of ATCA blades and of the large processing FP-
GAs required. The highest uncertainty in the cost of the sub-system components is due to
the uncertainty in the estimate of the processing resources needed, and consequent FPGA
choices. QF3 is in general assigned to all the trigger processors. QF4 is used for the Global
Trigger GEP and MUX modules, since new generation FPGAs that are expected to be avail-
able on a 2-3 year timescale should provide substantially more processing power at fixed
costs. The UCG confidential material includes Basis of Estimates’ documents that detail
and justify the values shown in Table 18.5 down to the Level-5 of the PBS.

7%

2%

8%

4%

49%

30%
Central Trigger Processor
MuCTPI
TTC system
Calorimeter Trigger
Muon Trigger
Global Trigger

Figure 18.1: CORE cost distribution of the Level-0 Trigger System.

Table 18.5: CORE Cost Estimate of the Level-0 Trigger system in the TDAQ UPR. CORE values
of the system’s components represent Current Best Estimates.

PBS Cost Cost
Code Item [kCHF] Quality
1.1 Level-0 Trigger System 10,393
1.1.1 Central Trigger Processor 726
1.1.1.1 CTPMI 58 QF3
1.1.1.2 CTPIN 116 QF3
1.1.1.3 CTPCORE 501 QF3
1.1.1.4 Infrastructure 51 QF1
1.1.2 MUCTPI System 213

continued . . .
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PBS Cost (CBE) Cost
Code Item [kCHF] Quality
1.1.2.1 MUCTPI Modules 209 QF2
1.1.2.2 Infrastructure 4 QF1
1.1.3 TTC system 817
1.1.3.1 LTI 643 QF3
1.1.3.2 Infrastructure 174 QF1
1.1.4 Calorimeter Trigger 389
1.1.4.1 High-eta feature extraction 357 QF3
1.1.4.2 Fibre management and Infrastructure 32 QF2
1.1.5 Muon Trigger 5,111
1.1.5.1 TGC SL Board 1,479 QF3
1.1.5.2 RPC SL Board 1,024 QF3
1.1.5.3 MDT Processor Main Board 939 QF3
1.1.5.4 MDT RTM 118 QF3
1.1.5.5 MDT Sector Processor Mezzanine 636 QF3
1.1.5.6 NSW Trigger Carrier Board 127 QF3
1.1.5.7 NSW Trigger Mezzanine 607 QF3
1.1.5.8 Infrastructure 181 QF3
1.1.6 Global Trigger 3,135
1.1.6.1 Common Module 2,422 QF3
1.1.6.4 PFM 493 QF3
1.1.6.5 Infrastructure 220 QF2

18.5.2 Data Acquisition System

The CORE cost estimate of the DAQ system is shown in Table 18.6 and in Figure 18.2. The
estimates reflect the design detailed in Chapter 11. The detector readout costs are driven
essentially by the number of links required to read out the the ATLAS detector systems at
the specified trigger rate of 1 MHz and for an event size including 200 additional events
from pileup. Dataflow and network costs are essentially determined by the ATLAS event
size expected at the HL-LHC (see Section 11.5). The UCG confidential material includes
Basis of Estimates’ documents that detail and justify the values shown in Table 18.6 down
to the Level-5 of the PBS.

18.5.3 Event Filter

The CORE cost estimate of the EF system is shown in Table 18.7 and in Figure 18.3. The
estimates reflect the technical design presented in Chapters 12 and 13 for the EFPU servers
and for the custom-hardware tracking co-processors, respectively.
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18.5.3 Event Filter

Table 18.6: CORE Cost Estimate of the DAQ system in the TDAQ UPR. CORE values of the
system’s components represent current best estimates.

PBS Cost Cost
Code Item [kCHF] Quality
1.2 DAQ 13,640
1.2.1 Detector Readout 6,186
1.2.1.1 FELIX 4,262 QF3
1.2.1.2 Data Handler 1,924 QF3
1.2.2 Dataflow 4,034
1.2.2.1 Storage Handler 4,006 QF3
1.2.2.2 Event Aggregator 28 QF3
1.2.3 Network 3,315
1.2.3.1 FELIX network 916 QF2
1.2.3.2 Routers and fibres 2,109 QF3
1.2.3.3 ToR switches and fibres 290 QF3
1.2.4 Infrastructure 105
1.2.4.1 Server Rack 45 QF3
1.2.4.2 Rack cooler 60 QF3

45%

30%

24%

1%

Detector Readout

Dataflow

Network

Infrastructure

Figure 18.2: CORE cost distribution of the DAQ System.
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84%

16%
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Figure 18.3: CORE cost distribution of the EF System.

Table 18.7: CORE Cost Estimate of the EF system in the TDAQ UPR. CORE values of the system’s
components represent current best estimates.

PBS Cost Cost
Code Item [kCHF] Quality
1.3 Event Filter 20,847
1.3.1 Tracking Hardware 17,448
1.3.1.1 Tracking Processor (TP) 6,451 QF3
1.3.1.2 TP Rear transition Module (RTM) 695 QF2
1.3.1.3 Pattern Recognition Mezzanine (PRM) 4,678 QF3
1.3.1.4 AM ASIC 3,293 QF4
1.3.1.5 Track fitting Mezzanine (TFM) 1,261 QF3
1.3.1.6 Infrastructure 658 QF2
1.3.1.7 Hardware Tracking Interface 411 QF2
1.3.2 Processing Units 3,399.0
1.3.2.1 Servers 3,399.0 QF3

The UCG confidential material includes Basis of Estimates’ and additional documentation
that detail and justify the values shown in Table 18.7 down to the Level-5 of the PBS. The
remaining sections just briefly outline a few considerations on costs for the different com-
ponents of the EF sub-systems.

Tracking Hardware

The dimensions of the system described in Chapter 13 determine the quantities in the first
part of Table 18.7. The FPGAs of the 672 TP main boards and in the 1152 PRM mezzanines
are the cost drivers of the HTT sub-system. The cost uncertainties are determined by the
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choice of the FPGAs in the TP modules and the PRM and TFM mezzanines, where a quality
factor QF4 is assigned. The ASIC costs are driven by the NRE costs, which account for two
separate mask-sets for pre-production and production, and include a 70% yield production.
An overall quality factor QF3 is assigned.

Event Filter Processing Units

The CORE cost estimates of the EFPU sub-system are based on the technical considerations
detailed in Chapter 12. A total of∼4.5 MHS06 have been estimated to be required for the EF
system at the ultimate performance configuration of the HL-LHC. Two factors contribute
to the CORE cost estimates: (i) the CPU cost extrapolations, together with the projected
hardware configuration of the commodity servers in 2026; and (ii) the continuation of the
M&O rolling replacement foreseen to continue throughout the lifetime of the experiment.

CPU cost extrapolations: The latest CERN IT extrapolations indicate computing costs
between 1.4 and 3.3 CHF/HS06 in 2026, as shown in Figure 18.4. The extrapolations are
based on past purchases, assuming an exponential decrease. Similar extrapolations, based
on the ATLAS TDAQ purchases, provide a compatible figure of roughly 2 CHF/HS06. This
type of extrapolations have shown a large variability. For example the 2013 CERN IT ana-
lysis indicated a compute cost of 1.1 CHF/HS06 in 2023, significantly below the current
figures. The variability probably reflects the market-driven nature of the compute techno-
logy sector. Considering the CERN IT and ATLAS TDAQ results, as well as their evolution
in the past few years, a value of 2 CHF/HS06 was chosen as estimated compute cost in
2026.

M&O Rolling-replacement: The TDAQ M&O policy to partly replace computing resour-
ces at the end of the 5-year lifetime of a server defines a rolling-replacement procedure
where approximately a third of the EF farm is replaced every 2-3 years. In the event of a
long-shutdown of the LHC complex, the rolling-replacement is foreseen for the first year
when the LHC operations are resumed. To achieve the projected 4.5 MHS06 required for
the operations at the ultimate performance configuration of HL-LHC 1133 servers should
be installed by the end of the LS3 shutdown in addition to the rolling replacements, which
is the cost reported in Table 18.7.

18.6 Costing Profiles

Figure 18.5 shows the spending profile projected in the calendar years 2018-2026. The
stacked columns represent the sum of the three systems the upgrade project is comprised
of: the Level-0 trigger (blue), DAQ (green) and the EF (yellow) systems.
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18.6 Costing Profiles

Figure 18.4: Preliminary extrapolation of CPU costs based on CERN procurements [18.3]. Two
extrapolation curves are given: a pessimistic scenario with a 10% annual reduction, and a scenario
considered realistic with a 20% annual reduction of the CPU cost per HS06 unit. An overall factor
2.2 difference between the two scenarios is calculated at the end of the LS3 shutdown.
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Figure 18.5: Estimated CORE spending profile of TDAQ upgrade project. The stacked histogram
shows the contributions from the PBS Level-2 systems: the Level-0 trigger, DAQ and EF.

492



18.6.1 Spending profile of the Level-0 Trigger System

The expected spending time profiles, expanded at Level-3 of the PBS (sub-systems) for each
of the systems, are shown in Figures 18.6, 18.7, and 18.8, respectively. The profiles reflect
the schedule discussed in Chapter 19.

18.6.1 Spending profile of the Level-0 Trigger System

The Level-0 Trigger sub-systems components are essentially designed as ATCA modular
electronics, and their production spans the years 2022-2024.
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Figure 18.6: Estimated CORE spending profile for the Level-0 trigger system. The stacked histogram
shows the contributions from the PBS Level-3 items.

18.6.2 Spending profile of the DAQ System

The cost of the DAQ upgrade is spread between 2024 and 2026. The plan includes the sup-
port for the surface tests of the ITk detectors during assembly through pre-production units.
Some DAQ elements, in particular for what concerns networking, are COTS components
purchased toward the end of LS3 and the beginning of the HL-LHC operations.
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Figure 18.7: Estimated CORE spending profile for the DAQ system. The stacked histogram shows
the contributions from the PBS Level-3 items.

18.6.3 Spending profile of the EF Trigger System

The HTT sub-system is based on ATCA boards and contains a challenging and technically
complex ASIC. The production peaks in the years 2020-2024, with pre-production ASICs
already produced as early as 2020. Procurement of the EFPU servers is carried out conveni-
ently as late as possible, consistently also with the schedule for the M&O rolling replace-
ment programme (see Section 18.5.3).
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19 Planning and Schedule

This chapter focuses on the planning and an initial high-level schedule of the UPR that
summarises the information documented in the Schedule Management Plan (SMP) [19.1],
which is part of the Confidential Material package to be reviewed by the UCG in early 2018,
and available on the EDMS area of the project [19.2].

Detailed bottom-up plans of the activities of each sub-system [19.2] are used as the basis
for the overall project plan, schedule and milestones. The plan described in this TDR and
in the SMP builds on the experience of the TDAQ Phase-I upgrade project [19.3].

The schedule includes all the tasks required until the completion of the project with install-
ation and commissioning finished, and all their interdependencies. The plans will evolve
as the project moves forward, including the addition of more detailed breakdown of tasks
as they approach. This will enhance the ability of the UPR management to track progress,
detect delays as early as possible, and take pre-emptive actions.

The chapter is organised as follows: Section 19.1 summarises the principal concepts and
guidelines extracted from the project’s SMP; Section 19.2 describes the production plan and
the reviewing process that controls and monitors the technical progress of the project for a
successful and timely delivery to ATLAS. Finally, Section 19.3 summarises the initial plans
of the project’s systems and sub-systems, describing their top-level production schedule,
and presenting in full detail one reference example, the L0Muon Trigger Barrel and Endcap
SL.

19.1 Overview of the Schedule Management Plan

The complete plan to monitor, control, and revise, if necessary, the schedule of the project
is documented in a separated document [19.1]. The basic elements of the Plan are:

• The systems’ and sub-systems’ coordinators are responsible for identifying all the
activities and the tasks required for the design, construction, installation and com-
missioning of a given deliverable. The tasks and their duration are documented in a
structured hierarchical work breakdown document (WBS) which goes down to Level-
5 or Level-6.
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19.1 Overview of the Schedule Management Plan

• The coordinators shall agree with the project’s UPR-RC on the consistency and com-
pleteness of the WBS’s tasks required to deliver successfully to ATLAS the system/sub-
systems’ elements.
• The coordinators prepare the schedule for each Level-2 and Level-3 deliverable. The

schedules are approved by the UPR-RC through an internal scrutiny process, that is
chaired by the UPR-RC. The UPR-RC reports the conclusions of the internal scrutiny
to the eTDSG, requesting the report’s endorsement by the UPL after a discussion and
the unanimous agreement of the eTDSG members.
• The UPR-RC assists the UPL to develop a comprehensive schedule, in accordance

with the general schedule developed by the ATLAS USC, to seek the necessary re-
view process to baseline the schedule, to oversee the progress, and to take necessary
corrective actions to ensure that the project remains on schedule.
• The schedule of each Level-2 and Level-3 deliverable shall include all the formal re-

view steps outlined in Section 19.2, which are necessary tools for the UPR manage-
ment to monitor and track that the design and/or production make adequate progress
towards their completion.
• After each Level-2 and Level-3 deliverable’s approval, it is the responsibility of the

system and sub-system’s coordinators to implement, execute, and track the progress
of their project against the baselined schedule for their respective deliverables. They
report regularly on the progress to the eTDSG.
• In the event of significant accumulated schedule variance, or in the event of technical

issues emerging during the production phase, the UPR-RC organises a Production
Assessment Review (PAR) at a production site to identify the root-causes of the tech-
nical issues and to propose corrective actions. The UPR-RC reports to the UPL who
approves formally the proposed corrected actions coming from the PAR, following a
discussion and agreement by the eTDSG.
• The UPR-RC may request the UPL’s approval for a revision-controlled change of the

baselined schedule in the event of a significant variance. The UPL approval is condi-
tional to the majority agreement by the eTDSG members.
• The UPL reports regularly to the TDIB on the state of progress compared to the

baselined schedule.
• The UPL informs immediately the TDIB and the ATLAS USC, in the event of becom-

ing aware of a critical schedule variance.
• Upon request by the ATLAS Management, and, specifically by the UC, the UPL re-

ports to the ATLAS USC on progress with respect to the baselined schedule. ATLAS
Management through the UPO may also require periodic formal reviews of the status
of the UPR, along the same lines as the ASSO reviews during the original construction
phase.
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19.2 Design, Production Plan and Hardware/Firmware Integration

The development and production process of each sub-system, which is broken down into
tasks in the WBS, is mapped onto a few generic phases during the project lifetime. At the
end of each phase a formal review establishes whether the phase has concluded success-
fully: for example, if it is compliant to the specifications, and satisfies all the quality and
reliability requirements. If so, it is approved to progress to the next stage of the develop-
ment/production cycle. The review may be an internal process within the TDAQ organisa-
tion, or an agreement with ATLAS Management to hold a formal ATLAS event organised
either by the ATLAS Electronics Coordinator, in his/her function of chair of the ATLAS
Electronics Review Office, or by a designated software responsible for software matters.

Requirement Capture Specification Definition
Prelim

. D
esign 

Prototype  M
anufacturing

Performance Eval.Finalise Design

Pre-P

ro
du

ct
io

n

Pr
od

uc
tio

n
Fi

na
l E

va
lu

at
io

n

In
st

all
ati

on

TD
AQ

 In
te

rn
al 

Re
vie

w

Specification

 Review

Preliminary 
Design Review

Production Readiness Review

TDAQ Internal
Review

TDAQ Internal 

Review

TDAQ Internal 
Review

TDAQ Internal

 Review

Fi
na

l D
es

ig
n

 R
ev

ie
w

Project’s

Com
pletion

Project’s

 Approval

Figure 19.1: Sequence of activities and approval reviewing processes at different stages of the devel-
opment and of the production cycle of any project’s deliverable.

Each coordinator shall define and include in the system/sub-system planning all the mile-
stones and phases (from initial developments to the final installation), which are represen-
ted graphically in Figure 19.1 and described in the paragraphs that follow.
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19.2 Design, Production Plan and Hardware/Firmware Integration

The statement is valid not only for the hardware deliverables, but for firmware and soft-
ware components as well, as they shall be considered deliverables in the same way as their
hardware counterparts.

The complexity and resources of single devices have grown by more than two orders of
magnitude since the the original ATLAS construction, even with respect to the large digital
ASIC designs of some sub-systems. Recognising the significance of this, firmware activ-
ities shall be integrated into the UPR planning in a more structured and detailed fashion
than has been done in the past. In particular, the firmware development and the hardware
design shall be planned and scheduled coherently from the Requirements capture up to the
Commissioning of each sub-system. The need for this approach is particularly true for the
TDAQ UPR where most of the sub-systems contain technically challenging PCBs that host
multiple high-performance FPGAs, in which complex algorithms are implemented which
must fit the resource limits of the selected device.

There are four types of design reviews for each sub-system component:

• the Specification Review (SR),
• the Preliminary Design Review (PDR),
• the Final Design Review (FDR),
• the Production Readiness Review (PRR).

These reviews are done in agreement with ATLAS Management and are organised by the
ATLAS Electronics Coordinator, in his/her function of chair of the ATLAS Electronics Re-
view Office. Each of these reviews is described in a dedicated paragraph below.

For TDAQ components that contain a large effort on software development software re-
views will be carried out at the time of SR, PDR, FDR, PRR. The scope of these reviews will
be defined in a dedicated document.

A number of Internal TDAQ Reviews are also foreseen at various stages, for example at the
end of the requirement capture, or just before installation of a subsystem. The scope of these
reviews varies and they are briefly described in a single dedicated paragraph below.

19.2.1 Specification Review

The first step of the component development is the definition of a set of specifications and
its proposed architecture. A Specification Document is prepared, based on a set of require-
ments, described in a “User Requirement Document” (URD) previously reviewed during
an Internal TDAQ Review. The SR reviews the Specification Document that describes the
required functionality and performance of the device, its interfaces to other devices, and
reliability. The specified interfaces must be cross-checked for consistency with the corres-
ponding components specifications. The approval of the SR starts the formal design phase
of a prototype that captures all or a large fraction of the functions specified in the Specific-
ation Document. At the end of the design cycle a PDR is organised.
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19.2.2 Preliminary Design Review

19.2.2 Preliminary Design Review

The PDR establishes whether the design meets all the aspects of the requirements and spe-
cifications, including all interfaces to other components. The prototype may not implement
all functionality required in final system. If so, the prototype will need it’s own specifica-
tions, distinct from that reviewed previously in the SR. To avoid ambiguity, in this case, the
PDR will address the prototype spec and any differences between this and the SR specific-
ation.

The review process is based upon the following documentation:

• The URD and the Specification Document to be used as benchmarks for the prototype
design evaluation.
• Block diagrams - both at the board level and at the level of single FPGAs.
• Full Schematics-set of prototype PCB designs.
• PCB layout and PCB stack-up information when deemed necessary by the complexity

of the component.
• High-level and/or SPICE-level simulations of the main functions.
• Preliminary estimate of the power consumption of the board appropriately dressed

and configured.
• Preliminary thermo-mechanical analysis through a Finite Element Analysis program.
• Design and Verification of all the input/output interfaces.

PDRs should be held prior to the submission of any prototype design for fabrication or
assembly.

The PDR shall also include in its scope the initial review of the FPGA firmware, held as a
separate review if judged so by the Electronics Coordinator. The details of the scope of the
firmware review at the time of the PDR will be described in a separate document.

19.2.3 Final Design Review

The FDR is the last step of the design phase of a component deliverable. The purpose
of the review is to assess whether the design is mature enough for pre-production. All
requirements and specifications are reviewed. A successful performance measurement of
the prototype(s) that have been built allows the project to finalise the design in preparation
for small scale pre-production, which will be approved upon a successful FDR review.

The review’s scope and the documentation to be prepared for the hardware deliverables
are similar to the PDR, emphasising the design modifications made since the design of the
last prototype iteration (see Section 19.2.2).

The FDR shall also include in its scope a review of the FPGA firmware, held as a separate
review if judged so by the Electronics Coordinator. The details of the scope of the firmware
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19.2 Design, Production Plan and Hardware/Firmware Integration

review at the time of the FDR will be described in a separate document, but as a general
guideline, the following aspects related to the firmware implementation will be reviewed:

• FPGA resource utilisation.
• Firmware framework description
• External interface tests (such as interface link-speed tests, performance measurements

of individual interfaces for serialiser/deserialise latency at a given baud rate and a
defined data protocol, etc)
• Single board internal slice test (for the realtime path if applicable, otherwise for the

readout path, with at least one-channel input, a single processing algorithm, and at
least one-channel output).
• Power consumption based on real implementation of the most power-hungry func-

tionalities

19.2.4 Production Readiness Review

The PRR shall address quality management (QA/QC), version control (hardware and firm-
ware) and any outstanding items from earlier reviews.

During the Production Readiness Review, the following items shall be considered:

• full functionality test with single board, including readout and monitoring path;
• system slice-test, where this project is part of a bigger test stand (many-channel in,

many-channel out if applies, or a single processing algorithm, out of many, running
on all input channels);
• test hardware and software needed for production testing;
• production-related issues (plan, monitoring of important parameters like yield);
• production test methodology (dedicated firmware, dedicated test bench, paths used

as for example: JTAG chain coverage and the necessary functional tests where JTAG
does not cover parts of the design for example);
• QA/QC plan.

At the level of single-board test, full system test or system integration test, a description
of the DAQ software necessary for configuration, test and monitoring, together with a de-
scription of its development and major milestones should be presented. Power estimates
need to be re-analysed during the review. Test coverage of all test benches should be eval-
uated, if they have changed in terms of input data and output checks, or if some new ones
have been added.

The PRR shall also include in its scope a review of the FPGA firmware, held as a separate
review if judged so by the Electronics Coordinator. The details of the scope of the firmware
review at the time of the PRR will be described in a separate document,
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19.2.5 Internal TDAQ Reviews

The PRR is the last ATLAS-wide review chaired by the ATLAS Electronics Coordinator.
Additional Internal TDAQ reviews, described below, are held to monitor the component
development up to Installation and Commissioning.

19.2.5 Internal TDAQ Reviews

The reviews described below are an internal process of TDAQ and will be organised within
the context of the eTDSG. Internal TDAQ reviews are not always mandatory for deliver-
ables, but are carried as needed.

Requirement Capture and Internal Requirement Review. The definition of a set of re-
quirements is the first step of a design. A "User Requirement Document" (URD) that con-
tains a list of short, well-defined statements shall be prepared. The URD contains:

• A brief introduction with a description of the UPR system and sub-systems to which
the hardware deliverable belongs, or where firmware will be deployed;
• A list of the required functionalities;
• Physics Performance requirements and more generally Performance requirements for

all functionalities;
• A list of all required interfaces to integrate the project into the UPR sub-system;
• A list of requirements that the project puts on the rest of the UPR systems and, more

in general, on TDAQ.

A high-level simulation model of the component may be available at this stage to define
these requirements. The URD is the document used for the definition of the specifications
and will be part of the documentation required for the SR. This internal review is mandat-
ory for all deliverables.

Internal Follow-up Reports and Status/Progress Design Review. During the construc-
tion of the prototypes and/or the evaluation of the Key Performance Indicators, the sub-
system coordinator will report regularly to the eTDSG on the status of the prototype design,
construction and, eventually, the evaluation of its performance. Once the performance eval-
uation is completed, a Progress Design Review may be organised to verify the compliance
of the prototype design to the specifications. This review is only organised upon request of
the UPR management and it might be an essential tool for UPL and his/her management
team to verify whether the sub-system is on schedule, or to minimise any schedule and cost
impacts deriving from potential design issues at an early stage. In the event that this review
fails, a second prototyping cycle may be required through a Follow-up PDR.
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19.3 Production Schedule and Milestones

Production Advancement Review. During the series production, it may be useful to sched-
ule advancement reviews to monitor the progress of production through to its completion.
Such a review may help to ensure that any non-conformities or schedule problems arising
during production are addressed promptly. This internal review is not mandatory for all
deliverables, but is carried as needed.

Production completion and Installation Readiness Review. Once the production of a
hardware component of the UPR has completed, and all the hardware deliverables have
been transported to CERN, its integration with the final, i.e. “production”, firmware shall
be done at the TMF facility and reviewed before the final deployment of the configured
hardware in the USA15 counting room.

The following items shall be included in the scope of the “Installation Readiness Review”:

• Full system test in the TDAQ TMF surface facility.
• Full realtime path test with all baseline algorithms implemented.
• System integration tests with detectors electronics.
• Monitoring tasks and other TDAQ software (databases, online).

Firmware Review at the time of Installation. A close-out review of a component firm-
ware will be held at the end of the Production phase, to assess the suitability of the firm-
ware for long-term support, covering documentation, version management and regression
testing.

Other firmware reviews will be held after installation, during commissioning and during
operation, to deploy new trigger algorithms for example, but they are outside the scope of
this TDR and are not further described.

19.3 Production Schedule and Milestones

Figure 19.2 shows the top-level schedule of the UPR down to the Level-3 of the PBS/WBS.

In order to quantify the criticality of items for the schedule, the planned dates for comple-
tion of production for the primary deliverables have been compared to the required dates
for their installation. The schedule float is defined as the number of working days available
between the end of production and the required date of installation for each deliverable,
after accounting for the time required for surface commissioning and testing. Sufficient
float is available to accommodate unforeseen delays in all aspects of the project.

A full set of Gantt charts, for each Level-3 item in the WBS, is available in the Planning sec-
tion of the UPR’s EDMS structure [19.2], and will be included in the “Confidential material”
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Figure 19.2: High-level schedule for the UPR deliverables at the Level-3 of the PBS. The schedule
includes design, prototyping, pre-production, production, installation and commissioning.
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Figure 19.3: Example of expanded Gantt chart for the Level-0 Muon Trigger Barrel and Endcap SL.

506



19.3.1 Level-0 Trigger System’s Milestones

for the UCG review in Q1-2018. For illustrative purposes only the fully expanded planning
of the Level-0 Muon Trigger (TGC and RPC) SL is shown in Figure 19.3.

19.3.1 Level-0 Trigger System’s Milestones

Tables 19.1- 19.4 summarise the principal milestones for the Level-0 Trigger sub-systems
during the construction.

Table 19.1: Principal milestones for the Level-0 Central Trigger sub-system that includes the follow-
ing Level-3 deliverables: CTP, MUCTPI, and TTC.

WBS Descr. Milestone Date
1.1.1 CTP

Specification Review 30.06.2020
Preliminary Design Review 30.06.2021
Final Design Review 30.06.2022
Firmware Design Review 30.06.2023
Production Readiness Review 30.06.2023

1.1.2 MUCTPI
Specification Review 31.12.2021
Firmware Design Review 30.06.2023

1.1.3 TTC
Specification Review 30.03.2020
Preliminary Design Review 31.12.2020
Final Design Review 03.01.2022
Firmware Design Review 30.06.2022
Production Readiness Review 03.01.2023

Table 19.2: Principal milestones for the Level-0 Calorimeter Trigger sub-system.

WBS Descr. Milestone Date
1.1.4 Level-0 Calorimeter

Specification Review 30.09.2020
Preliminary Design Review 03.05.2021
Final Design Review 01.09.2022
Production Readiness Review 01.02.2023
Firmware Design Review (Phase-I FEXs) 01.01.2024
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19.3 Production Schedule and Milestones

Table 19.3: Principal milestones for the Level-0 Muon Trigger sub-system (WBS: 1.1.5).

WBS Descr. Milestone Date
1.1.5.1 TGC Sector Logic Board

Specification Review 02.07.2018
Preliminary Design Review 17.02.2020
Final Design Review 25.05.2022
Production Readiness Review 24.07.2023

1.1.5.2 RPC Sector Logic Board
Specification Review 02.07.2018
Preliminary Design Review 11.02.2020
Final Design Review 14.07.2022
Production Readiness Review 12.10.2023

1.1.5.3 MDT Processor Main Board
Specification Review 02.07.2018
Preliminary Design Review 28.02.2020
Final Design Review 20.07.2021
Production Readiness Review 22.12.2022

1.1.5.4 MDT Rear Transition Module
Specification Review 02.07.2018
Preliminary Design Review 28.02.2020
Final Design Review 22.07.2021
Production Readiness Review 19.12.2022

1.1.5.5 MDT Sector Processor Mezzanine
Specification Review 02.07.2018
Preliminary Design Review 28.02.2020
Final Design Review 20.07.2021
Production Readiness Review 16.12.2022

1.1.5.6 NSW Carrier
Specification Review 01.03.2020
Preliminary Design Review 02.10.2020
Final Design Review 10.01.2022
Production Readiness Review 11.10.2022

1.1.5.7 NSW Mezzanine Card
Specification Review 01.03.2020
Preliminary Design Review 11.06.2021
Final Design Review 15.09.2022
Production Readiness Review 21.09.2023
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19.3.2 DAQ System’s Milestones

Table 19.4: Principal milestones for the Level-0 Global Trigger sub-system (WBS: 1.1.6).

WBS Descr. Milestone Date
1.1.6.1 GCM

Specification Review 05.10.2019
Preliminary Design Review 05.10.2019
Final Design Review 05.02.2022
Production Readiness Review 07.01.2023

1.1.6.2 PFM
Specification Review 25.04.2018
Preliminary Design Review 13.04.2019
Final Design Review 04.01.2020
Production Readiness Review 06.06.2020

1.1.6.3 Data Aggregator (Firmware)
Specification Review 10.12.2019
Preliminary Design Review 23.01.2021
Final Design Review 10.12.2022
Production Readiness Review 08.12.2023

1.1.6.4 Trigger Framework (Firmware)
Specification Review 10.12.2019
Preliminary Design Review 09.01.2021
Final Design Review 05.11.2022
Production Readiness Review 14.07.2023

1.1.6.5 Trigger Signature (Firmware)
Specification Review 10.12.2019
Preliminary Design Review 01.05.2021
Final Design Review 31.12.2022
Production Readiness Review 26.01.2024

19.3.2 DAQ System’s Milestones

Table 19.5 summarises the principal milestones for the DAQ sub-systems during the con-
struction.

19.3.3 EF System’s Milestones

Tables 19.6 and 19.7 summarise the principal milestones for the two sub-systems in the EF
system during the construction.
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19.3 Production Schedule and Milestones

Table 19.5: Principal milestones for the sub-systems of DAQ.

WBS Descr. Milestone Date
1.2.1 Detector Readout

Specification Review 28.08.2019
Preliminary Design Review 01.06.2020
Final Design Review 22.06.2021
Production Readiness Review 22.07.2022

1.2.2 Dataflow
Specification Review 05.09.2019
Preliminary Design Review 15.12.2020
Final Design Review

18.08.2023
Production Readiness Review

1.2.3 Network
Specification Review 30.09.2021
Preliminary Design Review 31.12.2021
Final Design Review 31.12.2022

1.2.5 Online software
1.2.5.1 EF Farm Orchestra-

tion
Selection of the cluster orchestrator system 03.01.2020
Prototype System Review 10.12.2021
Pre-production System Review 12.09.2022
Production system fully operational 31.05.2024

1.2.5.2 Physics Monitoring
Requirement Document Review 13.10.2021
Prototype Test Completion and Review 27.12.2022
Final Design Review 06.04.2023
Production Deployment Review 17.01.2024

Table 19.6: Principal milestones for the HTT sub-system (WBS: 1.3.1).

WBS Descr. Milestone Date
1.3.1 HTT

System-wide Specification Review 01.06.2018
Preliminary Design Review 30.05.2019

1.3.1.1 TP
Final Design Review 20.04.2022
Production Readiness Review 29.03.2023

1.3.1.2 TP RTM
Final Design Review 02.11.2021
Production Readiness Review 29.03.2023

1.3.1.3 PRM
Final Design Review 20.11.2021
Production Readiness Review 20.03.2023

1.3.1.4 AM ASIC
AM08 (Prototype)

Preliminary Design Review 20.07.2018
AM09pre (Preproduction)

Final Design Review 17.07.2019
AM09 (Production)

Production Readiness Review 14.08.2020
1.3.1.5 TFM

Final Design Review 28.01.2022
Production Readiness Review 20.03.2023
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Table 19.7: Principal milestones for the EFPU sub-system (WBS 1.3.2).

WBS Descr. Milestone Date
1.3.2.1 Servers

Technology decision 01.04.2026
1.3.2.2 EF Compute Requirements

Updated EF farm compute requirements 10.04.2023
Final EF farm compute requirement for pur-
chase

28.05.2025

1.3.2.3 Accelerator evaluation
PDR: Design of EF farm using accelerators 10.05.2024
FDR: Conclusion on use of accelerators for
rolling replacement procurement

13.01.2025

1.3.3 Software
EF reconstruction software initial prototyping complete 01.10.2019
Software Design Reviews (all complete) 02.08.2024
Software ready for Run 4 commissioning 26.02.2025
Software ready for MC26a 26.02.2025
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20 Resources Requirements and Institutional
Responsibilities

This chapter documents the tasks and the associated required human resources for each sys-
tem and sub-system, estimated bottom-up based on input from the institutes. In addition,
the UPL and the TDIB chair are surveying the aspirations of the Institutes, and investigat-
ing with their Representatives whether the required resources are available locally among
those Institutes that have expressed interest in the different systems and sub-systems. Many
Institutes have already expressed their intention of contributing to the TDAQ UPR. This is
an iterative process that will ultimately complete with an agreement between ATLAS and
the Institutes, and by signing a “Memorandum of Understanding” (MoU) document for the
TDAQ Phase-II Upgrade Project (UPR) construction after the approval of the UPR by the
CERN Resource Review Board (RRB). The MoU will be signed by ATLAS and the Funding
Agencies of the participating Institutes. Any formal commitment is taken only after the
MoU’s signing has been completed.

The chapter is organised in three main sections. An overview of the Resource Manage-
ment Plan is presented in Section 20.1. A set of tables and charts, summarising the required
effort at Level-3 of the PBS and WBS, is shown in Section 20.2. Note that for a given de-
liverable, the total required effort is estimated corresponding to the needed expertise and
skill sets. However, in the tables the effort is divided into the typical professional categor-
ies consistent with the composition of the human resources available in those institutes
that expressed their interests. More detailed information is being prepared for the UCG
confidential material in the form of Excel spreadsheets. The last section of the chapter (Sec-
tion 20.3) documents in a few tables the interests and the aspirations of the participating
Institutes (within and outside the current ATLAS TDAQ collaboration) to participate in the
different elements of the UPR program.

20.1 Resource Management Plan

As part of the ATLAS organisation, the TDAQ UPR management relies on the Institutes and
the Funding Agencies participating in the project to provide and manage directly the finan-
cial and human resources required to produce locally, and deliver successfully to ATLAS,
the items for which institutes have agreed to be responsible.
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20.2 Required Manpower Estimate

The Resource Management Plan is a process to develop and organise, through a set of
documents, the resources needed based on the following:

• The UPR management through the UPR-RC and the Level-2/Level-3 managers of
each system, determines the financial resources, the staffing and the staffing’s com-
petency required to complete the tasks in the project’s WBS. An initial plan is pre-
pared and documented for the approval of the process through the LHCC and UCG
reviews.
• After the approval of the project, the UPL, assisted by the UPR-RC and the TDIB chair

negotiate with the Institutes’ Representative and the National Upgrade Programme
Managers (or National Contact Physicists) responsibilities for specific tasks.
• The UPR-RC assists the UPL to verify that the resources and the staffing at a pro-

duction site are sufficient to guarantee low risk of failures before the responsibility is
assigned
• The final assignment of responsibilities to an Institute is a task of the UPL based on

the CORE contribution, and shall be approved by the TDIB as part of the MoU docu-
ment’s preparation.
• The MoU documents and regulates not only the responsibilities of an Institution for

each hardware deliverable, but also for firmware/software required to operate it.
• During the execution of the project, through specific reviews, the UPR-RC monitors

the status and the progress of the design and of the construction, and verifies period-
ically the adequacy of the local resources.
• In case of failures or delays, the UPR management may decide, in concurrence with

the TDIB chair, to intervene and negotiate with the Institutional Representative re-
sponse strategies to recover schedule delays.

20.2 Required Manpower Estimate

20.2.1 Level-0 Trigger System

Table 20.1 summarises the required effort, in FTEs, for the Level-0 Trigger system in the
years 2018-2026. The FTEs are subdivided in the following professional categories: scient-
ists, electronics engineers, software engineers, technicians, and students. Figure 20.1 repres-
ents graphically, as stacked histograms, the same information as Table 20.1. Figures 20.4c-
20.4f show the required effort for the six Level-3 sub-systems of the Level-0 Trigger sys-
tem.

20.2.2 DAQ System

Table 20.2 summarises the required effort, in FTEs, of the DAQ system in the years 2018-
2026 subdivided into the same personnel’s categories as in Table 20.1. The same information
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20.2.2 DAQ System
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Figure 20.1: Estimated human resources required in the L0 Trigger system, expressed as FTEs for
each year of the upgrade project’s construction, installation and commissioning. Four professional
categories are stacked on top of each other: Scientists (blue), Electronics Engineers (orange), Software
Engineers (grey), Technicians (yellow), and Students (light blue).

Table 20.1: Required effort in the Level-0 Trigger system expressed in FTEs and divided by profes-
sional category for the duration of the UPR’s construction, installation and commissioning (2018-
2026).

WBS: 1.1 Level-0 Trigger System

Year
Scientist Electronic Eng. Software Eng. Technician Student All

[FTE] [FTE] [FTE] [FTE] [FTE] [FTE]

2018 5.7 12.2 0.0 0.1 5.7 23.7
2019 9.6 20.6 0.0 0.1 8.9 39.1
2020 7.5 23.4 0.0 0.1 10.6 41.6
2021 9.7 29.0 0.0 0.1 9.4 48.2
2022 10.7 26.4 0.0 0.1 9.9 47.1
2023 12.7 25.7 0.0 0.3 10.6 49.3
2024 12.1 15.1 0.0 1.4 7.6 36.1
2025 11.1 7.0 0.0 0.2 7.4 25.8
2026 7.6 4.0 0.0 0.0 6.0 17.5

TOTAL 86.6 163.4 0.0 2.4 76.1 328.4
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20.2 Required Manpower Estimate

is shown in Figure 20.2. Figures 20.5a-20.5d show the required effort in each year of the

Table 20.2: Required effort in the DAQ system expressed in FTEs and divided by professional cat-
egory for the duration of the UPR’s construction, installation and commissioning (2018-2026).

WBS: 1.2 DAQ System

Year
Scientist Electronic Eng. Software Eng. Technician Student All

[FTE] [FTE] [FTE] [FTE] [FTE] [FTE]

2018 1.4 1.2 0.7 0.0 1.1 4.3
2019 1.9 2.6 1.9 0.0 2.5 9.0
2020 2.0 1.9 1.9 0.0 2.9 8.8
2021 3.3 2.4 3.8 0.0 4.4 13.9
2022 6.6 2.8 3.6 0.0 5.4 18.4
2023 3.9 2.5 3.6 0.1 3.9 14.0
2024 2.6 1.1 3.4 0.9 2.5 10.4
2025 2.5 1.8 3.9 1.3 2.3 11.8
2026 0.7 0.3 0.6 0.2 0.4 2.1

TOTAL 24.9 16.6 23.4 2.4 25.4 92.8
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Figure 20.2: Estimated human resources required in the DAQ system, expressed as FTEs for each
year of the upgrade project’s construction, installation and commissioning. Four professional cat-
egories are stacked on top of each other: Scientists (blue), Electronics Engineers (orange), Software
Engineers (grey), Technicians (yellow), and Students (light blue).

upgrade project’s construction, installation and commissioning for the four (4) Level-3 sub-
systems in the WBS.
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20.2.3 EF System

20.2.3 EF System

Table 20.3 summarises the required resources for the UPR’s EF system expressed in FTEs
in the years 2018-2026. The FTEs are subdivided by the same professional categories as
in Table 20.1. It should be noted that the EF software development requires scientists

Table 20.3: Required effort in the EF system expressed in FTE and divided by professional category
for the duration of the UPR’s construction, installation and commissioning (2018-2026).

WBS: 1.3 Event Filter

Year
Scientist Electronic Eng. Software Eng. Technician Student All

[FTE] [FTE] [FTE] [FTE] [FTE] [FTE]

2018 14.2 5.6 0.0 3.4 1.2 24.3
2019 17.1 6.7 0.0 4.2 1.5 29.6
2020 23.3 7.3 0.0 4.3 2.1 37.0
2021 28.7 6.9 0.0 3.3 1.7 40.6
2022 22.0 7.9 0.0 2.8 2.6 35.2
2023 26.6 5.8 0.0 2.8 3.5 38.6
2024 25.4 5.9 0.0 1.8 3.2 36.2
2025 10.6 5.4 0.0 1.8 3.6 21.4
2026 0.6 0.0 0.0 0.0 0.0 0.6

TOTAL 168.4 51.4 0.0 24.4 19.4 263.5
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Figure 20.3: Estimated resources required in the EF system, expressed as FTEs for each year of the
upgrade project’s construction, installation and commissioning. Four professional categories are
stacked on top of each other: Scientists (blue), Electronics Engineers (orange), Software Engineers
(grey), Technicians (yellow), and Students (light blue).
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20.2 Required Manpower Estimate

with strong software experience. In some cases the tasks may also be done by a soft-
ware engineer. Figure 20.3 shows graphically the same information as in Table 20.3. Fig-
ures 20.6a, 20.6b show the required effort in each year of the upgrade project’s construction,
installation and commissioning for the two Level-3 sub-systems in the WBS.
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(a) Level-0 CTP (WBS 1.1.1)
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(b) Level-0 MUCTPI (WBS 1.1.2)

Figure 20.4: Required human resources expressed as FTEs for each year of the upgrade project’s
construction, installation and commissioning. Histograms are shown for the different sub-systems
of the Level-0 Trigger system. Four professional categories are stacked on top of each other: Sci-
entists (blue), Electronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and
Students (light blue).
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20.2.3 EF System
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(c) TTC distribution (WBS 1.1.3)
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(d) Level-0 Calorimeter Trigger (WBS 1.1.4)

Figure 20.4: Required human resources expressed as FTEs for each year of the upgrade project’s
construction, installation and commissioning. Histograms are shown for the different sub-systems
of the Level-0 Trigger system. Four professional categories are stacked on top of each other: Sci-
entists (blue), Electronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and
Students (light blue).
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(e) Level-0 Muon Trigger (WBS 1.1.5)
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(f) Level-0 Global Trigger (WBS 1.1.6)

Figure 20.4: Required human resources expressed as FTEs for each year of the upgrade project’s
construction, installation and commissioning. Histograms are shown for the different sub-systems
of the Level-0 Trigger system. Four professional categories are stacked on top of each other: Sci-
entists (blue), Electronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and
Students (light blue).
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(a) DAQ Readout sub-system (WBS 1.2.1)
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(b) DAQ Dataflow sub-system (WBS 1.2.2)

Figure 20.5: Required resources expressed as FTEs for each year of the upgrade project’s construc-
tion, installation and commissioning. Histograms are shown for the different sub-systems of the
DAQ system. Four professional categories are stacked on top of each other: Scientists (blue), Elec-
tronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and Students (light
blue).
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(c) DAQ Network sub-system (WBS 1.2.3)
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(d) DAQ Online Software sub-system (WBS 1.2.5)

Figure 20.5: Required resources expressed as FTEs for each year of the upgrade project’s construc-
tion, installation and commissioning. Histograms are shown for the different sub-systems of the
DAQ system. Four professional categories are stacked on top of each other: Scientists (blue), Elec-
tronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and Students (light
blue) (cont.)
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(a) EF HTT sub-system (WBS 1.3.1)
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(b) EF Processing sub-system (WBS 1.3.2)

Figure 20.6: Required resources expressed as FTEs for each year of the upgrade project’s construc-
tion, installation and commissioning. Histograms are shown for the two sub-systems (HTT, EFPU)
of the EF system. Four professional categories are stacked on top of each other: Scientists (blue), Elec-
tronics Engineers (orange), Software Engineers (grey), Technicians (yellow), and Students (light
blue).
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20.3 Participating Institute Responsibilities

20.3 Participating Institute Responsibilities

The formal institutional responsibilities, and the level of participation and financial sup-
port by each Institute and Funding Agency to the programme of the TDAQ UPR, will be
described in the MoU in preparation for the RRB meeting in the first half of 2018. In this
TDR, we limit ourselves to listing the the institutes participating in the TDAQ Phase-II UPR
and their principal areas of interest.

Table 20.4 lists the Institutes interested in the upgrades of the Level-0 Trigger components.
For each system and sub-system a 3indicates that the Institute plans to develop and/or
provide hardware, firmware, and/or software deliverables. In this context any code that
allows for the configuration, control, monitoring and operation of a hardware module dur-
ing ATLAS data taking is categorised as software deliverable. For Phase-I legacy elements
of the project, a 3indicates that the institute plans to maintain and/or upgrade firmware
and software needed for them to operate in the HL-LHC environment.

Table 20.4: List of participating Institutes and their areas of interest within the Level-0 Trigger
system.

Level-0 Trigger
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Argentina
Buenos Aires 3

La Plata 3 3

Germany-BMBF
Heidelberg KIP 3 3 3 3 3 3

Mainz 3 3 3 3

Germany-MPI
MPI-Munich 3

Israel
Technion 3

Tel Aviv 3

Weizmann 3

continue . . .

524



. . . continued
Level-0 Trigger

Level-0 Calo Level-0 Muon Global Central

Country
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Italy
Napoli 3

Roma I 3

Roma II 3

Japan
KEK 3 3

Kobe 3 3

Kyoto 3 3

Nagoya 3 3

Shinshu 3 3

Tokyo ICEPP 3 3

Tokyo MU 3 3

Tokyo Tech 3 3

Netherlands
NIKHEF 3 3

Poland
Cracow IFJ PAN 3 3

Cracow AGH-UST/UJ 3 3

Romania
Bucharest 3

United Kingdom
Birmingham 3 3 3 3

Cambridge 3 3 3 3

London QMUL 3 3 3 3

RAL 3 3 3 3

USA-DOE
Argonne 3

BNL 3 3

continue . . .
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20.3 Participating Institute Responsibilities

. . . continued
Level-0 Trigger
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USA-NSF
Boston 3

Chicago 3 3

Harvard 3

Indiana 3 3

Michigan St. 3 3

U Mass 3 3

Oregon 3 3

Pittsburgh 3 3

UC Irvine 3

CERN 3 3 3

Table 20.5 includes the Level-4 items of each DAQ sub-system in the PBS, and also ele-
ments of the ATLAS Online Software. The ATLAS Online Software is a large collection of
software packages and libraries, which manages and controls the components of the DAQ
system and the data-taking environment. Most of the software elements will be maintained
and upgraded adiabatically in the next several years by the ATLAS DAQ Operation group.
However, some of the core software infrastructure may be significantly redesigned to bene-
fit from the availability of new technologies. Those elements are described in Section 11.7.
In Table 20.5 a 3in the “Online” column indicates that either an institute is currently in-
volved in operation, Phase-I or Phase-II upgrade tasks, or is planning to contribute in fu-
ture.
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Table 20.5: List of participating Institutes and their areas of interest within the DAQ system.

Data Acquisition (DAQ)
Readout Dataflow Networking

Country
Institute
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Australia
Adelaide 3 3

Sidney 3 3

Czech Republic
Prague 3

Germany-BMBF
Goettingen 3 3

Wupperthal 3 3

Israel
Ben Gurion 3 3

Tel Aviv 3 3 3 3

Technion 3 3

Weizmann 3 3

Italy
Bologna 3 3

Pavia 3 3

Netherlands
NIKHEF 3

Romania
IFIN-HH Bucharest 3

Russia
JINR Dubna 3

NRC Kurchatov Inst. - PNPI 3

Switzerland
Bern 3

United Kingdom
London RHUL 3 3 3

London UC 3

continue . . .
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20.3 Participating Institute Responsibilities

. . . continued
Data Acquisition (DAQ)

Readout Dataflow Networking

Country
Institute
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USA-DOE
Argonne 3

BNL 3

Winsconsin 3

USA-NSF
MSU 3

UC Irvine 3 3 3

CERN 3 3 3 3 3 3 3 3

Table 20.6 lists the Institutes interested in the components of the HTT sub-system and the
EF hardware and software. A 3in the EFPU column indicates that the institute is contrib-
uting financially to the purchase of EF CPUs. Table 20.6 also lists Institutes contributing to
and/or planning to contribute to the core EF software and to the algorithms for the online
reconstruction of trigger-object candidates and studies of trigger menus. It is to be noted
that both the EF reconstruction developments and the studies of trigger menus are activit-
ies not under the sole responsibility of the TDAQ UPR, but they are shared with the ATLAS
Upgrade Physics and the ATLAS Trigger Activity groups.

Table 20.6: List of participating Institutes and their areas of interest within the Event Filter (EF)
system.

Event Filter
HTT EF

Country
Institute
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continue . . .
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. . . continued
Event Filter

HTT EF

Country
Institute
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La Plata 3

Australia
Melbourne 3 3 3

Canada
McGill 3

Victoria 3

Denmark
Copenhagen NBI 3 3

France-IN2P3
LPNHE Paris 3

Germany-BMBF
Heidelberg PI 3

Israel
Ben Gourion 3 3

Tel Aviv 3 3

Technion 3 3

Weizmann 3 3

Italy
Genova 3 3

Lecce 3

Milano 3

Pavia 3

Pisa 3

Roma 1 3 3

Japan
KEK 3

Kobe 3

Kyoto 3

continue . . .
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20.3 Participating Institute Responsibilities

. . . continued
Event Filter

HTT EF

Country
Institute
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Nagoya 3

Tokyo Tech 3

Netherlands
NIKHEF 3

Poland
Cracow IFJ PAN 3 3 3

Cracow AGH-UST/UJ 3 3 3

Portugal
LIP 3 3

Russia
Moscow State 3

Serbia
Belgrade 3

Spain
IFAE 3

Sweden
Uppsala 3

Switzerland
Geneve 3 3 3 3

United Kingdom
Edinburgh 3 3 3

Glasgow 3

London RHUL 3 3 3 3 3

London UC 3 3 3 3 3

Manchester 3

RAL 3 3 3

Sussex 3 3 3 3 3

Warwick 3 3

continue . . .
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. . . continued
Event Filter

HTT EF

Country
Institute

Tr
k.

Pr
oc

es
so

rs

R
T

M
,H

T
TI

F,
In

fr
.

PR
M

A
M

A
SI

C

T
FM

SW
/M

on
it

.

Si
m

./
Pe

rf
.

EF
PU

C
or

e
SW

R
ec

.S
W

/M
en

us

USA-DOE
Argonne 3 3

BNL 3 3

SLAC 3 3

SMU 3

USA-NSF
Arizona 3 3

Chicago 3 3

UIUC 3

NIU 3

NYU 3

Oregon 3 3

Penn 3 3

SMU 3 3

Stanford 3

CERN 3 3 3
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21 Risk Analysis and Mitigation Strategies

This chapter is an overview of the process developed by the TDAQ UPR together with the
ATLAS Upgrade Project Office to assess, manage and mitigate risks associated with the
project deliverables. At the time of the release of this TDR, a documentation package on
Risk Management, Risk Analysis and Control is being prepared for the UCG Confidential
Material, which will be made available for the UCG review in Q1-2018.

Risk Management has been fully integrated into the TDAQ UPR following the protocols
and the guidelines summarised in [21.1], following accepted protocol standards outlined in
Refs. [21.2], [21.3]. Risks in the TDAQ UPR are managed by a structured and integrated pro-
cess for identifying, evaluating, tracking, mitigating, responding to, and managing project
risks in terms of three risk categories: cost, schedule, and scope/technical performance.

The design and construction of the UPR are within the experience and expertise of the
TDAQ participating collaborators, technical staff and scientists. It is a responsibility and
a priority of the entire UPR management to reduce the risk to an acceptable low level for
each hardware deliverable. Furthermore, as the UPR relies on a significant number of al-
gorithms in both the Level-0 and the EF systems, risks associated to firmware and software
are included in the Risk Management.

The UCG Confidential Material package contains a full description of the Risk Register, with
risk identification, impact analysis and mitigation strategy. This chapter only summarises
that information and it is organised in two overview sections: Section 21.1 is a summary
of the TDAQ UPR Risk Management Plan [21.1]; Section 21.2 lists a few items extracted
from the Risk Register, with a short description of the impact and of the possible mitigation
strategies associated.

21.1 Risk Management Plan

The overall Risk Management approach is described in the Risk Management Plan [21.1],
currently in preparation, and consists of a five-step process:

• Identifying potential project risks,
• analysing project risks,
• planning risk mitigation and response strategies,
• executing risk mitigation and response strategies, and
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21.1 Risk Management Plan

• monitoring and tracking the results and revising the risk mitigation and response
strategies.

In this context, a risk is any event not included in the project plan which can have a poten-
tial impact on the TDAQ UPR. Every effort has been made to specify the project in a manner
that reduces the risk to an acceptable low level. The technical risks to the project that are
identified will be addressed as early as possible to assure that they do not impact the timely
completion of the project or stress its budget in unexpected ways. Proactive risk identifica-
tion and mitigation can therefore significantly reduce the probability of unexpected events
that could require contingency and/or additional time to resolve.

The system (Level-2) and sub-system (Level-3) coordinators have the responsibility for
managing and mitigating the risks associated with their respective WBS areas. They are
responsible to identify potential sub-system risks, to analyse these risks, to develop mit-
igation and response strategies for these risks, and to monitor and track them. The UPL
is assisted by the UPR Resource and Risk Manager (UPR-RC), who is formally delegated
to coordinate this matter, oversees these processes at the project level, and also has the re-
sponsibility for implementing response plans. Risks are reviewed periodically (quarterly)
meetings of the eTDSG, in which risks are discussed, updated, and appropriate actions are
taken if required.

• The mitigation steps that are/will be taken to minimise that risk from occurring;
• the response to the risk in the eventuality that the risk materialises;
• the impact of the risk on cost, schedule, and performance: the risk impact is classified

as Negligible, Low, Medium, or High based on its potential impact on cost, schedule,
or performance, see Table 21.2. The performance impact is based on identifying a set
of Key Performance Parameters (KPP) and assessing the scientific impact of the risks
on those KPPs;
• the risk probability, identified as Low, Moderately Low, Moderately High, or High

based on the probability ranges identified in Table 21.1.
• the most probable impact on the cost and schedule, and optimistic/pessimistic im-

pacts quantifying the best/worst case scenarios;
• the overall assessment of the risk based on Table 21.3 that correlates the probability

of the risk to occur and the impact of the risk. The overall risk is classified as High,
Medium, or Low based on the product of the risk impact and the risk probability.

Table 21.1: Classification of the risk occurrence’s probability.

Probability range
Risk Probability

Min [%] Max [%]
Low 0 5
Moderately Low 5 15
Moderately High 15 30
High >30
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Table 21.2: Classification of the risk impact based on its impact on the cost, the schedule, and the
scope/performance.

Risk Impact
Cost Im-
pact Range
[kCHF]

Schedule
Impact
Range
[months]

Scope and
Perform-
ance Impact
Assessment:

Desc. Index1 Min Max Min Max
Objective
KPP vari-
ance

Negligible 0 0 20 0 1 <1%
Low 1 20 100 1 3 1–5%
Medium 2 100 500 3 6 5–10%
High 3 >500 >6 >10%

1 for finding maxima

Table 21.3: Correlation of Risk Probability (Rows, classified as 1-4) and Risk Impact (columns,
classified as Negligible, Low, Medium. The identified risk is subsequently classified as Low (if the
correlation falls within the green shaded area), Medium (yellow shade), or High (red shade).

High 4 0 4 8 12
Moderately high 3 0 3 6 9
Moderately low 2 0 2 4 6
Low 1 0 1 2 3

0 1 2 3
Negligible Low Medium High

21.2 Risk Register

The process of identifying risks for the TDAQ UPR has followed the procedures summar-
ised in Section 21.1: initial brainstorming sessions and dedicated management meetings
between the UPR-RC and the Level-2,3 managers have performed a top-down high-level
risk assessment, quantitative risk analysis with evaluation of probabilities and impacts and
discussions of mitigation strategies. A detailed set of risks, as well as additional material
on the risk mitigation and response plans is being prepared in a Risk Register [21.4] that
will be made available at the beginning of 2018 in preparation for the UCG review. For
illustrative purposes only the Network part of the Risk Register is shown in Figure 21.1.
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Figure 21.1: The detailed Risk Register information for Network sub-system.’
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21.2.1 Detector Readout Limitations

In this Section only the elements identified at this stage with potentially particular signific-
ance are presented.

21.2.1 Detector Readout Limitations

The design of the detector’s Front-End electronics shall satisfy the 1 MHz L0 rate require-
ment of the baseline architecture with sufficient margins. However, for certain detector
systems, in particular for the innermost ITk-pixel layers, the front-end ASIC’s design is spe-
cified assuming an estimated occupancy potentially subject to large uncertainties. Should
the occupancy greatly exceed expectations, the increase in event size would exceed the
bandwidth for the pixel detector front-end readout. Similarly, there are risks that the ITk-
pixel front-end data transmission will not operate successfully at the specified 5 Gb/s max.
throughput for a Level-0 trigger rates of 1 MHz. The mitigation strategy adopted is ex-
plained in detail in Chapter 14, with the system evolving to a dual L0/L1 trigger architec-
ture using regional tracks built from the ITk strip detector and outer pixel detector layer
information at Level-1.

21.2.2 Projected rates for hadronic trigger signatures

Another risk mitigated by the same strategy mentioned in Section 21.2.1 is due to the un-
certainty in the projected trigger rates for hadronic objects at < µ >= 200. The use of
tracking at the L1 trigger stage would open up the possibility for a rudimentary primary
vertex selection for multijet triggers, allowing for additional hadronic background rejection
and a lower overall readout rate for the inner detector pixel layers. Additional details re-
garding the motivation and criteria for evolution are presented in Section 14.1, followed by
the requirements for the evolved system in Section 14.2 and a description of the resulting
“evolved" architecture design in Section 14.3.

21.2.3 Resource availability of the EF Processing Unit farms

The estimate of the required EF compute power is subject to large uncertainties as described
in Chapter 12. The probability of such a risk is relatively low, once the expected luminosity
growth in the initial phases of the HL-LHC are taken into account. However, there is a risk
that the ATLAS M&O rolling replacement doesn’t provide the expected computing power,
as described in Chapter 12. To mitigate the risk, the resources required for < µ >= 200
are planned to be available from the beginning of Run 4. There are also software develop-
ment milestones to check the software performance and ensure that it is on track, and an
evaluation of hardware accelerators prior to the decision of which commodity processing
technologies to purchase.
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21.2 Risk Register

21.2.4 Hardware Tracking ASIC

Two possible risks of the HTT ASIC have been considered: possible failures during the pro-
totype and design phase may require an additional prototype cycle. The impact might be
significant on the schedule of the project, but wouldn’t have any impact on the CORE costs
of the project. Production-related failures, e.g. very low yield due to marginal design, might
require an iteration of the design’s cycle, or the submission of a new set of masks, or the pur-
chase of extra wafers. The impact might be high in terms of costs and of schedule. Possible
mitigations are schedule advancing, carefully planning prototype, and pre-production, and
including two mask-sets in the cost planning.

21.2.5 FPGA resource usage

During the design phase of a sub-system that makes significant use of FPGAs, the resource
consumption of algorithms to be deployed onto the device might exceed the expected us-
age. Careful design, timely development of the firmware, and detailed analysis of the re-
source’s performance and usage should keep the probability of this risk low. In case of
occurrence, the impact might be significant on the costs of the project, as FPGAs are likely
to be main cost-driver. The mitigation strategy would be to design the sub-system suitable
for FPGA resource changing and to define the specifications for algorithms such that they
respect the resources of the chosen FPGAs.

21.2.6 Interfaces and Link speeds

The link speed foreseen in the TDAQ electronics is largely available in today’s available
technology. However, some sub-systems are planning to use higher link speeds, up to 30+
Gb/s: examples are the interfaces between the LAr and Tile calorimeter Pre-processors and
the Global Trigger designed to operate in the 16-25.8 Gb/s range, and the internal links
between the Global MUX and GEP modules running at 30+ Gb/s. Significant engineering
developments are need to evaluate this type of MGT measuring Bit Error Rate (BER) in
dedicated system tests. Possible mitigation is to design the sub-system which is feasible
either to downscale the MGT bandwidth and increase the number of connections, or to
increase the number of fibres and modules, with possible significant impacts on costs.

21.2.7 Latency limitations

The design described in this TDR defines clear envelopes for the latency available at each
stage of the trigger data processing, guaranteeing sufficient margins on overall L0 latency.
Some of the object reconstruction in the processing FPGAs might risk to exceed the envel-
ope, reducing or eliminating all the pre-defined margins. The probability of the risk should
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be moderately low. There shouldn’t be any impact on the cost. However, the system’s per-
formance penalty could be high as less powerful algorithms might need to be deployed for
the trigger’s candidate reconstruction.

21.2.8 FPGA obsolescence

The CORE cost estimates are based on FPGA devices with sufficient resources currently on
the market, with sufficient resources for the functions required to be implemented in each
application. There is a moderately low probability that the pre-selected FPGA may become
obsolescent and unavailable by the time procurement has to be placed. There may be some
moderate impact on the cost of the sub-system if a new generation and more performant
device has to be selected.

21.2.9 Commissioning time of the Level-0 Muon Trigger sub-system

The L0 Muon contains hardware and firmware elements that may require a commissioning
time longer than anticipated before becoming fully operational. The resources available
at the TFM should minimise the probability of occurrence of this risk for what concerns
firmware. If required, as further mitigation strategy, the sub-system should guarantee ad-
ditional experienced manpower to finalise the firmware design to deploy on the produc-
tion units in USA15. The impact of the risk may be limited by the fact that the L0 Muon
sub-system may concentrate the effort on commissioning and operating the Sector Logic
alone.

21.2.10 Commissioning time of the Global Trigger sub-system

Similarly, the Global sub-system is totally a new set of hardware and firmware elements
that may require a commissioning time longer than anticipated before becoming fully op-
erational. The risk impact on the ATLAS operations may be limited by the fact that the
legacy FEXs and the legacy L1Topo modules will be fully available and operational at the
beginning of Run 4 if needed.

21.2.11 Readout’s I/O bandwidth margins

The FELIX design is optimised to accommodate and manage with large margins the full
input bandwidth from the detector’s point-to-point sources. The probability of the risk of
having the data input bandwidth close to the limit should be negligible by design. The risk
of having a less performing system, i.e. the data throughput from the custom I/O cards to
the hosting server’s CPU doesn’t match the input bandwidth, shall be low. The mitigation
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would be to redimension the Readout sub-system accordingly with a possible significant
impact on the costs of the sub-system.

21.2.12 Data Handler processing capabilities for detector-specific functionality

As the detector requirements for data management in the second stage of the Readout sub-
systems have not been defined yet, the system described in Chapter 11 may not be sufficient
and additional Data Handler nodes would be required. The impact in terms of CORE costs
might not be negligible. However, as the architecture is network-based, and therefore fully
scalable, and therefore no technical or schedule impact.

21.2.13 Event Size

The risk that the ATLAS upgrade would result into larger event size is moderately high.
There are several examples that could cause an increase of the event size: (i) the scope of the
ATLAS upgrades increases with new detectors and upgrade project; (ii) data compression
in the front-end ASICs doesn’t perform as expected. Cost impact on the Dataflow and
Network sub-systems might be non-negligible. Mitigation technique would be to develop
stronger compression at the level of Readout, e.g. in the Data Handlers.

21.2.14 Simulation software schedule

The EF software depends on timely delivery of simulation of the trigger upgrades and de-
tector data. EF software components require realistic input data in order to develop and
test them. In the case where the sources of these data are new or upgraded trigger or de-
tector subsystems, their data needs to be provided through simulation. This is mitigated by
connecting the plans of the EF software with those for simulating the upgrades. However,
with the number of new data sources for the EF in the overall upgrade, the risk is moder-
ately high that a delay will occur in at least one of them. This would have an impact on the
schedule and/or performance of the EF software, which depends on the length of the delay
to the simulation and which components are delayed.
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I. Mandić, B. Maček, M. Mikuž, M. Muškinja, T. Novak, G. Sokhrannyi, T. Šfiligoj

South Africa
Cape Town
R.J. Atkin, A. Hamilton, C.J. Lee, C. Mwewa, S. Yacoob

Johannesburg
S. Ballestrero, D. Casadei, S.H. Connell, N. Govender, L. Truong

Witwatersrand
Y. Hernández Jiménez, D.R. Hlaluku, H. Jivan, D. Kar, J.E. Mdhluli, B.R. Mellado Garcia,
R.G. Reed, D. Roy, X. Ruan, E. Sideras Haddad, S.E. von Buddenbrock

Spain
Barcelona
M. Bosman, M.P. Casado, M. Casolino, E. Cavallaro, M. Cavalli-Sforza, C. Fischer,
F.A. Förster, D. Gerbaudo, E.L. Gkougkousis, J. Glatzer, S. Grinstein, A. Juste Rozas,
I. Korolkov, J.C. Lange, I. Lopez Paz, M. Martinez, L.M. Mir, A. Pacheco Pages,
C. Padilla Aranda, I. Riu, C. Rizzi, Y. Rodina, A. Rodriguez Perez, S. Terzo, M.F. Tripiana,
S. Tsiskaridze, T.R. Van Daalen, D. Vazquez Furelos, G. Volpi, R. Zaidan

Granada
J.A. Aguilar-Saavedra, D. Melini

Madrid UA
F. Barreiro, S. Calvente Lopez, A. Cueto, J. Del Peso, C. Glasman, J. Terron

Valencia
A.J. Bailey, L. Barranco Navarro, S. Cabrera Urbán, V. Castillo Gimenez, L. Cerda Alberich,
M.J. Costa, C. Escobar, O. Estrada Pastor, A. Ferrer, L. Fiorini, J. Fuster, C. García,
J.E. García Navarro, S. González de la Hoz, E. Higón-Rodriguez, J. Jimenez Pena,
C. Lacasta, J.J. Lozano Bahilo, D. Madaffari, J. Mamuzic, S. Marti-Garcia, D. Melini,
V.A. Mitsou, S. Pedraza Lopez, S. Rodriguez Bosca, D. Rodriguez Rodriguez,
E. Romero Adam, J. Salt, U. Soldevila, J. Sánchez, A. Valero, J.A. Valls Ferrer, M. Vos,
D. Álvarez Piqueras

Sweden
Lund

573



The ATLAS Collaboration

S.S. Bocchetta, E.E. Corrigan, C. Doglioni, E. Hansen, V. Hedberg, G. Jarlskog,
C.W. Kalderon, E. Kellermann, B. Konya, E. Lytken, K.H. Mankinen, J.U. Mjörnmark,
R. Poettgen, T. Poulsen, O. Smirnova, O. Viazlo, T.P.A. Åkesson

Stockholm
G. Bertoli, O. Bessidskaia Bylund, C. Bohm, R.M.D. Carney, C. Clement, K. Gellerstedt,
S. Hellman, K. Jon-And, D.A. Milstead, T. Moa, S. Molander, P. Pasuwan, N.W. Shaikh,
S.B. Silverstein, J. Sjölin, S. Strandberg, M. Ughetto, E. Valdes Santurio, V. Wallangen

Stockholm KTH
A. Kastanas, B. Lund-Jensen, C.C. Ohm, G. Ripellino, P.E. Sidebo, J. Strandberg

Uppsala
E.M. Asimakopoulou, E. Bergeaas Kuutmann, P. Bokan, R. Brenner, T. Ekelof, M. Ellert,
A. Ferrari, P.O.J. Gradin, M.F. Isacson, M.U.F Martensson, H. Ohman, P.H. Sales De Bruin

Switzerland
Bern
J.K. Anders, Y. Bandi, H.P. Beck, A. Ereditato, S. Haug, F. Meloni, C. Merlassino, A. Miucci,
G.A. Mullier, M. Rimoldi, M.S. Weber, T.D. Weston

Geneva
E. Akilli, C.S. Amrouche, L.S. Ancu, M. Benoit, N. Calace, A. Clark, D. della Volpe,
F.A. Di Bello, A. Dubreuil, W.J. Fawcett, D. Ferrere, S. Gadatsch, T. Golling,
S. Gonzalez-Sevilla, G. Iacobucci, R. Jansky, A. Katre, T.J. Khoo, M. Kiehn,
M.C. Lanfermann, A.L. Lionti, L. March, P. Mermod, M. Nessi, C.E. Pandini, L. Paolozzi,
D. Salamani, S. Schramm, A. Sfyrla, D.M.S. Sultan, M. Valente, X. Wu

Taiwan
Hsinchu NTHU
K. Cheung, P.J. Hsu, Y.J. Lu

Taipei AS
A. Buzatu, S. Hou, S.C. Lee, R. Mazini, L. Shi, D.A. Soh, P.K. Teng, S.M. Wang, W. Wang,
Y. Yang, G. Zhang

Taipei ASGC
S.C. Lin

Turkey
Ankara
O. Cakir, H. Duran Yildiz

574



The ATLAS Collaboration

Bahcesehir
A.J. Beddall

Bilgi
E. Celebi, S.A. Cetin

Bogazici Istanbul
S. Gurbuz, S. Istin, V.E. Ozcan

Gaziantep
A. Beddall, A. Bingul

Istanbul Aydin
S. Kuday, I. Turk Cakir

TOBB
S. Sultansoy

United Kingdom
Birmingham
P.P. Allport, N. Andari, M.J. Baca, J. Bracinik, D.L. Briglin, J.H Broughton, D.G. Charlton,
A.C. Daniells, A.G. Foster, L. Gonella, F. Gonnella, C.M. Hawkes, S.J. Hillier, J.J. Kempster,
J. Kendrick, A. Mazurov, P.R. Newman, K. Nikolopoulos, R.E. Owen, E. Reynolds,
M. Slater, R.J. Staley, J.P. Thomas, P.D. Thompson, R.J. Turner, R.A. Vallance, P.M. Watkins,
A.T. Watson, M.F. Watson, J.A. Wilson, S.D. Worm

Cambridge
M. Arratia, N. Barlow, J.R. Batley, B.H. Brunt, J.D. Chapman, G. Cottin, E.H. Flaherty,
P.J. Garsed, J.C. Hill, C.G. Lester, C.Y. Lin, C. Malone, M.A. Parker, C.J. Potter, D. Robinson,
J.H.N. Rosten, R.S. Shaw, C.P. Ward, S. Williams, I. Yusuff

Edinburgh
T.M. Bristow, P.J. Clark, M. Faucci Giannelli, A. Hasib, M.P. Heath, X. Hoad,
C. Leonidopoulos, V.J. Martin, L. Mijović, A. Strubig, A. Søgaard, A.J. Taylor,
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