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Abstract

This paper presents a new approach for a safe autonomous navigation based on reliable state space reachability analysis. This latter
improves an already proposed flexible Navigation Strategy based on Sequential Waypoint Reaching (NSbSWR) framework [1],
while considering explicitly different uncertainties in modelling and/or perception. Indeed, NSbSWR is an emergent concept that
exploits its flexibility and genericity to avoid frequent complex trajectories’ planning/re-planning. The paper’s main contribution
is to introduce a reachability analysis scheme as a reliable risk assessment and management policy ensuring safe autonomous
navigation between the successive assigned waypoints. For this aim, interval analysis is employed to propagate uncertainties
influencing the vehicle’s dynamics into the navigation system states. By solving an ordinary differential equation with uncertain
variables and parameters via an interval Taylor series expansion method, all the vehicle potential reachable state-space is revealed.
According to the obtained bounds of the reachable sets, a decision about the navigation safety is made. Once a collision risk is
captured, the risk management layer acts to update the control parameters to master the critical situation and guarantee a proper
reaching of waypint, while avoiding any risky state. Several simulations results prove the safety, efficiency and robustness of the
overall navigation under uncertainties.

Keywords: Autonomous navigation, sequential waypoint-based navigation, risk assessment and management, reachability
analysis, interval Taylor models.

1. Introduction

During the last decades, great progresses have been wit-
nessed in the field of intelligent transportation systems. Efforts
have been spent to move towards more reliable and safe navi-
gation approaches. Mobile robots as well autonomous vehicles
navigation are generally based on accurate following of refer-
ences trajectories. In this context, a multitude of sophisticated
path planning and/or trajectory computation methods have been
practiced [2, 3, 4, 5]. Likewise, several control strategies have
been introduced in the literature to track the reference trajecto-10

ries [6, 7]. However, within the technological advents brought
by the community, new challenges have been recently raised
for Autonomous Ground Vehicles (AGV) [8, 9, 10]. The ongo-
ing attempts to improve AGV performances have led to com-
plex and computationally demanding trajectory planners. More
and more technical constraints must be then satisfied, which
complicates the navigation task, mainly in highly dynamic and
uncertain environment [11]. Modern AGVs are sensitive to lo-
calization and perception inaccuracy. Thus, following precisely
a trajectory, while mastering unexpected risks in uncertain and20

dynamic navigation environments, is not always evident.
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1.1. Navigation based on waypoints

Offering AGVs an important degree of freedom may be the
key solution to face uncertainties and safety challenges. Allow-
ing modern AGVs to act in several possible manners (choose
another path, perform different maneuvers, etc.) can provide
multiple backup solutions for critical situations. Accordingly,
flexibility is now needed as never as a new requirement for
AGVs. To address this issue, there is an increasing trend to
substitute the conventional trajectory planners by waypoint as-30

signment strategies [12, 13, 14, 15]. Following particular points
from a discretized path simplifies drastically the navigation mis-
sion. Instead of the arduous path following, few series of way-
points can be properly arranged to guide the vehicle. Contrarily
to former approaches, AGVs move freely between the assigned
waypoints until reaching a final desired destination.

Currently, the majority of the waypoint following-related
work is almost focusing on optimizing this approach perfor-
mances in terms of stability, traveling time and path smoothness
[16, 17]. Safety checking techniques dedicated to this sort of40

navigation have been roughly linked to obstacle avoidance [18].
Unquestionably, safety verification of the waypoint following
approaches requires to be conducted from larger prospects. The
appropriate reaching of waypoints under uncertainty is insuffi-
ciently investigated. Trajectory re-planning methods with the
use of intermediate targets were used in [19]. An error feedback
controller was employed to minimize waypoint tracking errors
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in [20]. Nevertheless, consistency of the adopted error model
was not proven. With a posterior knowledge of the navigation
environment, a view-matching vision-based approach was uti-50

lized to cross the selected waypoints in [21]. Differently in [22],
the number and the size of waypoints were reconfigured via a
genetic algorithm to reduce the path following errors. Accord-
ing to a Software verification concept, the authors in [23] devel-
oped a risk management that checks the temporal and logical
behavior of the navigation. Needless to say, Software checking
approaches may monitor a limited number of inputs, but cannot
deal with the high uncertainty of the navigation dynamics [24].

The lack of safety guarantees for the waypoint-based navi-
gation has profound impacts on its perspectives. Without these60

warranties, it remains restricted for environments without se-
vere risks. Thanks to its advantages in performing a long-term
horizon prediction, Reachability Analysis (RA)1has been re-
cently exploited to solve several problems for AGVs, e.g., path
parametrization, optimal control and risk identification [25, 26].

1.2. Reachability analysis related work
The considerable available literature on RA has turned this

research field into a very active one [27]. On the one hand, the
system reachable sets may be revealed via different stochastic
models. A particular Probability Distribution Function (PDF)70

can be selected to rule the transition probability of the system
states i.e., the probability quantifying chances of moving from
the system actual state to another one. For AGVs, the predicted
states via stochastic approaches describes generally vehicles’
future occupancy regions [28]. Then, the obtained states are
exploited to proceed several tasks from the navigation process,
such as localisation, risk assessment, trajectories re-planing,
etc. [28]. The polynomial chaos expansion and Markov pro-
cesses are among the most widespread stochastic techniques
used by the AGV community for the aforementioned purposes80

[29, 30]. However, the reliability of the stochastic RA is still
controversial. The definition of a PDF that fits the studied sys-
tem requires huge amounts of historical data. Moreover, the
stochastically derived reachable sets may mismatch reality due
to potential changes in the system noise properties [31]. Fur-
thermore, most of the stochastic RA approaches are sensitive
to non-linearities of the navigation dynamics [32]. Therefore,
huge efforts have been spent to increase these methods confi-
dence. The work reported in [33] employed human-like driving
models and empirical data to ameliorate the RA confidence-90

level to predict behaviors of other drivers and plan safe trajec-
tories for AGVs. Focus has been given also for Monte Carlo
multi-simulation to perform reachability for AGVs while as-
sessing the in-road risks [28]. Simultaneous simulation execu-
tions of several driving maneuvers with distinct configurations
are proceeded. According to the density of the results, occu-
pancy regions of AGVs with the highest prediction probability
are pointed out.

As a cut off with the inaccurate stochastic RA, a new wave
of set-membership methods have been emerged by relying on100

1RA refers to techniques that pre-estimate the future states of a dynamic
system according to its initial states and its potential inputs/parameters [27].

the geometrical extrapolation of the system states [34]. Data
describing the system variables, inputs and parameters are en-
closed into sets to consider the uncertainty e.g., ellipsoids, zono-
topes, polytopes, etc. [35]. These sets are propagated through
the system model to reveal its reachable space [36]. Using a
complex set-representation of data may invoke a considerable
computational cost. Although some enclosures are more com-
pact than others (such as zonotopes and ellipsoids), proceed-
ing the computation within these sets is complicated [37]. To
simplify the computation through these sets, the studied system110

linearization is necessary, which entails severe modeling errors.
In this regard, the authors in [24] used conservative abstraction
methods to deal with the linearization errors impacting the RA
performed for AGVs online safety verification.

Rather, extensive research works have been focused on the
interval analysis, since intervals are easily handled by formal
equations [38]. The reachable sets have been determined via
branch and brought interval-based algorithms [39]. The re-
sults are accurate, but the recursive nature of these algorithms
entails an unpredictable run-time. Another interval-based ap-120

proaches count on the Differential Inequalities (DIs) that extract
tight bounds of reachable sets for the monotonous systems [40].
Therefore, the DI application has been generalized by hybridiz-
ing systems into locally monotonous subsystems [41]. The in-
terval Taylor expansion is another interval-based RA approach
that may over-approximate a given system reachable states by
solving an uncertain Ordinary Differential Equation (ODE) de-
scribing the studied system [42]. The system reachable sets are
deduced easily by applying a set-integration within whole re-
gions of initial states, inputs and parameters.130

In the currently proposed paper, a RA scheme is developed
for safety verification of an already proposed flexible Naviga-
tion Strategy based on a Sequential Waypoint Reaching (NS-
bSWR) [1], [12]. All the AGV potential reachable state sets,
while moving towards each currently assigned waypoint, are
estimated via an interval-based Taylor series expansion. At the
best of the authors’ knowledge, this is the first proposed risk
assessment and management strategy for the NSbSWR with
guaranteed performances, since certain predictions are obtained
through bounded computation to consider the perception and140

modeling uncertainties. Not only collision risks can be captured
thanks to the proposed method, but also a feedback control so-
lution is applied once a threat is identified. A free-collision
reachable space for the AGV future states is obtained by acting
on the control parameters.

The rest of this paper is organized as follows: Section 2
describes summarily the NSbSWR architecture and its differ-
ent components. Section 3 details the proposed RA strategy
and validates its consistency through extensive batch simula-
tions. Section 4 presents also the proposed risk management150

policy based on the obtained RA results and proves its effi-
ciency through simulations. Section 5 concludes this paper and
discusses some future works.
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2. Overall control architecture for NSbSWR

The target assignment strategy of the tackled NSbSRW was
proposed initially in [1]. By allowing performing more ma-
neuvers between waypoints thanks to the NSbSWR flexibility,
it is no longer mandatory for AGVs to track precisely a given
trajectory. The NSbSWR is also of a great genercity since the
navigation turns to a trajectory tracking task when the distance160

between waypoints is kept short. The proposed work in this pa-
per suggests a novel risk assessment and management level (cf.
transparent yellow box in Figure 1) of the studied NSbSWR un-
der high uncertainties. Therefore, there is no intention to detail
here the selection of the waypoint configurations i.e., each way-
point’s position, orientation and velocity. A high level-planning
task is devoted to accomplish this objective [12]. Accordingly,
a general overview of the navigation based on waypoints (ac-
cording to [1, 12]) is given below to understand the NSbSWR
main components and to focus later on the principle contribu-170

tion of this paper. In this sense, the overall control architecture
dedicated to deal with such a navigation strategy is illustrated in
Figure 1. The main blocks of this architecture are listed below:

• The “Waypoint determination” block (dashed green box
in Figure 1) provides the set of appropriate waypoints
configuration [12].

• The “Obstacle avoidance” block is activated when an ob-
stacle obstructs the AGV’s movement toward its target.
The adopted obstacle avoidance method is based on limit-
cycle technique which is detailed in [43].180

• The “Control law” block guarantees an asymptotically
stable reaching of waypoints (cf. Subsection 2.1).

• The “Target assignment” block selects at every sampling
step the appropriate target to reach from the set of se-
quential waypoints (cf. Subsection 2.2).

• The “Reachability analysis” block is responsible of the
risk assessment for the NSbSWR. It predicts any poten-
tial navigation risks while taking into account several mod-
eling/perception uncertainties (cf. Subsection 2.3).

• The “Adaptive gain” block adapts the control law pa-190

rameters (gains) to guarantee an appropriate management
of risks already captured by the “Reachability analysis”
block (cf. Subsection 2.3).

The main components composing the NSbSWR architec-
ture are summarized in the sequel. The main propositions of
the paper corresponding to the yellow part given in Figure 1
will be detailed in Section 3 and 4 respectively.

2.1. Control law

The waypoints are static targets located in the navigation
space. Hence, any asymptotically stable controller can be used
for the NSbSWR. The control law adopted in this work showed
interesting performances in different autonomous navigation,
such as for safe ACC (Adaptive Cruise Control) in [44] and

Figure 1: NSbSWR control architecture. The part highlighted in yellow corre-
sponds to the Risk Assessment and Management blocks proposed in this paper.

navigation formation in [45]. Let (xV ,yV ,θV ) denote the ve-
hicle posture at a global frame (OG,XG,YG). Then, a typical
tricycle kinematic model is used to describe the vehicle motion:

ẋV = V cos(θV )
ẏV = V sin(θV )
θ̇V = V tan(γV )/lb

(1)

where V is the vehicle linear velocity and γV is its front
wheel orientation. V and γV are the two control inputs of the
AGV (cf. equations (5) and (6)). lb indicates the vehicle’s
wheelbase. As can be seen from Figure 2, Icc is the center of
curvature characterizing the vehicle’s trajectory. The curvature
and the radius of curvature, which are respectively noted cc and
rc, obey to:

rc = lb/ tan(γV ) and cc = 1/rc (2)

The adopted controller is supposed to lead the AGV towards
targets with non-holonomic constraints (cf. Figure 2). Only
the target pose (xT ,xT ,θT ) and its velocity VT are needed to
perform the navigation. In fact, the control law is synthesized
based on the following Lyapunov function VL (cf. Figure 2):

VL =
1
2
(
e2

x + e2
y
)
[Kd +Kl sin2(eV T )]+Ko[1− cos(eθ )] (3)

where (ex, ey, eθ ) are the navigation error states with regard to
a local frame (OL, XL, YL) (cf. Figure 2). d and θV T indicate
respectively the distance and the angle between the position of
the vehicle and the target. eV T = θT −θV T is an error variable
that identifies the vehicle position-related error while consider-
ing the target orientation θT . Note that the initial values of eV T
and eθ must satisfy the following initial conditions:

eV T ∈ ]−π/2,π/2[ and eθ ∈ ]−π/2,π/2[ (4)
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Figure 2: Vehicle/target configurations and control variables

The desired linear velocity V and the front wheel orienta-
tion γV of the vehicle which permits to asymptotically stabilize
the errors (ex,ey,eθ ,eV T ) towards zero (allowing therefore to
ensure V̇L < 0) are given by:

V =VT cos(eθ )+ vb (5)
γV = arctan(lbcc) (6)

Afterwards, equations (7) and (8) define vb and cc through
a set of fixed gains K = (Kd ,Kl ,Ko,Kx,KV T ,Kθ ):

vb =Kx [Kdex +Kld sin(eV T )sin(eθ )+Ko sin(eθ )cc] (7)

cc =
1

rcT cos(eθ )
+

d2Kl sin(eV T )cos(eV T )

rcT Ko sin(eθ )cos(eθ )
+Kθ tan(eθ )

+
Kdey −Kld sin(eV T )cos(eθ )

Ko cos(eθ )
+

KV T sin2(eV T )

sin(eθ )cos(eθ )
(8)

2.2. Sequential target assignment
The strategy to assign, at each sample time, the waypoint

to reach by the vehicle is given in Algorithm 1. At every sam-
ple time, the relative pose between the vehicle and the target is
checked. Then, a decision about whether to keep moving ahead
the current target or to shift towards the next waypoint is made.
Henceforward, the currently followed waypoint is called target.
Let us consider a set of waypoints (cf. Figure 3). Every pair
of successive waypoints Pi−1 and Pi are separated by a distance
denoted di. The orientation of Pi, denoted θPi , is given by [1]:

θpi = arctan
(

yPi+1 − yPi

xPi+1 − xPi

)
(9)

The error conditions, Ed and Eangle, are used to switch to the200

next waypoint when the vehicle’s position is inside a circle
given by the center (xPi ,yPi) and a radius Ed . Hence, the cur-
rent waypoint index is updated with the next waypoint and the
vehicle has to adapt its movement according to this new target.

Owing to control imperfections, it is not always possible to
lead accurately the vehicle towards the error circle. In such a
critical situation, a backup countermeasure must be tackled to
carry on the navigation and ensure its liveness. In that case,
the local target frame XPiYPi is used. The perpendicular line Li

Figure 3: Description of NSbSWR target assignment strategy [1]

(YPi axis) to the segment relating Pi and Pi+1 is imposed to guar-210

antee the navigation liveness (cf. Figure 3). Once the vehicle
oversteps Li and the vehicle coordinate xPi in XPiYPi implies that
xPi ≥ 0, the switch to the next waypoint should take place.

Algorithm 1: Target assignment strategy [1]
Require: Waypoints set, vehicle pose, current target Pi.
Ensure : Sequential switch between waypoints.

1 if (d ≤ Ed and eθ ≤ Eangle) or xPi ≥ 0 then
2 -Switch to the next waypoint Pi := Pi+1.
3 -Redefine Ed and Eangle of the new target.
4 -Designate a new local coordinate system XPiYPi .
5 -Update the vehicle configuration in the new XPiYPi .
6 end

2.3. Safety guarantees for target reaching
An analytical method to define the error maximum thresh-

olds Ed and Eangle, while considering the control law parame-
ters, was presented in [1]. It guarantees the control law ability to
guide the vehicle to its current target with error values less than
or equal to the derived Ed and Eangle, while satisfying the vehi-
cle kinematic constraints. The analytical estimation of Ed and220

Eangle given in [1] assumes that the vehicle initial orientation
θV0 to reach the current target is known with a particular range
of uncertainty. Nonetheless, the vehicle dynamics and localiza-
tion while moving towards the target are supposed as precise.
This assumption cannot hold true in case of highly uncertain
navigation environments. Due to modeling errors, measure-
ment imprecision and several other disturbances, the assump-
tion made in [1] to consider uncertainties can under-estimate
risks endangering the NSbSWR. To consider all uncertainties
impacting the navigation process while defining Ed and Eangle,230

this paper uses the RA to ensure an appropriate reaching of the
target. Compared to the analysis used in [1], a comprehensive
online estimation of several modeling/perception uncertainties
is included into the NSbSWR framework to ensure the appro-
priate reaching of waypoints and assess navigation risks.
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Aside from the comprehensive estimation of uncertainties
to ensure the NSbSWR safety, this work presents another en-
hancement compared to [1]. Not only the navigation uncertainty-
issued threats are captured at an early phase in run-time, but
also the control parameters are adapted to overcome these risks240

(cf. Section 4). Thanks to the adapted controls, the AGV can
reach its assigned waypoint while staying always inside the
safe/free areas. Together, the RA-based estimation of error
boundaries, the analytical relations given in [1] and the pro-
posed strategy to adapt the control parameters build a sound
risk management level for the NSbSWR framework.

3. Proposed safety verification/management for NSbSWR

In this paper, a novel safety verification and management
level for the NSbSWR is introduced. This latter is constructed
through two main steps i.e., the risk assessment and risk man-250

agement strategies (cf. Figure 1). To predict potential naviga-
tion in forbidden areas (behind the road limits or regions occu-
pied by obstacles), the RA is exploited to perform the risk as-
sessment. Compared to other RA methods (cf. Subsection 1.2),
the Interval Taylor-based RA (ITbRA) provides deterministic
results since it does not include any probabilistic prediction. In
addition, it uses interval wrappers and does not require any bi-
section of the system initial states, which offers a valuable sim-
plicity in terms of set-membership calculation and decreases the
computational costs [41, 46, 47]. Notably, the interval-based260

computation suffers from the pessimism issued from the non-
compact form of intervals and the absence of correlation as-
sumptions between the interval variables [38]. In this view, the
interval Taylor expansion series are known in the literature as
an efficient manner to improve the pessimism [38]. Thus, the
ITbRA is selected to perform the risk assessment task for the
NSbSWR. Afterwards, a methodological manner to adapt the
control parameters and master critical situations is proposed to
play as a risk management strategy for the NSbSWR.

3.1. RA-based risk assessment for NSbSWR270

In this Subsection, the ITbRA set integration method is de-
tailed. Once a waypoint is assigned, the ITbRA process is trig-
gered to calculate the system reachable sets to appropriately as-
sess the maximum uncertainty that may impact the error be-
tween the vehicle and the target poses at the arrival time, while
introducing the perception and modeling uncertainties. Hence,
the evaluated uncertainties in the final arrival states serve to
analysis risks about the ability to reach safely the subsequent
waypoints.

3.1.1. ITbRA general scheme280

The ITbRA constructs an interval-based model for the stud-
ied system while considering uncertainties propagated into its
states, initial conditions, controls and parameters. From this
scope, the AGV can be described through an uncertain ODE
with the following shape:{

ẋ(t) = f (x,s, p, t)

x(t0) ∈ [x0], s ∈ S, p ∈ P
(10)

Where f : Rn −→Rn is a non-linear vector-valued function,
which defines the system evolution. Accordingly, x is a finite-
dimensional state vector of n interval components [xi=1...n]. x(t0)
designates the initial domain, which is assigned to the state vec-
tor. S and P represent respectively the system control sets and
the uncertain domain enclosing the ODE parameters.

Let denote the reachable sets of system (10) during an in-
terval time [t0, t f ] by R(([t0, t f ]; [x0]). Notably, t0 is the trig-
gering instant of the RA process. t f is the satisfaction instant
of the waypoint switch conditions (cf. Subsection 2.2) by the
reachable sets (the estimated reachable sets are close enough
from the waypoint). Notably, t f cannot be known posteriorly,
but it depends on the vehicle velocity and the number of the
integration steps that must be proceeded until reaching the tar-
get. Thus, the system forward reachable sets R([t0, t f ]; [x0])
between [t0, t f ] can be formalized via the ODE solutions issued
from system (10) with particular initial condition [x0] as:

R([t0, t f ]; [x0]) ={
x(τ), t0 ⩽ τ ⩽ t f |

(ẋ(τ) = f (x,s, p,τ))∧ (x(t0) ∈ [x0])∧ (s ∈ S)∧ (p ∈ P)

}
(11)

Indeed, the form of ẋ(t) = f (x,s, p, t) is obtained through a
slight modification on the tricycle model given in equation (1):

ẋV (t) =V cos(θV )+w1

ẏV (t) =V sin(θV )+w2

θ̇V (t) =V
tan(γV )

lb
+w3

(12)

Where (w1,w2,w3)
T is the vector of interval-type noises

that may affect the process. Bounds of the interval components
wi=1..3 must enclose all possible states of noises e.g., model-
ing, perception and measurement errors. At this regard, a prior290

knowledge of these uncertainties is supposed acquired for in-
stance through sensors’ features and measurement conditions.

Then, the proposed ITbRA method explores all the possi-
ble controls that may be generated within particular uncertain
initial states. The min/max bounds of admissible V and γV are
over-approximated via the interval arithmetic. By dealing with
set-valued initial states, the interval arithmetic permits to reveal
all the admissible controls at every integration step from [t0, t f ].
The target configuration (xT ,yT ,θT ) as well as its velocity VT
are assumed as certain. Contrarily, the vehicle pose is hence-
forth described via interval variables [xV ], [yV ], [θV ]. Accord-
ingly, (ex,ey,eθ ,eV T ,d) can be expressed also through intervals
(cf. Subsection 2.1). Hence, intervals [V ] and [γV ] are given by:{

[V ] =VT cos([eθ ])+ [vb]

[γV ] = arctan(lb[cc])
(13)

Noticeably, [vb] and [cc] are calculated in a set-membership
manner by substituting (ex,ey,eθ ,eV T ,d) by their interval val-
ues ([ex], [ey], [eθ ], [eV T ], [d]) in equations (7) and (8). Addition-
ally, lb (cf. equation 1) is considered as known precisely.
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By providing the set-valued controls to the interval Taylor
models, R(([t0, t f ]; [x0]) can be obtained iteratively by finding
solutions of system (12) at instants ti ∈ [t0 . . . t f ]. Afterwards,
solution sets, generated at ti−1 starting from [xi−1], are the ODE
initial conditions at the next instant ti. The initial conditions
should be updated from iteration to another as follows:

[x1] = f ([x0],s, p, t0)
[x2] = f ([x1],s, p, t1)

...
[xi] = f ([xi−1],s, p, ti−1)

(14)

Evidently, [V ] and [γV ] must be recomputed according to
new initial conditions at each ti. The RA process meets its end
once bounds of the obtained solution at an instant ti satisfies
the waypoint switch rules (cf. Algorithm 1). Then, the relation
t f = ti is validated. Suppose that each set solution of equation
(12) at ti is denoted Xs(ti). Hence, R([t0, t f ]; [x0]) is defined as:

R([t0, t f ]; [x0]) =
⋃

ti=t0...t f

Xs(ti) (15)

Equation (15) provides a valuable information support about
all the future sets that may be occupied by the vehicle. At
each integration step, the solutions of [xVi ] and [yVi ] are repre-
sented geometrically in the space domain by an axis-aligned300

box. This latter must consider also the vehicle geometrical
shape (the vehicle length and width). Likewise, the vehicle ori-
entation should also be taken into account. Thus, two simple
rotations for the obtained box at ti are realized, where the point
Ci ([mid([xVi ]), mid([yVi ])]) is the rotation center and θVi and θVi

are respectively the performed rotation angels (cf. Figure 4).
All the vertices of solution boxes of the ODE during [t0, t f ]

and those resulting from the rotation are used to bound the ve-
hicle reachable space. A numerically obtained 2D convex hull
that encloses all these vertices is used as an envelope of the310

(a) Reachable sets at instant ti

(b) Reachable sets during [t0, t f ] (with initial orientation error eθ0 ≃ 0)

Figure 4: Geometrical representation of reachable sets in the space domain

Figure 5: Reachable space bounding through convex hull enclosure

reachable space. In this sense, Figure 5 presents an example
of boxes enclosing the ODE solutions as well as bounds of the
AGV reachable space while moving towards a given assigned
target. Finally, the overall RA proposed for NSbSWR is illus-
trated in the flowchart shown in Figure 6.

Figure 6: Flowchart of the proposed RA process for reaching a given waypoint
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3.1.2. Standard interval Taylor expansion series
As explained, the proposed RA is based on interval Taylor

expansion applied during a time grid t0 < .. . < ti < .. . < t f . In
general, Taylor set-integration is initiated by looking for a prior
enclosure of the set-solution at an instant ti. The prior guess320

of regions bounding the solutions are not tight enough [41].
Thus, these regions are further refined to obtain the smallest sets
bounding the ODE solutions. In fact, obtaining tight bounds of
the vehicle reachable space is essential for the safe reaching of
waypoints. Conservative values of Ed and Eangle will limit the
range of possible choices of the waypoints’ locations. To avoid
huge error boundary values, the distance between the sequen-
tial waypoints would be reduced. Such separation distances be-
tween the waypoints may be not sufficient enough to fulfill the
asymptotic convergence of the navigation errors to zero. Oth-330

erwise, important values of Ed and Eangle cannot guarantee that
the vehicle is always navigating inside the road limits.

Hence, the prior enclosure of the ODE solution, noted [x̂i],
must satisfy the inclusion test in equation (16):

Xs(t)⊂ [x̂i], ∀t ∈ [ti, ti+1] (16)

During the integration step ∆ti = ti+1 − ti, the arbitrary guess of
[x̂i] can be realized via the fixed point theorem and the Picard-
Lindelö operator [41]. According to these latter, equation (17)
approximates a first guess of the prior enclosure that satisfies
equation (16) while minimizing the width of [x̂i] [41]:

[x̂i] = [xi]+ [0,∆ti ] f ([xi], [s], p, [ti, ti+1]) (17)

Then, the prior enclosure is recursively tuned until satisfying:

[xi]+ [0,∆ti ] f ([x̂i], [s], p, [ti, ti+1])⊆ [x̂i] (18)

∆ti can be recursively diminished to satisfy equation (18).
Rather, [x̂i] is iteratively enlarged to proceed with an equally
spaced time grid and admit an integration step relative to the
AGV sampling time. Once the inclusion of equation (18) is ful-
filled, the recursive estimation of [x̂i] is stopped. The estimated
prior enclosure [x̂i] is still a conservative approximation of the
final solution [xi+1]. Thus, the over-approximation of [xi+1] is
refined with a Taylor expansion of order k, as shown in equation
(19). Notably, [x̂i] is employed to assess the interval remainder
r and interval Taylor coefficients f ( j):

Xs(ti) = [xi+1] = [xi]+
k−1

∑
j=1

∆ti f ( j)([xi], [s], p, ti])+ r

r = ∆ti f (k)([x̂i], [s], p, ti])

(19)

Where f ( j) are interval values obtained numerically or through
the successive partial derivatives of f :

f (0)([xi]) = [xi]

f (1)([xi]) = f ([xi])
...

f ( j)([xi]) =
1
j (

∂ f ( j−1)

∂x f )([xi])

(20)

To recapitulate the earlier discussed steps, the Taylor set-340

integration method is described in Algorithm 2.

Algorithm 2: Standard interval Taylor method

Inputs : ti, ∆ti , and [xi].
Output: [xi+1].

1 -Estimate the first guess of [x̂i] (cf. equation (17)).
2 while ([xi]+ [0,∆ti ] f ([x̂i], [s], p, [ti, ti+1])⊈ [x̂i]) do
3 -Enlarge the width of [x̂i].
4 end
5 -Calculate interval Taylor coefficients (cf. system (20)).
6 -Calculate the remainder term r (cf. eq. system 19).
7 -Calculate solution [xi+1]:
8 [xi+1] = [xi]+∑

k−1
j=1 ∆ti f ( j)([xi], [s], p, ti])+ r

3.1.3. Complexity analysis
The computational cost of a single integration step from the

interval Taylor method is O(k2) [41]. Hence, the overall com-
putational complexity of the interval Taylor expansions applied
between the interval time [t0, t f ] is O(αk2), where α =

t f −t0
∆ti

is the number of the proceeded integration steps (since a con-
stant time integration step ∆ti = ti+1 − ti is used). Besides, a
second order expansion (k = 2) may be sufficient, since the per-
formed RA methodology takes into account the modeling errors350

through the intervals noises (w1,w2,w3)
T (cf. eq. system (12)).

Furthermore, an apparent advantage of the flexibility of-
fered by the NSbSWR is removing the complexity problems.
As soon as a target is assigned via Algorithm 1, the navigation
can be carried out with initial values of Ed and Eangle. Intu-
itively, these provisional values are obtained based on the ana-
lytical analysis depicted in [1] (by only considering the maxi-
mum error of the initial conditions of the vehicle position and
orientation). Thus, there is more available time to carry on the
RA. Once the reachable space prediction is completed, the tem-360

porary fixed Ed and Eangle can be updated to take into account
the uncertainty propagation into the navigation system.

3.2. ITbRA simulation-based validation work

An extensive simulation work is undertaken to validate the
ITbRA under Matlab. The interval computation is proceeded
via the INTLAB package [48]. This interval-based computing
environment is selected due to its high portability with Matlab,
its provable performances, rigorous results and fast computa-
tion [48]. Otherwise, the vehicle reachable sets are represented
in the 2D space via a computational geometry toolbox.370

To prove the ITbRA consistency through quantitative testes,
batch simulations are tackled. To be consistent, the ITbRA find-
ings must always include all possible trajectories of the ODE
solutions. The reachable space of a given test configuration is
calculated. After that, the vehicle real trajectory is estimated
until reaching the chosen target while injecting Gaussian noises
into the vehicle state (cf. equation (12)). It allows to ver-
ify whether all the vehicle trajectories issued from executions
within Gaussian noises are included into the pre-estimated reach-
ability bounds or not. The magnitude of the injected random380

noises in each sample time cannot exceed the maximum errors
attributed to the interval uncertainties used while proceeding
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the ITbRA. To deal with the injected stochastic noises during
the simulations, an Extended Kalman Filter (EKF) is employed
for the AGV localization.

All the simulations presented in this subsection are real-
ized with Vmax = 3 m/s, γVmax = 20◦ and VT = 1 m/s. Among
numerous realized batch simulations, let us consider a given
test scenario where Gaussian uncertainties are injected in the
navigation dynamics according to the setups shown in Table390

1. To estimate the system reachable space within same min-
imum/maximum values of stochastic uncertainties, bounds of
the interval noises attributed to (xV ,yV ,θV ) at every sample
time are respectively ±5cm, ±5cm and ±0.5◦.

Table 1: Simulation setups for Gaussian uncertainty injection

Variable Minimum Maximum Mean Standard deviation
xv (cm) -5 5 0 2.5
yv (cm) -5 5 0 2.5
θv (◦) -0.5 0.5 0 0.25

Including 200 triggered execution, the batch simulation re-
sults in the 2-dimensional space are presented in Figure 7. Af-
terwards, the evolution of (xV ,yV ,θV ) obtained via batch sim-
ulations and their corresponding reachability-issued frames are
illustrated in Figures 8, 9 and 10.

Figure 7: Batch simulation results representation in 2D space

Figure 8: Evolution of xV compared to reachable space bounds

Figure 9: Evolution of yV compared to reachable space bounds

Figure 10: Evolution of θV compared to reachable space bounds

The depicted results prove that the ITbRA-issued bounds400

enclose perfectly the data obtained via the batch simulations
and a successful estimation of the reachable space was under-
taken. Thus, the ITbRA reliability in ensuring safety verifica-
tion for the NSbSWR framework is proved.

4. ITbRA-based risk management for NSbSWR

Typically, the use of the RA approaches in the literature is
restricted to perform the in-road risk assessment. At the best
of our knowledge, this is the first work that establishes a strong
link between RA and the control layer to master the predicted
risks. The ITbRA outputs are exploited in the sequel to main-410

tain a predefined Lower Distance (LD) to the road limit (or ob-
stacles for certain contexts) as shown in Figure 11.

Figure 11: ITbRA-based risk management principle
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4.1. Proposed risk management algorithm for NSbSWR
As stated earlier, the control stability is guaranteed for all

positive parameters (Kd ,Kl ,Ko,Kx,KV T ,Kθ ) [1]. In particular,
Kθ is the parameter influencing on the vehicle angular veloc-
ity. Notably, eθ is assumed to converge asymptotically towards
zero. Through this assumption, equations (6) and (8) imply:

• For eθ ∈ ]0,π/2[, the term kθ tan(eθ ) in equation (8)
is positive. Hence, rising kθ will deviate the reachable420

space orientation to the anticlockwise direction (since γV =
arctan(lbcc)−→ π/2). Contrarily, if kθ drops to zero then
the orientation of the vehicle reachable space will move
towards the clockwise direction.

• For eθ ∈ ]−π/2,0[ and based on the sign of kθ tan(eθ ),
increasing/decreasing the value of kθ will entail respec-
tively the re-orientation of the vehicle reachable space to
the clockwise/anticlockwise direction.

Accordingly, the orientation of the AGV reachable space
can be changed to always stay in the safe/free areas. The line430

linking the center of the initial condition box C0 and the center
C f of the reached box at t f is assumed to outline approximately
the direction of the reachable space (cf. Figure 12). As soon
as an intersection between reachable state space and forbidden
regions is predicted, a new value of Kθ is selected to guide the
AGV to safe zones. Generally, the navigation should be pro-
ceeded with the nominal value chosen for Kθ . At instant t f ,
intersections between the road limits and the AGV reachable
space should be verified. If no intersection is found, the nom-
inal value of Kθ is kept. In the other case, Kθ is updated un-440

til reaching the current assigned waypoint without crossing the
forbidden zone. The new Kθ value aims to rotate the reachable
space shape around the center C0 of the initial condition domain
with an angle θR to prevent any intersection between the reach-
able state space and forbidden regions. θR is determined via the
angle between the following lines (cf. Figure 13):

• The line crossing C0 and I1, which is the closest point
from the road boundary (in intersection with the system
reachable space) to the convex shape orientation line.

Figure 12: Orientation of the bounded reachable space

Figure 13: θR estimation method

• The line crossing C0 and the point I2. This latter is the450

most distant point belonging to the convex hull bound
(located behind the road margins) from the road segment
in intersection with the road borders.

In practice, the road boundaries may be considered as a
poly-line relating points from the borders. Hence, I1 and I2 can
be determined via several computational geometry algorithms.
The proposed risk management solution can be easily applied
to avoid obstacles in the AGV pathway (cf. Subsection 4.2).

In this work, consequences of adapting the nominal value
of Kθ on the reachable space orientation are determined by of-460

fline simulations. While using extensive offline tests with large
equally spaced values of Kθ , the different changes in the reach-
able space orientation are stored. According to these results, the
most suitable new Kθ is picked up to achieve the required θR.
The proposed risk management strategy for the safe reaching of
waypoints under uncertainty is summarized in Algorithm 3.

Algorithm 3: ITbRA-based risk management strategy
Require: Waypoints set, vehicle pose, current target Pi.
Ensure : Safety guarantees for the NSbSWR.

1 while NSbSWR process is running do
2 if new waypoint is assigned then
3 -Proceed ITbRA within nominal kθ .
4 -Check collision risks.
5 if no collisions are observed then
6 repeat
7 -Proceed navigation with nominal kθ .
8 until reaching the assigned waypoint
9 else

10 repeat
11 -Estimate θR.
12 -Adapt kθ based on the offline results.
13 until reaching the assigned waypoint
14 end
15 -Switch to new waypoint Pi := Pi+1.
16 end
17 end

9



Table 2: Waypoints configurations

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
xT (m) 9.6 13.5 19.2 23 27 30.8 32.7 34.6 36.5 40.4 42.3 44.2
yT (m) 11.3 5.6 5.6 5.6 11.3 16.9 20.6 22.5 22.5 18.8 13.1 5.6
θT (◦) -55.6 0 0 55.6 55.6 62.9 44.3 0 -44.3 -71.1 -75.6 -90

4.2. Simulation results
To prove the efficiency of Algorithm 3, a NSbSWR simu-

lation scenario to cross two sharp road bends is tackled under
Matlab. As shown in Figure 14, the risk of crossing the first470

road deviation is increased by the presence of another vehicle
(a static obstacle). The borders represented in grey in Figure
14 are the concrete road limits. The borders drawn in green are
the road boundaries after setting a safety distance LD=1 m. The
vehicle initial pose is: xV = 7.8 m, yV = 16.9 m and θV =−70◦.
A set of twelve waypoints are designated to guide the vehicle.
The waypoints’ locations are selected in many occasions close
to the road borders to invoke critical situations (cf. Table 2).
Otherwise, every waypoint’s configuration is joined with spe-
cific error values to define its own error circle.480

At first, the simulation is executed without applying Algo-
rithm 3. The nominal control parameters are maintained all
along the navigation run-time, where Kd = 0.1, Kl = 1.8, Ko =
60, Kx = 0.4, KV T = 0.01 and Kθ = 0.19. The navigation is pro-
ceeded with a maximum velocity Vmax = 10 m/s, a maximum
front wheel orientation γVmax = 20◦, and a sampling step equal
to 0.02 s. All the waypoints’ velocities are set to VT = 5 m/s.

Let denote by Pi|Pi+1 the period when the vehicle is travel-
ing from the waypoint Pi until reaching Pi+1. P0|P1 refers to the
travel time between the vehicle initial position and waypoint490

P1. The extent of interval-type uncertainties injected into the
NSbSWR framework to conduct the ITbRA during all periods
Pi|Pi+1 are detailed in Table 3. Remarkably, these extents are at-
tributed to the system initial conditions and noises (w1,w2,w3)
(cf. equation (12)). Besides, white noises are injected into the
navigation system variables to estimate its real trajectory.

Table 3: Interval-type uncertainty injection setups

Uncertainty bounds Periods
(±10cm,±10cm,±0.5◦) P3|P4, P5|P6, P6|P7, P7|P8, P8|P9
(±10cm,±10cm,±1◦) P2|P3
(±15cm,±15cm,±0.5◦) P4|P5, P11|P12
(±15cm,±15cm,±0.8◦) P0|P1, P9|P10
(±15cm,±15cm,±1◦) P1|P2, P10|P11

Figure 14a illustrates the overall results of this first simu-
lation scenario in the 2D space domain. The thick green seg-
ments in Figure 14a represent the shortest distance separating
bounds of the navigation system reachable space and the road500

boundaries from both sides. These segments approve the safety
of the navigation towards the next waypoint. In contrast, the
red thick segments underline the regions in intersection with
the road safety margins. Accordingly, four potential collisions

between the vehicle and the road borders are captured during
the simulation run-time. Actually, these collisions are detected
respectively during periods P2|P3, P6|P7, P7|P8 and P10|P11.

The controller stability is analyzed via the Lyapunov func-
tion VL (cf. equation 3). According to Figure 15, the generated
controls are able to ensure the asymptotic stability and the con-510

vergence to every waypoint.
Otherwise, Figure 16 exhibits the evolution of the naviga-

tion errors in terms of distance to the target and the differ-
ence in orientation between the target and vehicle. Accord-
ingly, the proposed control decreases steadily the mentioned er-
rors. Noticeably, the distance to target never reaches zero since
the switch between the waypoints is triggered once the vehicle
crosses the error circle of a given target.

Then, a second simulation scenario is realized to test the
introduced risk management in terms of safety assurance. As520

shown in Figure 14b, all the collision risks are handled through
Algorithm 3. The nominal value of Kθ was tuned in three oc-
casions (periods P2|P3, P6|P7 and P10|P11). The earlier captured
collision in period P7|P8 was systematically mastered since the
vehicle changed its trajectory during period P6|P7. Table 4 re-
veals the applied modification in Kθ based on the offline results.

Table 4: Risk management modifications in control parameters

Period P2|P3 P6|P7 P10|P11
θR (◦) 3.3 ◦ 8.3◦ 3.9◦

Direction clockwise anti-clockwise clockwise
Adapted Kθ 0.143 0.07 0.263

The results in Figure 17 confirms the navigation asymptotic
stability even within the modification in Kθ . The same shape
of the Lyapunov function is obtained compared to the results in
Figure 15. Remarkably, the fall in the Lyapunov function dur-530

ing period P6|P7 ([7.22s,8.14s]) is less important. Indeed, this
period witnessed the most important change in Kθ to enable the
required re-orientation angle θR. Despite of this change in the
Lyapunov function, the NSbSWR stability is still maintained.

Finally, Figure 18 shows the evolution of navigation er-
rors (distance and orientation w.r.t the target). Compared to
the first simulation scenario, the performed changes in kθ in-
voked a slight decrease in the convergence rate of eθ during
P2|P3 and P10|P11. The impacts of the applied modifications on
the orientation error eθ is more obvious during P6|P7. Other-540

wise, the error in terms of final distance to the target is more
important than the nominal case during P6|P7 and P10|P11. The
realized validation work demonstrated the proposed risk man-
agement efficiency. The adopted Lyapunov-based control law
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(a) NSbSWR simulation results within nominal control parameters (b) NSbSWR simulation results within ITbRA-based risk management

Figure 14: Simulations without/without adaptive gain control (available at: https://bit.ly/2TjP9Gp)

Figure 15: Lyapunov function of adopted control law

(a) Evolution of distance to current assigned target

(b) Evolution of angular orientation error

Figure 16: Distance/angular errors with nominal control parameters

maintains always the navigation stability regardless to the value
of kθ (which must be positive). Safety is guaranteed for the NS-
bSWR with a harmless loss of precision in the convergence of
the navigation system to its target even in worst uncertain case.

Figure 17: Lyapunov function after adapting the control parameters

(a) Evolution of distance to current assigned target

(b) Evolution of angular orientation error

Figure 18: Distance/angular errors with adapted control parameters

5. Conclusion

Due to its high flexibility, more attention is paid recently to550

the Navigation Strategy based on Sequential Waypoint Reach-
ing (NSbSWR) strategies to avoid several trajectory planning/re-
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planing complex tasks. In this paper, the interval analysis is
used to provide online safety guarantees for a particular NSb-
SWR strategy. The introduced risk management allows to con-
sider several uncertainties as modeling and perception errors.
An uncertain ODE, which describes the navigation according
to NSbSWR, is resolved via the interval Taylor method. All
potential reachable sets of the navigation future states are re-
vealed. More over, an important link between the control layer560

and the study of reachability space is established to satisfy the
safety requirements. It provides efficient feedback solutions for
the NSbSWR once a collision is predicted. Safety is ensured
by adapting the control parameters to influence the location of
the most probable reachable space and guarantee thus non col-
lision of the vehicle with the forbidden area. The ability of the
proposed RA to enclose all possible future states of the nav-
igation under uncertainty is demonstrated via extensive batch
simulations. Even more, a convenient simulation scenario was
established to test the suggested re-configuration of the adopted570

controller based on reachability. The simulation results showed
that the collision risks have been mastered under uncertainty.

The reachability results should be exploited to define opti-
mal and safe configurations of waypoints in the future. More
efficient adaptive control parameters technique should be stud-
ied to guarantee a better and faster re-shaping of the vehicle
reachable space. Finally, the required technical steps to suc-
ceed the implementation of the proposed reachability solution
into a real vehicle will be addressed in another future work.
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