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Abstract. Structural Health Monitoring (SHM) based on Lamb wave propagation is a prom-
ising technology to optimize maintenance costs, enlarge service life and improve safety of 
aircrafts. A large quantity of data is collected during all the life cycle of the structure under 
monitoring and must be analysed in real time. We propose here to use 1D-CNN to estimate the 
severity and the localisation of a damage with the signals measured on a composite structure 
monitored with piezoelectric transducers (PZT). Two architectures have been tested: one takes 
for input the difference of the time signals of two different states and the second takes for in-
puts temporal damage indexes. Those simple networks with a few layers predict with high 
precision the position and the severity of a damage in a composite plate. The evaluations on 
different cases show the robustness to simulated manufacturing uncertainties and noise. An 
evaluation on experimental measurement shows promising results to localise a damage on a 
real plate with a CNN trained with numerical data. 

Keywords: SHM, Lamb Wave, Deep Learning, CNN, Damage localization, 
Damage quantification. 

1 Introduction 

Structural Health Monitoring (SHM) is a promising technology to optimize 
maintenance costs, enlarge service life and improve safety of aircrafts. In SHM sys-
tems dedicated to the monitoring of aeronautic composite parts and based on Lamb 
Wave (LW) propagation, damage detection, localization, and size estimation rely on 
the post-processing of LW signals measured by a network of PZT acting alternatively 
as actuator or sensor [1]. Ensuring the full reliability of these tasks among a full air-
craft fleet is extremely challenging due to their complex dynamical behaviors and to 
inherent manufacturing uncertainties, as well as different environmental and opera-
tional contexts.  

The paradigm of SHM lay on the collection of large amounts of data during all the 
life cycle of a structure under monitoring. The use of methods able to analyse the 

1



2 

huge quantity of data collected during a SHM interrogation thus become necessary. 
Deep Learning strategies and especially Convolutional Neural Network (CNN) have 
shown their capability to extract features from related data, especially for image 
recognition or time-series classification, with good generalization performance [2]. 
Different architectures of network have been proposed other the last years, improving 
considerably the performance of the networks. One of them, the network VGG16 
proposed by Simonyan [3] shows excellent results for image classification with a 
relatively simple design. These capabilities can be useful in SHM to characterize 
damage state with manufacturing uncertainties or varying environmental conditions. 
We focus here on the localisation and the quantification of a damage. 

In the field of SHM, Deep Learning has become more and more popular over the 
last few years and some application in LW SHM got interesting results. Ewald [4] 
was one of the firsts to use a CNN in SHM for the classification of damages scenario 
on an aluminium plate. Rautela [5] compares the performance of a 1D-CNN, 2D-
CNN and a Long Short Term Memory (LSTM) network for the detection and locali-
zation of damages. The author shows that the 1D-CNN has the best results and out-
performs the classical machine learning approaches. Tabian [6] uses 2 CNN to esti-
mate the position and the energy level of an impact on an experimental aeronautic 
structure. Zhang [7] uses a Multi-Tasks CNN with 3 tasks (estimation of position x, 
position y and damage level) to localize and quantify a damage on an aluminium 
plate. Zhang [8] introduces Time Varying Damage Index with a 1D-CNN to localize a 
damage in an experimental aluminium plate. 

One of the limits of those approaches is the use of costly experimental data to train 
the CNN. Numerical data are much easier to get but generally doesn’t fit sufficiently 
with experimental data. This work is a preliminary approach to estimate the possibil-
ity of training a CNN with numerical data and use it with experimental data. We pro-
pose here to estimate the severity and the position of a damage on a composite plate 
with 1-dimensional CNN trained with numerically generated data. Two architectures 
with different inputs are tested. The first one takes for input temporal signal, while the 
second one takes for input a temporal damage index (TDI). Both architectures are like 
the VGG16 network but adapted for time-series regression. Then we test the trained 
network on data with simulated manufacturing uncertainties and noisy measurements 
to evaluate the generalization possibilities. Finally, the trained networks are used to 
evaluate the position of a delamination on an experimental real plate. 

Table 1. Mechanical properties of the composite plate 

Name 
Value 64.5 65.5 0.054 0.054 1570 4.8 4.8 
Unit MPa MPa - - MPa MPa 
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2 Database Computation 

We propose here to estimate the severity and the position of a damage on a structure 
with a 1-dimensional CNN. We obtained the data with Finite Elements (FE) simula-
tions with the software SDTools [9]. The structure studied here is a composite plate 
(600x600mm²) with a network of 5 PZTs. The mechanical properties of the plate and 
the model characteristics can be seen Table 1. Those properties have been adjusted to 
fit as best as possible to experimental measurements. The damage is modelled by a 
circular reduction of Young and shear moduli. The damage size is fixed at 10mm. 
Only the position and the severity (the moduli reduction in the 10mm of diameter 
damage) of the damage vary. To limit the simulation cost, the damages are localized 
in a polygon delimited by the PZTs. The excitation signal is a burst of 5 cycles with a 
central frequency of 100 kHz and 10V amplitude. A first database on a structure S1 is 
generated with 369 damage configurations computed for each actuator, leading to 
1845 simulations. 75% of damage configurations are used for training, and 25% kept 
for testing. A second database with 80 damage configurations on the structure S2 is 
generated with small random variations (around 2mm) on the PZT positions to simu-
late manufacturing uncertainties. The CNN is trained with the data of the first data-
base and tested with the second database to estimate the robustness of the network. A 
third database is computed by adding a gaussian noise to the previously mentioned 
database. We choose a noise level equal as experimental noise level with a 70dB 
SNR. To simulate multiple measurements, each original sample is duplicated 5 times 
and then the noise is added. Last but not least, a fourth experimental database com-
posed of measurements on a real plate damaged using symmetrical laser shock [10] is 
used to verify if the CNN trained with numerical data can localise the delamination on 
the real plate. The delamination is a 4mm circle in the middle ply of the composite. 

Figure 1.  PZT positions and samples for training and validation sets for database 2
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Figure 2. Healthy signal for structure S1 and S2 with actuator 3 and sensor 4 

3 Networks architectures 

To create a new architecture adapted to the desired task, different kinds of layer 
must be combined. We use here the toolbox Keras [11] to implement our CNN. A 
classical CNN contain two main consecutive blocs: a first bloc extracts features from 
the data and a second bloc uses them to solve the classification or regression problem. 
The first bloc is commonly composed of successive superpositions of two kinds of 
layer: convolution layers and pooling layer. The convolution layer compute features 
from the input of the layer by applying a convolution filter. The number of filter and 
their size are the main parameters for that layer. The filter itself is computed during 
the optimization process. At the end of the convolution layer, an activation function 
such as ReLu or SoftMax is applied to the features adding non-linearity to the net-
work. After the convolution, the pooling layer reduces the size of the features by ap-
plying a function such as mean or max on a patch of features. The second bloc of the 
network is a multi-layer perceptron with a few fully connected layers. This bloc takes 
for input the features extracted from the original data by the first bloc and solve the 
classification or regression task.  

The optimization of such network is a huge challenge because of the high number 
of parameters. As example, the VGG-16 network has 138 million parameters to opti-
mize. Different optimization procedure exists such as Stochastic Gradient Decent 
(SGD) or Adam [12]. They rely on the backpropagation of gradient introduced by 
Lecun [2]. A lot of possible architectures could solve our problem, we will present 
here two different architectures with two different inputs. 

TIME CNN. The first CNN (table 2) takes for input the difference time signals for 
each actuator-sensor path concatenated in one vector. This network has a total of 7 
layers (5 for the features extraction bloc and 2 for regression bloc). The first convolu-
tion layer uses a large filter of size 50 and then a max pooling with the same size re-
duces the data. We choose here a large filter size because the sampling rate is high (2 
MHz) leading to redundant information in the input signal. Then, as suggested the 
VGG-16 network, we use a small filters size for the next convolutions. The 2nd and 3rd 
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convolutions apply 16 filters of size 3. The regression bloc is composed of one layer 
of 128 fully connected neurons and 3 neurons for the outputs. 

TDI CNN. To reduce the dimension of the input space and facilitate the training of 
the CNN, features can be extracted from the LW signals. A classical approach in 
SHM consist of computing Damage Indexes (DI), giving synthetic information about 
the damage state. However, most of the DIs do not contain temporal information, 
impeding localization. We propose here to compute DIs on a rectangle window of 
size 200 samples translating of half a period along the LW signals to keep information 
about the damage position. The features vectors obtained for all the pair of actuator-
sensor are concatenated and used for training. We choose here the absolute standard 
deviation as DI. As the TVDI contains condensed information of the signal, we use 
only two convolution layers with 8 filter and 16 filters of size 3 (table 3). After each 
convolution, a max pooling layer of size 3 reduces the features size. The regression 
bloc contains one layer of 64 fully connected neurons and 3 neurons for the outputs. 
For the optimization of those two networks, we use the Adam algorithm. The loss 
function is the mean square error. The optimization is computing during 200 epochs 
with a batch size of 30.  

Table 2. Architecture of the Time CNN 

Layer type Activation 
function 

Parameter 
Name 

Parameter 
value 

Output 
size 

Input - - - 12550 

Convolution ReLu Kernel 50x8 12501x8 

Max Pool-
ing 

- Pooling size 50 250x8 

Convolution ReLu Kernel 3x16 248x16 

Max Pool-
ing 

Pooling size 3 82x16 

Convolution Relu Kernel 3x16 80x32 

Max Pool-
ing 

- Pooling size 3 26x32 

Flatten - - - 832 

Dense Relu Weight 64 128 

Output - Weight 3 3 
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Table 3. Architecture of TDI-CNN 

4 Networks evaluation 

At first, the two networks are trained with the database 1. 75% of that database is 
used for training and 25% used for testing. The testing data has not been seen during 
the training process. As we can see on figure 3, the two networks got good results for 
the localization and severity estimation of the damage. The Time-CNN got slightly 
better results than the TDI-CNN for the localization. It is the opposite concerning the 
severity estimation. Those results could be explained by the averaging properties of 
the TDI computation. Then, we use 100% of the database 1 to train the networks and 
we test them with the database 2. The small variations of the PZTs positions generate 
signals with important differences (figure 2) because the group velocity of LW is high 
in our material. In that case either, the two networks show similar performances. 
Then, the noisy dataset is used to train the network. The mean of the error is not sig-
nificantly influenced by the noise but the variance of the error increase considerably 
(figure 3). Surprisingly, the severity estimated by the networks presents better mean 
error with noisy data, but the variance is very high, meaning that the confidence of 
this predictions is low. Finally, we use the previously trained CNNs to predict the 
position on a real damaged plate. The result of the figure 3 suggests that our network 
can find the zone of the damage, the localisation error is around 25mm for the two 
architectures. More tests must be conducted on different damage positions and size to 
validate our approach. 

5 CONCLUSION 

We have investigated here the possibility to use CNN for solving two major steps 
of the SHM process: estimate the size and the position of a damage. Two architectures 
have been tested: one takes for input the difference of the time signals for two differ-
ent states and the second takes for inputs temporal damage indexes. Those simple 
CNN with a few layers can predict with high precision the position and the severity of 

Layer type Activation 
Function 

Parameters 
names 

Parame-
ters value 

Output 
size 

Input 251 
Convolution ReLu Kernel 8x3 249x16 
Max Pooling Pooling size 2 124x16 
Convolution Relu Kernel 16x3 122x32 
Max Pooling Pooling size 2 61x32 
Flatten 1952 
Dense Relu Weight 128 128 
Output Weight 3 3 
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a damage in a composite plate. This network seems even robust to some manufactur-
ing uncertainties and noise measurement. It is therefore conceivable to test those 
trained networks on real experimental data. The differences between the model and 
the experimental plate are strong enough to reduce the precision of the networks as 
shown the results on experimental data. To face that issue, the use of transfer learning 
methods could be interesting.  

Figure 3. Evaluation of the two networks on the 4 cases 
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