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Abstract

Latitude on the choice of initialisation is a shared feature between one-step extended state-space and multi-step meth-
ods. The paper focuses on lattice Boltzmann schemes, which can be interpreted as examples of both previous categories of
numerical schemes. We propose a modified equation analysis of the initialisation schemes for lattice Boltzmann methods,
determined by the choice of initial data. These modified equations provide guidelines to devise and analyze the initiali-
sation in terms of order of consistency with respect to the target Cauchy problem and time smoothness of the numerical
solution. In detail, the larger the number of matched terms between modified equations for initialisation and bulk methods,
the smoother the obtained numerical solution. This is particularly manifest for numerical dissipation. Starting from the
constraints to achieve time smoothness, which can quickly become prohibitive for they have to take the parasitic modes
into consideration, we explain how the distinct lack of observability for certain lattice Boltzmann schemes—seen as dynam-
ical systems on a commutative ring—can yield rather simple conditions and be easily studied as far as their initialisation
is concerned. This comes from the reduced number of initialisation schemes at the fully discrete level. These theoretical
results are successfully assessed on several lattice Boltzmann methods.
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1 Introduction
Numerical analysis features two notable frameworks where the knowledge of the initial state for numerical schemes is in-
complete: one-step extended state-space methods (e.g. relaxation schemes, kinetic schemes, gas-kinetic schemes, etc.) and
multi-step methods. On the one hand, lattice Boltzmann schemes have historically been considered in the realm of the one-
step extended state-space methods [Kuznik et al., 2013]. From this standpoint, they have previously been compared [Graille,
2014, Simonis et al., 2020] to approximations of systems of conservation laws taking the form of relaxation systems à la
Jin-Xin [Jin and Xin, 1995] and interpreted as peculiar discretisations of these systems when collision and transport terms
are split and the relaxation time tends to zero proportionally to the time step. Both in the relaxation systems and the lattice
Boltzmann schemes, conserved and non-conserved quantities are present at the same time but only conserved ones appear
in the original system of conservation laws at hand. Although the initialisation of the non-conserved quantities remains
free in principle, it has important repercussions on the behaviour of the solution—such as the formation of time boundary
layers—both for the relaxation systems and the lattice Boltzmann schemes. On the other hand, in recent works [Suga,
2010, Dellacherie, 2014, Fučík and Straka, 2021, Bellotti et al., 2022, Bellotti, 2023], lattice Boltzmann schemes have been
thought and recast—as far as the evolution of the conserved quantities of interest is concerned—as multi-step Finite Differ-
ence schemes. Unsurprisingly, multi-step schemes both for Ordinary [Ascher and Petzold, 1998, Hairer et al., 2008, Hunds-
dorfer and Ruuth, 2006, Hundsdorfer et al., 2003] and Partial Differential Equations [Gustafsson et al., 1995, Strikwerda,
2004] need to be properly initialised by some starting procedure with desired features, for example, consistency. When
lattice Boltzmann schemes are seen in their original formulation, where conserved and non-conserved moments mingle,
the initialisation of the non-conserved moments can be freely devised. Once the lattice Boltzmann schemes are recast
as corresponding multi-step Finite Difference schemes [Bellotti et al., 2022] solely on the conserved moments, the choice
of initialisation for the conserved and non-conserved moments determines what the initialisation schemes feeding the
corresponding bulk Finite Difference scheme at the beginning of the simulation are.

The previous discussion highlights that for numerical methods such as lattice Boltzmann schemes, the information gap
between initial conditions for the target system of conservation laws and the numerical method must be filled and thus the
issue of providing decision tools to throng this hollow clearly manifests. Furthermore, one must be careful when comparing
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numerical schemes to the continuous problem they aim at approximating, because: “Finite difference approximations have
a more complicated “physics” than the equations they are designed to simulate. The irony is no paradox, however, for
finite differences are used not because the numbers they generate have simple properties, but because those numbers are
simple to compute”, see [Trefethen, 1996, Chapter 5]. Since the seminal paper of Warming and Hyett [Warming and Hyett,
1974], the method of the modified equation [Gustafsson et al., 1995, Strikwerda, 2004, Carpentier et al., 1997] has proved to
be a valuable tool to describe such “complicated physics”. Moreover, since lattice Boltzmann schemes (respectively, their
corresponding Finite Difference schemes) feature non-physical moments (respectively, parasitic modes/eigenvalues), these
terms play a role in the consistency of the initialisation routines—contrarily to what happens in the bulk—creating a rich
yet complex dynamics.

In the framework of lattice Boltzmann schemes, previous efforts [Van Leemput et al., 2009] (under acoustic scaling),
[Caiazzo, 2005, Junk and Yang, 2015, Huang et al., 2015] (under diffusive scaling) have provided the first guidelines to
establish the initial conditions, relying on asymptotic expansions both on the conserved and non-conserved variables. One
aim of these studies has been to suppress initial oscillating boundary layers being part of the “more complicated physics”
of the discrete numerical method evoked in [Trefethen, 1996], which are however absent in the solution of the target
conservation law. Even if the techniques introduced in these works guarantee the elimination of the initial oscillating
boundary phenomena, no precise quantitative analysis of their inner structure has been presented. Moreover, since the
non-conserved moments do not have an analogue in the continuous problem, these procedures are—despite the fact of
providing good indications—intrinsically formal. Finally, these works have only addressed the initialisation of specific
lattice Boltzmann schemes, namely the D1Q2 for [Van Leemput et al., 2009], the D1Q2 and D1Q3 for [Junk and Yang, 2015]
and the D2Q9 for [Caiazzo, 2005, Huang et al., 2015].

Inspired by the open questions left by previous works in the literature, the present contribution aims at being the first
general study on the initialisation of lattice Boltzmann schemes. The pivotal tool that we introduce is a modified equation
analysis for the initial conditions/starting schemes and provides explicit constraints for general lattice Boltzmann schemes
guaranteeing a sufficient order of consistency of the initialisation schemes to avoid order reduction of the overall method.
The modified equations are obtained by considering that the choice of initial data shapes the starting schemes on the
conserved variables of interest. Since the non-conserved moments are eliminated, the analyses we perform rely on less
formal assumptions than the ones available in the literature. Pushing this tool one order further in the discretisation
parameter, we meticulously describe the internal structure of the initial oscillating boundary layers, caused by incompatible
numerical features—in particular, dissipation—between initialisation and bulk schemes. Previousworks [Van Leemput et al.,
2009] have just certified the existence of these oscillations in numerical simulations. Let us insist once again on the fact
that the dissipation of the physical (or consistency) mode for the initialisation schemes is driven both by the physical and
parasitic eigenvalues of the bulk Finite Difference scheme. Another novelty in our work is the characterisation—by seeing
lattice Boltzmann methods as dynamical systems on a commutative ring and exploiting the concept of observability—of
a vast well-known class of lattice Boltzmann schemes with a reduced number of initialisation schemes, irrespective of
the number of non-conserved moments. The initial motivation to introduce the concept of observability is—for this class
of schemes—to successfully determine the constraints needed to eliminate initial oscillating boundary layers due to the
dissipation mismatch.

We consider lattice Boltzmann schemes with one conserved moment, for the sake of keeping the discussion and the
notations simple and essential. The extension to several conserved moments can be envisioned in the spirit of our previous
works [Bellotti et al., 2022, Bellotti, 2023]. We particularly concentrate on thewidely adopted acoustic scaling [Dubois, 2021]
between time and space steps. The diffusive scaling [Zhao and Yong, 2017, Zhang et al., 2019] is succinctly discussed with
the very same techniques at the end of the work. Moreover, we consider linear schemes [Van Leemput et al., 2009], hence
the equilibria for the non-conserved moments are linear functions of the conserved one. The lattice Boltzmann schemes
we focus on aim at approximating the solution of the following d = 1,2,3 dimensional linear Cauchy problem{

∂t u(t , x)+V ·∇x u(t , x) = 0, (t , x) ∈R+×Rd , (1)
u(0, x) = u◦(x), x ∈Rd , (2)

with velocity V ∈ Rd and initial datum u◦ which is a smooth function defined everywhere in Rd . In this work, we only
consider, contrarily to [Van Leemput et al., 2009], explicit initialisations, to keep the presentation simple. However, the
analysis of implicit initialisations can be done with the same techniques.

The paper is structured as follows. At the beginning, Section 2 introduces the general lattice Boltzmann schemes
treated in our study and Section 3 briefly recalls the main points about the reformulation of lattice Boltzmann schemes as
Finite Difference schemes, away from the initial time. This reformulation has allowed [Bellotti, 2023] to rigorously study
the consistency of lattice Boltzmann schemes apart from their initialisation and now characterises the number of needed
initialisation schemes. In Section 4, we introduce the modified equation analysis of these starting schemes and find the
constraints under which they are consistent with the same equation as the bulk Finite Difference scheme. The examples
and numerical simulations of Section 5 are introduced to corroborate the theoretical findings of Section 4 and—pushing the
computation of the modified equations of the starting schemes one order further—we describe the internal structure of the
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initial oscillating boundary layers in the case of simple 1d schemes. One particular scheme also stimulates the discussion
of the following Section 6, where we re-evaluate the number of initialisation schemes at the discrete level more closely,
thanks to the introduction of the notion of observability for the lattice Boltzmann schemes. This allows to clearly identify
and study a category of schemes for which the study of the initial conditions is greatly simplified and thus the constraints
to avoid initial oscillating boundary layers can be easily established. We eventually conclude in Section 7.

2 Lattice Boltzmann schemes
To introduce the multiple-relaxation-times lattice Boltzmann schemes under the D’Humières formalism [D’Humières,
1992], which can be used to handle the previous Cauchy problem (1), (2) and the present paper is concerned by, one considers
the following building blocks.

• Time and space steps ∆t and ∆x, which are linked through a scaling. In the paper, since the target problem (1) is
hyperbolic, the acoustic scaling ∆t =∆x/λ for a given fixed lattice velocity λ> 0 is taken, unless otherwise indicated.

• Discrete velocities c1, . . . ,cq ∈Zd , with q ∈N∗.

• An invertible moment matrix M ∈GLq (R).

• A relaxation matrix S = diag(s1, s2, . . . , sq ), where si ∈]0,2] for i ∈ J2, qK and s1 ∈R.
• The equilibrium coefficients ϵ ∈Rq such that ϵ1 = 1, meaning that the first moment is conserved.

Algorithm 1 Lattice Boltzmann scheme.
• Given m(0, x) ∈Rq for every x ∈∆xZd .

• For n ∈N
– Collision. Using the collision matrix K := I −S(I −ϵ⊗e1), it reads

m⋆(n∆t , x) = Km(n∆t , x), x ∈∆xZd . (3)

The post-collision distribution densities are recovered by f⋆(n∆t , x) = M−1m⋆(n∆t , x) on every point x ∈∆xZd

of the lattice.
– Transport, which reads

f j ((n +1)∆t , x) = f⋆j (n∆t , x −∆xc j ), x ∈∆xZd , j ∈ J1, qK. (4)

The moments at the new time step are obtained bym((n+1)∆t , x) = Mf((n+1)∆t , x) on every point x ∈∆xZd .

The lattice Boltzmann scheme then reads as in Algorithm 1. The way of devising this algorithm—i.e. choosing the
discrete velocities c1, . . . ,cq , the moment matrix M , the collision parameters S and the equilibrium coefficients ϵ—in order
to obtain consistency with (1) has been formally studied with different strategies in a myriad of papers [Lallemand and Luo,
2000, Junk et al., 2005, Dubois, 2008, Yong et al., 2016, Dubois, 2021, Chai and Shi, 2020] to cite a few, and rigorously in
our recent contribution [Bellotti, 2023], relying on an exact algebraic elimination of the non-conserved moments which are
not present in (1). The present work particularly focuses on the choice of m(0, ·). For future use, we introduce the number
Q of non-conserved moments which do not relax to their equilibrium value during the collision phase (3):

Q := #
{

si ̸= 1 : i ∈ J2, qK
} ∈ J0, qJ. (5)

Roughly speaking, the larger Q , the stronger the “entanglement” between moments in the scheme. Remark that, since the
corresponding column in K is zero, there is even no need to specify the initial valuemi (0, ·) when si = 1, for i ∈ J2, qK. This
comes from the fact that the post-collisional values of these moments are entirely determined by their values at equilibrium.

3 Corresponding Finite Difference schemes and initialisation schemes
Recasting the lattice Boltzmann scheme as a multi-step Finite Difference scheme [Bellotti et al., 2022] has allowed to rig-
orously define the notions of stability and consistency [Bellotti, 2023], without a precise consideration on the role of the
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initial conditions, which is indeed the aim of the present paper. In Section 3, we briefly recall the essential concepts on the
way of rewriting lattice Boltzmann schemes as Finite Difference ones, showing that the choice of initial data determines
what the initialisation schemes, used to start up the multi-step Finite Difference scheme, are.

3.1 Finite Difference scheme in the bulk
The transport phase (4) can be rewritten on the moments m by introducing the non-diagonal matrix of operators T :=
Mdiag(xc1 , . . . ,xcq )M−1, using the multi-index notation, where x = (x1, . . . ,xd ) and thus xc = xc1

1 · · ·xcd
d for any c ∈ Zd . In

this expression, we have considered the upwind space shift operators xℓ for ℓ ∈ J1,dK such that

(xℓφ)(x) =φ(x −∆xeℓ), x ∈Rd ,

with eℓ the ℓ-th vector of the canonical basis. Considering also the forward time shift operator z such that

(zφ)(t ) =φ(t +∆t ), t ∈R,

the whole lattice Boltzmann scheme on the moments reads

(zm)(t , x) = (Em)(t , x), (t , x) ∈∆tN×∆xZd , (6)

where the evolution matrix of the scheme E :=TK ∈Mq (R[x1,x−1
1 , . . . ,xd ,x−1

d ]) has entries in the ring of Laurent polyno-
mials in the indeterminates x1, . . . ,xd . In what follows, we shall remove the parenthesis to indicate the action of operators
on functions, for the sake of notation. For any space operator d = d(x) ∈ R[x1,x−1

1 , . . . ,xd ,x−1
d ], we define its conjugate

operator by d = d(x) := d(x−1), which allows to introduce symmetric and anti-symmetric parts as S(d) := (d+d)/2 and
A(d) := (d−d)/2. In [Bellotti et al., 2022], we have shown that—by means of the Cayley-Hamilton theorem on the com-
mutative ring R[x1,x−1

1 , . . . ,xd ,x−1
d ]—the discrete dynamics of the conserved moment m1 computed by Algorithm 1 or by

(6)—away from the initial time—is the one of the corresponding Finite Difference scheme under the form

zQ+1−qdet(zI −E)m1(t , x) =
q∑

n=0
cnz

n+Q+1−qm1(t , x) = 0, (t , x) ∈∆tN×∆xZd , (7)

where (cn)n=q
n=0 ⊂ R[x1,x−1

1 , . . . ,xd ,x−1
d ] are the coefficients of the characteristic polynomial det(zI −E) = ∑n=q

n=0 cnz
n of E,

which is indeed the amplification polynomial of the scheme. One can easily see that cn = 0 for n ∈ J0, q −Q −2K, whence
the important role played byQ . Furthermore, since the characteristic polynomial is monic, i.e. cq = 1, the scheme is explicit,
thus can be recast into

zm1(t , x) =−
q−1∑

n=q−Q−1
cnz

n+1−qm1(t , x), (t , x) ∈∆tJQ,+∞J×∆xZd .

We call this scheme corresponding bulk Finite Difference scheme acting on the bulk time steps JQ,+∞J, which is a multi-
step scheme with Q +2 stages (or indeed Q +1 steps). We remark the need for initialisation data through Q initialisation
schemes, that we shall analyze in what follows.

3.2 Initialisation schemes
The initialisation schemes—the outcome ofwhich eventually “nourishes” the bulk Finite Difference scheme—are determined
by the choice of initial datum m(0, ·). They are:

m1(n∆t , x) = (Enm)1(0, x), n ∈ J1,QK, x ∈∆xZd .

The formulation we have proposed is provided in an abstract yet general form. In order to make the link with well-known
lattice Boltzmann schemes and illustrate our purpose, let us introduce the following example. More of them are provided
in Section 5 and Section 6.
Example 1 (D1Q2). Consider the D1Q2 as [Van Leemput et al., 2009, Dellacherie, 2014, Graille, 2014, Caetano et al., 2023],
where d = 1, q = 2, c1 = 1, c2 =−1 and the moment matrix is

M =
[

1 1
1 −1

]
. Therefore T=

[
S(x1) A(x1)
A(x1) S(x1)

]
, and K =

[
1 0

s2ϵ2 1− s2

]
.

The bulk Finite Difference scheme comes from det(zI −E) = z2 + ((s2 −2)S(x1)− s2ϵ2A(x1))z+ (1− s2), encompassing the
result from [Dellacherie, 2014], and hence reads

m1((n +1)∆t , x) = ((2− s2)S(x1)+ s2ϵ2A(x1))m1(n∆t , x)+ (s2 −1)m1((n −1)∆t , x), (8)
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Figure 1: Illustration of the way of working of the lattice Boltzmann scheme (bottom) and the bulk Finite Difference scheme
(top). The former acts both on the conserved (light violet) and the non-conserved (dark violet) moments. The latter implies
only the conserved moment, drawn in light violet in the initialisation layer and in red in the bulk. Remark that to compute
the conserved moment for the bulk Finite Difference scheme at time (Q +2)∆t , one can either rely on the information at
time (Q+1)∆t in light violet (from the lattice Boltzmann scheme) or on the one in red (from the Finite Difference scheme),
as highlighted by the symbol ■. This holds because these quantities are equal for any time step in the bulk for they stem
from a common initialisation process. Partial transparency is used to denote the initialisation steps.

forn ∈ JQ,+∞J and x ∈∆xZ. This is a Lax-Friedrichs schemewhen s2 = 1—which is first-order consistentwith the transport
equation at velocity λϵ2—and a leap-frog scheme when s2 = 2, which is second-order consistent. Thus, to approximate the
solution of (1) by m1 ≈ u, the choice of equilibrium is ϵ2 = V /λ. The bulk Finite Difference scheme (8) is multi-step with
Q = 1 when s2 ̸= 1: in this case, one needs to specify one initialisation scheme, which is

m1(∆t , x) = (S(x1)+ s2ϵ2A(x1))m1(0, x)+ (1− s2)A(x1)m2(0, x), x ∈∆xZ.

We see that both the choice of the conserved moment m1(0, ·) and the non-conserved moment m2(0, ·) with respect to u◦
determine the initial scheme. Unsurprisingly, this scheme coincides with the bulk scheme when s2 = 1.

3.3 Overall scheme
The bulk Finite Difference scheme supplemented by the initialisation schemes reads as in Algorithm 2. We stress that

Algorithm 2 Corresponding Finite Difference scheme.
• Given m(0, x) for every x ∈∆xZd .

• Initialisation schemes. For n ∈ J1,QK

m1(n∆t , x) = (Enm)1(0, x), x ∈∆xZd . (9)

• Corresponding bulk Finite Difference scheme. For n ∈ JQ,+∞J

m1((n +1)∆t , x) =−
q−1∑

ℓ=q−Q−1
cℓm1((n +ℓ+1−q)∆t , x), x ∈∆xZd . (10)

Algorithm 2 is the corresponding scheme of Algorithm 1 in the sense that they issue the same discrete dynamics of the
conserved moment m1 approximating u, see Figure 1. Of course, the non-conserved moments m2, . . . ,mq have been elimi-
nated, at the price of handling a multi-step Finite Difference scheme. They still remain in the initialisation (cf. Example 1),
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giving a first intuition of why we claimed that non-physical modes—associated with non-conserved moments—play a role
in this topic.
Remark 1. It is worthwhile observing that even if the initialisation schemes (9) are considered here close to the initial time,
i.e. for n ∈ J1,QK, they also represent the action of the lattice Boltzmann scheme through its evolution operator E away
from the initial time, that is, when n >Q . In the sequel, we shall employ the following nomenclature:

• “initialisation schemes”, to indicate (9) for n ∈ J1,QK;

• “starting schemes”, to indicate (9) for any n ∈N∗.

Hence, the initialisation schemes are a proper subset of the starting schemes. Indeed, in Section 4 and Section 5, we shall
also consider the behaviour of (9) for n > Q , aiming at analysing the agreement between the behaviour of the numerical
schemes inside the initial layer and the one purely in the bulk. This idea of matching is reminiscent of the singularly
perturbed dynamical systems, see [O’Malley, 1991, Bender et al., 1999].

4 Modified equation analysis of the initial conditions under acoustic scaling
The study of the consistency of the initialisation schemes is crucial—especially when one wants to reach high-order ac-
curacy. For the overall method, [Strikwerda, 2004, Theorem 10.6.2] states that, under acoustic scaling, if the initialisation
of a stable multi-step scheme is obtained using schemes of accuracy H −1 in ∆x, where H is the accuracy of the multi-
step scheme without accounting for the initialisation, then for smooth initial data, the order of accuracy of the multi-step
scheme accounting for the initialisation remains H .

In what follows, we shall make use of the notion of asymptotic equivalence [Bellotti, 2023] between discrete operators
in the ring R[z,x1,x−1

1 , . . . ,xd ,x−1
d ] and formal series of continuous differential operators.

Definition 1 (Asymptotic equivalence). Considering a scaling between∆t and∆x, so that we take∆x as driving discretisa-
tion parameter, for any discrete time-space operator d ∈R[z,x1,x−1

1 , . . . ,xd ,x−1
d ], we indicate d≍ δwhere δ ∈ (R[∂t ,∂x1 , . . . ,∂xd ])J∆xK

is a formal series in∆x with coefficients in the ring of time-space differential operatorsR[∂t ,∂x1 , . . . ,∂xd ], if for every smooth
φ :R×Rd →R

dφ(t , x) =
+∞∑
h=0

∆xhδ(h)φ(t , x), (t , x) ∈R×Rd ,

in the limit ∆x → 0.

To perform the consistency analysis of the schemes via the modified equation [Warming and Hyett, 1974, Strikwerda,
2004, Gustafsson et al., 1995], one practical way of proceeding is to deploy the scheme on smooth functions over R×Rd

instead of on grid functions defined over ∆tN×∆xZd , and use truncated asymptotic equivalents according to Definition 1.
The scaling assumptions [Bellotti, 2023] the whole work will rely on are—unless further notice—that M , S and ϵ are
independent of ∆x as ∆x → 0. Following [Dubois, 2021], we have introduced [Bellotti, 2023] the matrix of first-order space
differential operators

G = M
∑

|n|=1
diag(cn1 , . . . ,cnq )∂nx M−1 ∈Mq (R[∂t ,∂x1 , . . . ,∂xd ]),

influenced both by the choice of discrete velocities and the moment matrix at hand. The entries of this matrix shall be used
to write the modified equations for general lattice Boltzmann schemes.
Example 2. Coming back to the context of Example 1, we have that

G =
[

0 ∂x1

∂x1 0

]
.

4.1 Review on the modified equation in the bulk
The consistency of the bulk Finite Difference scheme (10) is described in the following result.

Theorem 1 ([Bellotti, 2023] Modified equation of the bulk scheme). Under acoustic scaling, that is, when λ> 0 is fixed as
∆x → 0, the modified equation for the bulk Finite Difference scheme (10) is given by

∂tφ(t , x)+λ
(
G11 +

q∑
r=2

G1r ϵr

)
φ(t , x)−λ∆x

q∑
i=2

( 1

si
− 1

2

)
G1i

(
Gi 1 +

q∑
r=2

Gi r ϵr −
(
G11 +

q∑
r=2

G1r ϵr

)
ϵi

)
φ(t , x) =O(∆x2), (11)

for (t , x) ∈R+×Rd .
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Comparing (11) and (1), the consistency with the equation of the Cauchy problem shall be enforced selecting the com-
ponents of the lattice Boltzmann scheme such that λ(G11 +∑r=q

r=2 G1r ϵr ) =V ·∇x . Since we shall employ the expression “at
order O(∆xh)” in the following discussion, let us specify what we mean, by taking advantage of the claim from Theorem 1.
The terms ∂t and λ(G11+∑r=q

r=2 G1r ϵr ) appear at order O(∆x) when the actual proof of Theorem 1 is done, thus we call them
“O(∆x) terms”. Then, these terms appear at leading order in (11) because all the O(1) terms simplify on both sides of the
equation. The remaining term O(∆x) in (11) originally shows at order O(∆x2) and is made up of numerical diffusion.

4.2 Linking the discrete initial datum with the one of the Cauchy problem
We now adapt the same techniques to concentrate on the role of the initial data. From the initial datum of the Cauchy
problem u◦, we consider its point-wise discretisation with a lattice function m◦

1 such that m◦
1(x) = u◦(x) for x ∈ ∆xZd .

Coherently with the fact of considering a linear problem and because the equilibria of the non-conserved moments are
linear functions of the conserved one through ϵ, a linear initialisation reads

m(0, x) =wm◦
1(x), x ∈∆xZd , (12)

where w can be chosen in two different fashions.

• If w ∈ Rq is considered, we obtain what we call “local initialisation”. However, in order to gain more freedom on
the initialisation and achieve desired numerical properties, another choice is possible.

• If w ∈ (R[x1,x−1
1 , . . . ,xd ,x−1

d ])q is considered, we obtain the “prepared initialisation”, where we allow for an initial
rearrangement of the information issued from the initial datum of the Cauchy problem between neighboring sites of
the lattice.

It can be observed that the local initialisation is only a particular case of prepared initialisation using constant polynomials,
since R is a sub-ring of R[x1,x−1

1 , . . . ,xd ,x−1
d ]. By allowingw1 ∈R[x1,x−1

1 , . . . ,xd ,x−1
d ], we also permit to perform a preliminary

modification of the point-wise discretisation of the initial datum (2) of the Cauchy problem, which can also be interpreted
as an initial filtering of the datum, before assigning it to m1. For example, when d = 1, considering w1 = S(x1) yields
m1(0, x) = (u◦(x−∆x)+u◦(x+∆x))/2 for every x ∈∆xZ. Observe that the following developments can be easily adapted to
deal with implicit initialisations [Van Leemput et al., 2009] of the form wimi (0, x) = bim

◦
1(x) with bi ∈R[x1,x−1

1 , . . . ,xd ,x−1
d ]

for i ∈ J1, qK.

4.3 Modified equations for the initialisation schemes: local initialisation
Let us now compute the modified equations for the starting schemes when a local initialisation is considered. In the
general framework, we shall stop at order O(∆x) for two reasons. The first one is that we are not aware of any stable lattice
Boltzmann scheme which—under acoustic scaling—would be third-order consistent in the bulk with the target equation (1)
and therefore would call for second-order accurate initialisation schemes. Second, the expressions for higher order terms
are excessively involved to be written down in a convenient form as functions of n ∈ J1,QK for general schemes. Again,
this is due to the role played by the non-physical eigenvalues of E. Still, one more order in the expansion shall be needed to
analyse the smooth initialisation proposed by [Van Leemput et al., 2009, Junk and Yang, 2015], as we shall do in Section 5
for some particularly simple yet instructive examples and for a more general class of schemes in Section 6.

Proposition 1 (Modified equation of the starting schemes with local initialisation). Under acoustic scaling, that is, when
λ> 0 is fixed as ∆x → 0, considering a local initialisation, i.e. w ∈Rq , the modified equations for the starting schemes are, for
any n ∈N∗

φ(0, x)+n
∆x

λ
∂tφ(0, x)+O(∆x2) (13)

=w1φ(0, x)−n∆x
(
G11w1 +

q∑
r=2

G1rwr + 1

n

q∑
r=2

G1r (ϵrw1 −wr )
n−1∑
ℓ=0

πn−ℓ(sr )
)
φ(0, x)+O(∆x2), x ∈Rd ,

where πℓ(X ) = 1− (1−X )ℓ for ℓ ∈N.
Proof. We start by describing the particular structure of the powers of collision matrix K . It is straightforward to see that
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we obtain an upper-triangular matrix with

K ℓ =



1 0 0 · · · · · · 0

πℓ(s2)ϵ2 (1− s2)ℓ 0
...

πℓ(s3)ϵ3 0 (1− s3)ℓ
. . .

...

πℓ(s4)ϵ4 0 0
. . . . . .

...
...

...
...

. . . . . . 0
πℓ(sq )ϵq 0 0 · · · 0 (1− sq )ℓ


, ℓ ∈N∗, (14)

where the polynomials πℓ are defined recursively as π0(X ) := 0 and πℓ+1(X ) := X + (1− X )πℓ(X ) for ℓ ∈ N. Therefore
πℓ(X ) = 1− (1−X )ℓ for ℓ ∈N. The starting schemes read

znm1(0, x) = (Enw)1m
◦
1(x), n ∈N∗, x ∈∆xZd . (15)

Concerning the time shifts on the left hand side of (15), we have zn ≍ exp(n ∆x
λ ∂t ) = 1+n ∆x

λ ∂t +O(∆x2) for n ∈N. For the
right hand side of (15), we have that E≍E =T K where T≍T = exp(−∆xG) = I −∆xG+O(∆x2), see [Bellotti, 2023], and
for n ∈N∗

En = (E (0) +∆xE (1) +O(∆x2))n

= (E (0))n +∆x
∑

{permutations of E (0) (n −1 times) and E (1) (once)}+O(∆x2)

= (E (0))n +∆x
∑ℓ=n−1

ℓ=0 (E (0))ℓE (1)(E (0))n−1−ℓ+O(∆x2) = K n −∆x
∑ℓ=n−1

ℓ=0 K ℓGK n−ℓ+O(∆x2), (16)

where we use the fact that E (h) = T (h)K for h ∈N. Plugging into (15), employing a smooth function φ instead of m1 and
m◦

1 and using the fact that the initialisation is local, we have for n ∈N∗

φ(0, x)+n
∆x

λ
∂tφ(0, x)+O(∆x2) = (K nw)1φ(0, x)−∆x

(n−1∑
ℓ=0

K ℓGK n−ℓw
)

1
φ(0, x)+O(∆x2), x ∈Rd .

We have that (K nw)1φ(0, x) =w1φ(0, x) thanks to (14) and for j ∈ J1, qK

(K ℓGK n−ℓ)1 j =
q∑

p=1

q∑
r=1

(K ℓ)1pGpr (K n−ℓ)r j =
q∑

r=1
G1r (K n−ℓ)r j

=G11δ1 j +
q∑

r=2
G1r (πn−ℓ(sr )ϵrδ1 j + (1− sr )n−ℓδr j ).

Therefore for n ∈N∗

n−1∑
ℓ=0

(K ℓGK n−ℓw)1 = nG11w1 +
q∑

r=2
G1r

n−1∑
ℓ=0

(πn−ℓ(sr )ϵr + (1− sr )n−ℓwr )

= n
(
G11w1 +

q∑
r=2

G1rwr + 1

n

q∑
r=2

G1r (ϵrw1 −wr )
n−1∑
ℓ=0

πn−ℓ(sr )
)
,

where we have used that by the definition of πℓ, (n −∑ℓ=n−1
ℓ=0 πn−ℓ(sr ))/

∑ℓ=n−1
ℓ=0 (1− sr )n−ℓ = 1 for every n ∈N∗, yielding

the claim.

With Proposition 1, we can now compare the modified equation for the bulk Finite Difference scheme and the modified
equations of the starting schemes, so respectively the dashed lines and the dots in Figure 2 at order O(1) and O(∆x).

4.4 Consistency of the initialisation schemes: local initialisation
The agreement between the terms at these two orders takes place under the following conditions.
Corollary 1 (Consistency of the starting schemes with local initialisation). Under acoustic scaling, that is, when λ > 0 is
fixed as ∆x → 0, considering a local initialisation, i.e. w ∈Rq , under the conditions

w1 = 1, (17)
for r ∈ J2, qK, if G1r ̸= 0, then wr = ϵr , (18)

where ϵ are the equilibrium coefficients, the starting schemes are consistent with the modified equation (11) of the bulk Finite
Difference scheme at order O(∆x). Moreover, the initial datum feeding the bulk Finite Difference scheme and the starting
schemes is consistent with the initial datum (2) of the Cauchy problem.
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Figure 2: Example of behaviour of the inner expansion (dots, concerning the starting schemes) and the outer expansion
(dashed lines, relative to the bulk Finite Difference scheme) at different orders in ∆x for ∆x → 0.

The first condition (17) implies that the initial datum for m1, used both by the starting schemes and the bulk Finite
Difference scheme, is left untouched compared to the one of the Cauchy problem. The second condition (18) is expected:
for the non-conservedmoments involved in themodified equation (11) at leading order, we need to consider the initial datum
at equilibrium. It is also to observe that this requirement does not a priori fix all the initialisation parameters, contrarily to
Example 1, because some of them can affect only higher orders in the developments, i.e. G1r = 0 for some r ∈ J1, qK.

Proof of Corollary 1. The proof proceeds order-by-order in ∆x.

• O(1). This order indicates that the initial datum for the conserved moment has to be consistent with the one of the
Cauchy problem (2). From Proposition 1, it reads

φ(0, x) =w1φ(0, x)+O(∆x), n ∈N∗, x ∈Rd , (19)

hence we enforce w1 = 1. Remark that (19) is satisfied both for n ∈ J1,QK and for n >Q , that is, both for initialisation
schemes and starting schemes. This condition being fulfilled, the next order to check is

∂tφ(0, x)+λ
(
G11 +

q∑
r=2

G1rwr + 1

n

q∑
r=2

G1r (ϵr −wr )
n−1∑
ℓ=0

πn−ℓ(sr )
)
=O(∆x), n ∈N∗, x ∈Rd . (20)

• O(∆x). Evaluating the bulk modified equation (11) at time t = 0 gives

∂tφ(0, x)+λ
(
G11 +

q∑
r=2

G1r ϵr

)
φ(0, x) =O(∆x), x ∈Rd , (21)

and trying to match each term with (20) yields the condition

for r ∈ J2, qK, if G1r ̸= 0, then wr = ϵr .

4.5 Modified equations for the initialisation schemes: prepared initialisation
Now that the principles concerning the computation ofmodified equations for the starting schemes and theway ofmatching
terms with the modified equation of the bulk Finite Difference scheme are clarified, we can tackle the case of prepared
initialisations.
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Proposition 2 (Modified equation of the starting schemes with prepared initialisation). Under acoustic scaling, that is,
when λ> 0 is fixed as ∆x → 0, considering a prepared initialisation, i.e. w ∈ (R[x1,x−1

1 , . . . ,xd ,x−1
d ])q , which can be put under

the form
wi =

∑
e

wi ,ex
e, i ∈ J1, qK, (22)

where the sequences of coefficients (wi ,e)e ⊂ R are compactly supported, the modified equations for the starting schemes are,
for any n ∈N∗ and x ∈Rd

φ(0, x)+n
∆x

λ
∂tφ(0, x)+O(∆x2) =ω(0)

1 φ(0, x)

−n∆x
(
G11ω

(0)
1 +

q∑
r=2

G1rω
(0)
r + 1

n

q∑
r=2

G1r (ϵrω
(0)
1 −ω(0)

r )
n−1∑
ℓ=0

πn−ℓ(sr )− 1

n
ω(1)

1

)
φ(0, x)+O(∆x2),

where
ω(0)

i =∑
e

wi ,e, ω(1)
i =− ∑

|n|=1

(∑
e

wi ,ee
n
)
∂nx , i ∈ J1, qK,

and such that wi ≍ω(0)
i +∆xω(1)

i +O(∆x) and πℓ(X ) = 1− (1−X )ℓ for ℓ ∈N.
Proof. The asymptotic equivalent of the initialisation w reads

wi ≍ωi =
∑
e

wi ,e−∆x
∑

|n|=1

(∑
e

wi ,ee
n
)
∂nx +O(∆x2), i ∈ J1, qK.

Using the Cauchy product between formal series, we haveEnw≍Enω= (En)(0)ω(0)+∆x((En)(1)ω(0)+(En)(0)ω(1))+O(∆x2)
for n ∈N∗. TheO(∆x) term in the previous expansion is made up of two contributions. The first one is (En)(1)ω(0) and is not
influenced by the “prepared” character of the initialisation, because it was also present for the local initialisation. The second
one is inherent to the prepared initialisation. The result comes from the very same computations as Proposition 1.

4.6 Consistency of the initialisation schemes: prepared initialisation
Corollary 2 (Consistency of the starting schemes with prepared initialisation). Under acoustic scaling, that is, when λ> 0
is fixed as ∆x → 0, considering a prepared initialisation, i.e. w ∈ (R[x1,x−1

1 , . . . ,xd ,x−1
d ])q , with (22), under the conditions∑

e
w1,e = 1, (23)

for every |n| = 1,
∑
e

w1,ee
n = 0, (24)

for r ∈ J2, qK, if G1r ̸= 0, then
∑
e

wr,e = ϵr , (25)

the starting schemes are consistent with the modified equation (11) of the bulk Finite Difference scheme at orderO(∆x). Moreover,
the initial datum feeding the bulk Finite Difference scheme and the starting schemes is consistent with the initial datum (2) of
the Cauchy problem up to order O(∆x2).

Condition (23) is the analogue of (17). However, since the initialisation of the conserved moment can also be prepared,
an additional condition (24) has to be taken into account. This guarantees, in particular, that the initial datum of the Cauchy
problem used for m1 is not perturbed by some drift term at order O(∆x). This is useful because of the multi-step nature
of the bulk Finite Difference scheme (10), which shall also be fed with (12). Finally, (25) has to be compared with (18).
This condition maintains that the non-conserved moments participating to the consistency at leading order have to be
chosen—at leading order—at equilibrium.

Proof of Corollary 2. Proceeding order-by-order in ∆x, we obtain:

• O(1). The dominant order in the analogous of (13). Hence the consistency with the datum of the Cauchy problem
reads ω(0)

1 =∑
e w1,e = 1.

• O(∆x). We see that now, there is the additional term associated with ω(1)
1 corresponding to a drift term in the

initialisation of the conserved moment. In general, we now have wider possibilities in terms of how initialise, still
remaining consistent with the modified equation of the bulk Finite Difference scheme at the desired order, at least
for the initialisation schemes (i.e. n ∈ J1,QK). Indeed, it is sufficient to enforce that

G11 +
q∑

r=2
G1rω

(0)
r + 1

n

q∑
r=2

G1r (ϵr −ω(0)
r )

n−1∑
ℓ=0

πn−ℓ(sr )− 1

n
ω(1)

1 =G11 +
q∑

r=2
G1r ϵr .
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Occasionally, for some n ∈ J1,QK, the previous inequality can be satisfied even if ω(1)
1 ̸= 0, see examples in Section 5.

However, we are interested in enforcing it for every n ∈N∗—that is—for all starting schemes. This comes, as previ-
ously claimed, from the multi-step nature of the bulk Finite Difference scheme: we have to ensure that the order of
consistency with the initial datum (2) of the Cauchy problem is high enough not to lower the overall order of the
method. Hence, suppressing the drift term for the conserved moment, thus enforcing ω(1)

1 = 0, we have

for every |n| = 1,
∑
e

w1,ee
n = 0, and for r ∈ J2, qK, if G1r ̸= 0, then

∑
e

wr,e = ϵr .

4.7 Initialisation schemes versus starting schemes
Before proceeding to some numerical illustrations, we point out important facts concerning the match of terms between
the bulk Finite Difference scheme and the initialisation schemes/starting schemes.

Proposition 3 (Control on the initialisation schemes leads control on the starting schemes). Let H ∈N∗. Assume that

• ω(0)
1 = 1 and ω(h)

1 = 0 for h ∈ J1, HK.

• The modified equations of the initialisation schemes ( (9) for n ∈ J1,QK) match the one of the bulk Finite Difference scheme
(10) at any order h ∈ J1, HK.

Then, the modified equations of the starting schemes ( (9) for n >Q) match the one of the bulk Finite Difference scheme (10) at
any order h ∈ J1, HK.

Proposition 3 does not provide indications on how to equate the order at h ∈ J1, HK—i.e. how to fulfill its assumptions—
contrarily to what Corollary 1 and Corollary 2 do for H = 1. Again, this is due to the fact that the general expression of the
asymptotic expansion of (Enw)1 can quickly becomemessy as the considered order increases. Still, Proposition 3 claims that
if one is able to match the modified equation of the initialisation schemes with the one of the bulk Finite Difference scheme
until a given order H (as we shall do for specific schemes in Section 5 with H = 2), then this guarantees the same property
on the starting schemes. Otherwise said—referring to Figure 2—if one is able to ensure that the terms represented by the
dots lie on the corresponding dashed line for n ∈ J1,QK, then one will be sure that these dots will lie on the very same line
for any n ∈N∗. This result seems intuitively reasonable by virtue of the Cayley-Hamilton theorem, which allows to recast
any power En for n ≥Q +1 as combination of I ,E, . . . ,EQ .

Proof of Proposition 3. Let us consider d = 1 for the sake of notation: for d > 1, the multi-index notation would suffice.
Consider a one-step linear Finite Difference scheme on the lattice function u, under the form zu(t , x) = g1u(t , x) for (t , x) ∈
∆tN×∆xZ, where g1 ∈R[x1,x−1

1 ]. This can be rewritten using the Fourier transform in space, that is

zû(t ,ξ∆x) = ĝ1(ξ∆x)û(t ,ξ∆x), (t ,ξ) ∈∆tN× [−π/∆x,π/∆x]. (26)

The frequency-dependent eigenvalue ĝ1(ξ∆x) ∈ C shall be a Laurent polynomial in the indeterminate e iξ∆x and encodes
both the stability features of the method, for every ξ ∈ [−π/∆x,π/∆x] and the consistency features, in the low-frequency
limit |ξ∆x|≪ 1. In particular, to be consistent with an equation of the form (1) with a first-order derivative in time, one can
easily see that

ĝ1(ξ∆x) = 1+O(|ξ∆x|) in the limit |ξ∆x|≪ 1. (27)

Applying the scheme (26) n ∈N∗ times provides a sort of multi-step schemewhich we shall compare to the starting schemes
(9)

zn û(t ,ξ∆x) = ĝ1(ξ∆x)n û(t ,ξ∆x), (t ,ξ) ∈∆tN× [−π/∆x,π/∆x], (28)

with associated amplification polynomial

ˆ̃Φ(z,ξ∆x) = zn − ĝ1(ξ∆x)n = (z− ĝ1(ξ∆x))
n−1∑
ℓ=0

ĝ1(ξ∆x)ℓzn−1−ℓ = (z− ĝ1(ξ∆x))
n∏
ℓ=2

(z− ˆ̃gℓ(ξ∆x)), (29)

having roots ˆ̃g1 = ĝ1, ˆ̃g2, . . . , ˆ̃gn (recall that C is an algebraically closed field). By differentiating the amplification polynomial
(29) using the rule for the derivative of a product, we get

d ˆ̃Φ(z,ξ∆x)

dz = nzn−1 =
n∏
ℓ=2

(z− ˆ̃gℓ(ξ∆x))+ (z− ĝ1(ξ∆x))+
n∑

p=2

n∏
ℓ=2
ℓ̸=p

(z− ˆ̃gℓ(ξ∆x)).
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Taking z= 1 in the limit |ξ∆x|≪ 1 gives 0 ̸= n =∏ℓ=n
ℓ=2 (1− ˆ̃g (0)

ℓ
), where ˆ̃gℓ(ξ∆x) = ˆ̃g (0)

ℓ
+O(|ξ∆x|), thanks to (27), thus all the

other eigenvalues ˆ̃g2, . . . , ˆ̃gn are not equal to one for small frequencies and thus are not linked with consistency. The only
which matters is ˆ̃g1 = ĝ1, thus the scheme (28) with amplification polynomial (29) has the same modified equations as (26).
An alternative way of seeing this is to use the approach from the proof of [Carpentier et al., 1997, Proposition 1], which
aims at automatically handling the “reinjection” of the previous orders in the expansions to eliminate time derivatives
above first order. Inserting the asymptotic equivalent exp(n ∆x

λ ∂t ) ≍ zn into (28) using a smooth “test” function φ̂ gives
exp(n ∆x

λ ∂t )φ̂(t ,ξ) = ĝ1(ξ∆x)nφ̂(t ,ξ) for (t ,ξ) ∈ R+×R, which means that if we do not want φ̂ to trivially vanish, we must
enforce the formal identity exp(n ∆x

λ ∂t ) = ĝ1(ξ∆x)n . Since the exponential is bijective close to zero (here we are considering
the limit |ξ∆x|≪ 1), we can take the logarithm to yield:

∂t = n

n

λ

∆x
log(ĝ1(ξ∆x)),

which is thus independent of n.
Differently, a (Q +2)-stage Finite Difference scheme, like the bulk Finite Difference scheme (10), has associated ampli-

fication polynomial

Φ̂(z,ξ∆x) := 1

zq−Q−1
det(zI − Ê(ξ∆x)) = zQ+1 +

Q∑
n=0

ĉn+q−Q−1(ξ∆x)zn =
Q+1∏
ℓ=1

(z− ĝℓ(ξ∆x)). (30)

Out of the roots in (30), we shall number the (unique) eigenvalue providing the modified equation (11), i.e. such that
(27) holds, by ĝ1. This is the amplification factor of the so-called “pseudo-scheme” [Strikwerda, 2004]. Furthermore, the
higher-order terms in themodified equation of the bulk Finite Difference scheme stem from ĝ1(ξ∆x) = 1+∑h=H

h=1 (ξ∆x)h ĝ (h)
1 +

O(|ξ∆x|H+1) in the limit |ξ∆x|≪ 1. The initialisation schemes read

znm̂1(0,ξ∆x) = (Ê(ξ∆x)nŵ(ξ∆x))1︸ ︷︷ ︸
=:ĝ[n](ξ∆x)

m̂◦
1(ξ∆x), n ∈ J1,QK, (31)

with ξ ∈ [−π/∆x,π/∆x]. Using the assumption that ω(0)
1 = 1, the proof of Proposition 2 naturally entails that ĝ[n](ξ∆x) =

1+O(|ξ∆x|) for |ξ∆x| ≪ 1. Comparing (28) and (31), we cannot employ the same trick without a deeper discussion. We
have

∂t = λ

∆x
log(ĝ1(ξ∆x)) and ∂t = 1

n

λ

∆x
log(ĝ[n](ξ∆x)), n ∈ J1,QK,

where the first equation comes from the modified equation of the bulk Finite Difference scheme and the second one from
(31). Since the initialisation schemes and the bulk Finite Difference scheme have the same modified equations up to order
H , then we have, in the limit |ξ∆x|≪ 1

n log(ĝ1(ξ∆x)) = log((ĝ1(ξ∆x))n) = log(ĝ[n](ξ∆x))+O(|ξ∆x|H+1), n ∈ J1,QK,

hence we deduce that ĝ[n](ξ∆x) = ĝ1(ξ∆x)n +O(|ξ∆x|H+1) for n ∈ J1,QK. To finish the proof, we now consider (9) for
n =Q +1

zQ+1m̂1(0,ξ∆x) =−
Q∑

n=0
ĉn+q−Q−1(ξ∆x)znm̂1(0,ξ∆x) (32)

= (Ê(ξ∆x)Q+1ŵ(ξ∆x))1︸ ︷︷ ︸
=:ĝ[Q+1](ξ∆x)

m̂◦
1(ξ∆x). (33)

We compute the modified equation of (33), yielding the thesis, by using (32). We have

zQ+1m̂1(0,ξ∆x) =−
Q∑

n=1
ĉn+q−Q−1(ξ∆x)znm̂1(0,ξ∆x)− ĉq−Q−1(ξ∆x)ŵ1(ξ∆x)m̂◦

1(ξ∆x)

=−
Q∑

n=1
ĉn+q−Q−1(ξ∆x)ĝ[n](ξ∆x)m̂◦

1(ξ∆x)− ĉq−Q−1(ξ∆x)ŵ1(ξ∆x)m̂◦
1(ξ∆x).

In the limit |ξ∆x| ≪ 1, we have ŵ1(ξ∆x) = 1+O(|ξ∆x|H+1) and ĝ[n](ξ∆x) = ĝ1(ξ∆x)n +O(|ξ∆x|H+1) for n ∈ J1,QK, thanks
to the assumption on w1 and to the previous computations. In the limit |ξ∆x| ≪ 1, we have to consider the amplification
polynomial

ˆ̃Φ(z,ξ∆x) = zQ+1 +
Q∑

n=0
ĉn+q−Q−1(ξ∆x)ĝ1(ξ∆x)n +O(|ξ∆x|H+1) = zQ+1 − ĝ1(ξ∆x)Q+1 +O(|ξ∆x|H+1),
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using the fact that ĝ1 is a root of (30). We are therefore, up to terms O(|ξ∆x|H+1), in the same setting as (28) and (29), hence
with the usual trick, we gain

∂t = Q +1

Q +1

λ

∆x
log(ĝ1(ξ∆x))+O(|ξ∆x|H+1),

hence also that ĝ[Q+1](ξ∆x) = ĝ1(ξ∆x)Q+1+O(|ξ∆x|H+1). This concludes the proof. The case n >Q+1 is done analogously.

In order to understand why it is difficult to study the starting schemes above first-order in full generality, we consider
the Fourier’s setting introduced in the previous proof. To isolate the role of each initialisation scheme, we introduce the
ℓ-th time Green functions Ĝ[n]

ℓ
= Ĝ[n]

ℓ
(ξ∆x), for ℓ ∈ J0,QK, see [Cheng and Lu, 1999], defined by Ĝ[n+1]

ℓ
=−∑p=q−1

p=q−Q−1 ĉp Ĝ
[n+p−q+1]
ℓ

= et1Q̂
[
Ĝ[n]
ℓ

, . . . ,Ĝ[n−Q]
ℓ

]t
, for n ≥Q,

Ĝ
[p]
ℓ

= δℓ,p , for p ∈ J0,QK,

where Q is the companion matrix of size Q associated with the monic polynomial zQ+1−qdet(zI −E) of degree Q +1. We
can also associate a moment Green function M̂[n]

i = M̂[n]
i (ξ∆x) for the i ∈ J1, qK moment, defined by M̂[n]

i = et1Ê
n

ei . The
numerical solution can then be written—for n ≥Q +1—using the following decompositions:

m̂1(n∆t ,ξ∆x) =
(I) starting schemes︷ ︸︸ ︷

ĝ[n](ξ∆x)m̂◦
1(ξ∆x) =

(II) spectrum of E︷ ︸︸ ︷
Q+1∑
ℓ=1

Ŵℓ(ξ∆x)ĝℓ(ξ∆x)n =

(III) time Green functions︷ ︸︸ ︷
Q∑
ℓ=0

Ĝ[n]
ℓ

(ξ∆x)ĝ[ℓ](ξ∆x)

=
(
M̂[n]

1 (ξ∆x)ŵ1(ξ∆x)+
q∑

i=2
si ̸=1

M̂[n]
i (ξ∆x)ŵi (ξ∆x)

)
m̂◦

1(ξ∆x)

︸ ︷︷ ︸
(IV) moment Green functions

,

where the decomposition (II) holds under the assumption that the roots of zQ+1−qdet(zI−Ê) are simple for anywavenumber.
The decomposition (II) makes it clear that the consistency for the initial conditions also depends on the non-physical
eigenvalues ĝ2, . . . , ĝQ+1 of Ê, and the role of the choice of initial datum influences the weights Ŵℓ for ℓ ∈ J1,Q +1K in a
non-trivial way. For the same reasons, it is difficult to analyse (III) and (IV), for the involved Green functions can be difficult
to compute, even in the small wavenumber limit, due to the influence of all the modes of the system. Finally, let us insist
on the fact that the Cayley-Hamilton theorem entails that the amplification factors of the starting schemes which are not
initialisation schemes can be computed in two ways, which read

ĝ[n] = et1Ê
n
ŵ= [M̂[n]

1 , . . . ,M̂[n]
q ]ŵ= et1Q̂

n−Q
[ĝ[Q], . . . , ĝ[1],ŵ1]t,

for n ≥Q +1.
A second result states that there is little interest in considering the formal limit n →+∞ in the modified equations of

the starting schemes.
Proposition 4 (Long-time behavior: limits for n →+∞). Assume that the scheme is L2 stable, meaning that the roots of the
amplification polynomial zQ+1−qdet(zI −Ê) are inside or on the unit circle and those on the unit circle are simple. Also assume
that ω(0)

1 = 1. Then:

• If |1− si | < 1 for i ∈ J2, qK, or equivalently si ∈]0,2[ for i ∈ J2, qK, then the modified equations of the starting schemes in
the formal long-time limit n →+∞ coincide at any order with the one of the bulk Finite Difference scheme.

• If it exists ĩ ∈ J2, qK such that |1− sĩ | = 1, thus equivalently sĩ = 2. Let H ∈N. Provided that ω(h)
1 = 0 for h ∈ J1, HK and

the Q modified equations of the initialisation schemes coincide with the one of the bulk Finite Difference scheme at any
order h ∈ J1, HK, then the modified equations of the starting schemes in the formal long-time limit n →+∞ coincide at
any order h ∈ J1, H +1K with the one of the bulk Finite Difference scheme.

The first case in Proposition 4 ensures that all the parasitic modes are damped. The second one deals with the case of
undamped parasitic modes (i.e. leap–frog-like schemes). Proposition 4 means that the effect of the initialisation decays,
provided that the initial filtering on the datum of the Cauchy problem (2) preserves it at leading order and that either
the parasitic modes damp in time, or if the parasitic modes are oscillatory, the initialisation schemes are accurate enough.
The situation is the one depicted in Figure 2, where the dots asymptotically reach the dashed lines. Let us point out
that the assumption concerning stability may not be optimal, in the sense that we can find unstable schemes (for example,
violating the Courant-Friedrichs-Lewy condition, but not having relaxation parameters exceeding 2) for which themodified
equations of the starting schemes asymptotically reach those of the bulk Finite Difference scheme. However, this schemes
are practically useless.
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Example 3. In order to illustrate Proposition 4, consider Example 1. For this scheme, we consider w1 = 1 and w2 = 0. This
choice does not satisfy Corollary 1 and the resulting initialization scheme is not consistent with the target equation, thus
H = 0. According to the choice of s2, we obtain the following modified equations up to order two:

n Mod. eq. starting schemes for s2 = 3/2 Mod. eq. starting schemes for s2 = 2

2 ∂tφ=−λ 9
8 ϵ2∂xφ−λ∆x

( 9
64 ϵ

2
2 − 1

4

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

3 ∂tφ=−λ 9
8 ϵ2∂xφ−λ∆x

( 51
128 ϵ

2
2 − 1

4

)
∂xxφ+O(∆x2) ∂tφ=− 4

3λϵ2∂xφ−λ∆x
( 4

3 ϵ
2
2 − 1

6

)
∂xxφ+O(∆x2)

4 ∂tφ=−λ 69
64 ϵ2∂xφ−λ∆x

( 441
2048 ϵ

2
2 − 7

32

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

5 ∂tφ=−λ 171
160 ϵ2∂xφ−λ∆x

( 549
2048 ϵ

2
2 − 17

80

)
∂xxφ+O(∆x2) ∂tφ=− 6

5λϵ2∂xφ−λ∆x
( 6

5 ϵ
2
2 − 1

10

)
∂xxφ+O(∆x2)

6 ∂tφ=−λ 135
128 ϵ2∂xφ−λ∆x

( 3603
16384 ϵ

2
2 − 13

64

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

7 ∂tφ=−λ 939
896 ϵ2∂xφ−λ∆x

( 52281
229376 ϵ

2
2 − 89

448

)
∂xxφ+O(∆x2) ∂tφ=− 8

7λϵ2∂xφ−λ∆x
( 8

7 ϵ
2
2 − 1

14

)
∂xxφ+O(∆x2)

8 ∂tφ=−λ 2133
2048 ϵ2∂xφ−λ∆x

( 222777
1048576 ϵ

2
2 − 199

1024

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

9 ∂tφ=−λ 531
512 ϵ2∂xφ−λ∆x

( 110769
524288 ϵ

2
2 − 49

256

)
∂xxφ+O(∆x2) ∂tφ=− 10

9 λϵ2∂xφ−λ∆x
( 10

9 ϵ
2
2 − 1

18

)
∂xxφ+O(∆x2)

10 ∂tφ=−λ 10581
10240 ϵ2∂xφ−λ∆x

( 4296249
20971520 ϵ

2
2 − 967

5120

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

11 ∂tφ=−λ 23211
22528 ϵ2∂xφ−λ∆x

( 18673209
92274688 ϵ

2
2 − 2105

11264

)
∂xxφ+O(∆x2) ∂tφ=− 12

11λϵ2∂xφ−λ∆x
( 12

11 ϵ
2
2 − 1

22

)
∂xxφ+O(∆x2)

12 ∂tφ=−λ 16839
16384 ϵ2∂xφ−λ∆x

( 26696211
134217728 ϵ

2
2 − 1517

8192

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

13 ∂tφ=−λ 109227
106496 ϵ2∂xφ−λ∆x

( 343150137
1744830464 ϵ

2
2 − 9785

53248

)
∂xxφ+O(∆x2) ∂tφ=− 14

13λϵ2∂xφ−λ∆x
( 14

13 ϵ
2
2 − 1

26

)
∂xxφ+O(∆x2)

14 ∂tφ=−λ 234837
229376 ϵ2∂xφ−λ∆x

( 1461161529
7516192768 ϵ

2
2 − 20935

114688

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

15 ∂tφ=−λ 167481
163840 ϵ2∂xφ−λ∆x

( 2068175379
10737418240 ϵ

2
2 − 14867

81920

)
∂xxφ+O(∆x2) ∂tφ=− 16

15λϵ2∂xφ−λ∆x
( 16

15 ϵ
2
2 − 1

30

)
∂xxφ+O(∆x2)

16 ∂tφ=−λ 1070421
1048576 ϵ2∂xφ−λ∆x

( 26245566009
137438953472 ϵ

2
2 − 94663

524288

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

17 ∂tφ=−λ 2271915
2228224 ϵ2∂xφ−λ∆x

( 110717799993
584115552256 ϵ

2
2 − 200249

1114112

)
∂xxφ+O(∆x2) ∂tφ=− 18

17λϵ2∂xφ−λ∆x
( 18

17 ϵ
2
2 − 1

34

)
∂xxφ+O(∆x2)

18 ∂tφ=−λ 533997
524288 ϵ2∂xφ−λ∆x

( 51750979761
274877906944 ϵ

2
2 − 46927

262144

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+λ∆xϵ2

2∂xxφ+O(∆x2)

19 ∂tφ=−λ 10136235
9961472 ϵ2∂xφ−λ∆x

( 1954701086265
10445360463872 ϵ

2
2 − 888377

4980736

)
∂xxφ+O(∆x2) ∂tφ=− 20

19λϵ2∂xφ−λ∆x
( 20

19 ϵ
2
2 − 1

38

)
∂xxφ+O(∆x2)

Mod. eq. bulk ∂tφ=−λϵ2∂xφ−λ∆x
( 1

6ϵ
2
2 − 1

6

)
∂xxφ+O(∆x2) ∂tφ=−λϵ2∂xφ+O(∆x2)

For s2 = 3/2, we observe convergence at any order, whereas for s2 = 2, we see that convergence takes place until order
H +1 = 1 (transport) and H +2 = 2 (diffusion) is not converging, as claimed by Proposition 4.

Proof of Proposition 4. Again, we consider d = 1 only to simplify notations. Let us formulate a preliminary remark: we
consider formal series in the limit |ξ∆x|≪ 1. Therefore, the possibility of diagonalise Q̂(ξ∆x) in this limit—or alternatively
being obliged to deal with a true Jordan canonical form—is determined by Q̂(0), i.e. the leading-order term in the formal
series. We assume—without loss of generality—that all ĝℓ(0) for ℓ ∈ J1,Q +1K are simple, even those strictly inside the unit
circle, so that we can diagonalise the companion matrix in the desired limit. If this does not hold, for example for a SRT (or
BGK) scheme, one can easily go through the same proof using the well-known expression for the powers of Jordan blocks.

Let us start the proof. Let V̂= V̂(ξ∆x) be the Vandermonde matrix associated with ĝ1 = ĝ1(ξ∆x), . . . , ĝQ+1 = ĝQ+1(ξ∆x).
It is well-known that this Vandermonde matrix diagonalises the companion matrix Q̂(ξ∆x), thus for n ≥Q +1

ĝ[n](ξ∆x) = et1Q̂(ξ∆x)n−Q [ĝ[Q](ξ∆x), . . . , ĝ[1](ξ∆x),ŵ1(ξ∆x)]t (34)
= et1V̂(ξ∆x)diag(ĝ1(ξ∆x)n−Q , . . . , ĝQ+1(ξ∆x)n−Q )V̂(ξ∆x)−1[ĝ[Q](ξ∆x), . . . , ĝ[1](ξ∆x),ŵ1(ξ∆x)]t.

The idea of the proof is that the amplification factors associated with the initialisation schemes form an approximation of
the eigenvector of Q̂(ξ∆x) relative to the consistency eigenvalue ĝ1, so that the power iteration (34) converges for n →+∞
up to some order. Up to a re-ordering of the non-conserved moments—in order to start with those which do not relax on
the equilibrium, for notational ease—the lower-triangular structure of the collision matrix K entails that ĝℓ(0) = 1− sℓ for
ℓ ∈ J2,Q +1K. Moreover, we have that ĝ1(0) = 1.

• Using the assumption on the relaxation parameters, we have |ĝℓ(0)| < 1 for ℓ ∈ J2,Q + 1K. Using the assumption
ω(0)

1 = 1 (i.e. ŵ1(ξ∆x) = 1+O(|ξ∆x|)), Proposition 2 provides ĝ[ℓ](ξ∆x) = 1+O(|ξ∆x|) for ℓ ∈ J1,QK. Therefore

[ĝ[Q](ξ∆x), . . . , ĝ[1](ξ∆x),ŵ1(ξ∆x)] = [ĝ1(ξ∆x)Q , . . . , ĝ1(ξ∆x),1]+O(|ξ∆x|),

which means that the amplification factors of the initialisation schemes are the eigenvector of Q̂(ξ∆x) associated
with ĝ1(ξ∆x) at leading order. Back in (34), this gives that

ĝ[n](ξ∆x) = et1V̂(ξ∆x)diag(ĝ1(ξ∆x)n−Q , . . . , ĝQ+1(ξ∆x)n−Q )(e1 +O(|ξ∆x|))

= et1


ĝ1(ξ∆x)Q · · · ĝQ+1(ξ∆x)Q

...
...

ĝ1(ξ∆x) · · · ĝQ+1(ξ∆x)
1 · · · 1

diag(ĝ1(ξ∆x)n−Q (1+O(|ξ∆x|)), ĝ2(ξ∆x)n−QO(|ξ∆x|), . . . , ĝQ+1(ξ∆x)n−QO(|ξ∆x|))

= ĝ1(ξ∆x)n(1+O(|ξ∆x|))+ ĝ2(ξ∆x)nO(|ξ∆x|)+·· ·+ ĝQ+1(ξ∆x)nO(|ξ∆x|)),
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where it is important to observe that the O(|ξ∆x|)-terms are independent of n. Considering that |ĝℓ(0)| < 1 for
ℓ ∈ J2,Q +1K, we deduce that limn→+∞ ĝℓ(ξ∆x)n = 0 for ℓ ∈ J2,Q +1K. Of course, convergence can be slow for high
orders in the formal series. This entails that we have

ĝ[n](ξ∆x) = ĝ1(ξ∆x)n(1+ r̂[n](ξ∆x)),

where the residual r̂[n](ξ∆x) =O(|ξ∆x|) is such that it converges to a fixed formal series for n →+∞. The usual trick
provides

lim
n→+∞∂t = λ

∆x
lim

n→+∞
1

n
log(ĝ[n](ξ∆x)) = λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞
1

n
log(1+ r̂[n](ξ∆x)

)
= λ

∆x
log(ĝ1(ξ∆x)).

• Observe that thanks to the stability assumption, there can be only one relaxation parameter sĩ = 2. Otherwise, there
would be amultiple eigenvalue on the unit circle for ξ∆x = 0, contradicting the stability assumptionwhilst generating
polynomial (in contrast with exponential) instabilities. Up to a rearrangement of the moments, we have ĩ = 2. By the
assumptions on w1 and the initialisation schemes, we deduce that

[ĝ[Q](ξ∆x), . . . , ĝ[1](ξ∆x),ŵ1(ξ∆x)] = [ĝ1(ξ∆x)Q , . . . , ĝ1(ξ∆x),1]+O(|ξ∆x|H+1),

which means that the amplification factors of the initialisation schemes are the eigenvector of Q̂(ξ∆x) associated
with ĝ1(ξ∆x) up to order O(|ξ∆x|H+1). Into (34), this yields

ĝ[n](ξ∆x) = et1V̂(ξ∆x)diag(ĝ1(ξ∆x)n−Q , ĝ2(ξ∆x)n−Q , . . . , ĝQ+1(ξ∆x)n−Q )(e1 +O(|ξ∆x|H+1))

= ĝ1(ξ∆x)n(1+O(|ξ∆x|H+1))+ ĝ2(ξ∆x)nO(|ξ∆x|H+1)+·· ·+ ĝQ+1(ξ∆x)nO(|ξ∆x|H+1)),

where all the O(|ξ∆x|H+1)-terms are independent of n. Due to the fact that ĝ2(0) = 1 − s2 = −1, the formal se-
ries ĝ2(ξ∆x)n contains terms that can oscillate by featuring expressions involving (−1)n , and the term at order
h ∈ J0,+∞J grows with n at most as a polynomial of degree h in n. We indicate this fact using the notation
ĝ2(ξ∆x)n =∑h=+∞

h=0 O(nh)(ξ∆x)h . Therefore

ĝ2(ξ∆x)nO(|ξ∆x|H+1) =
+∞∑

h=H+1
O(nh−H−1)(ξ∆x)h .

As previously acknowledged, since |ĝℓ(0)| < 1 for ℓ ∈ J3,Q+1K, we deduce that limn→+∞ ĝℓ(ξ∆x)n = 0 for ℓ ∈ J3,Q+
1K. This ensures that

ĝ[n](ξ∆x) = ĝ1(ξ∆x)n
(
1+

+∞∑
h=H+1

O(nh−H−1)(ξ∆x)h
)
.

Utilising the usual trick, we have

lim
n→+∞∂t = λ

∆x
lim

n→+∞
1

n
log(ĝ[n](ξ∆x)) = λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞
1

n
log

(
1+

+∞∑
h=H+1

O(nh−H−1)(ξ∆x)h
))

= λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞
1

n

+∞∑
h=H+1

O(nh−H−1)(ξ∆x)h
)
= λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞
+∞∑

h=H+1
O(nh−H−2)(ξ∆x)h

)
= λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞

(
O(n−1)(ξ∆x)H+1 +

+∞∑
h=H+2

O(nh−H−2)(ξ∆x)h
))

= λ

∆x

(
log(ĝ1(ξ∆x))+ lim

n→+∞
+∞∑

h=H+2
O(nh−H−2)(ξ∆x)h

)
,

achieving the demonstration.

4.8 Conclusions
In this Section 4, we have proposed a way of linking the initial datum of the lattice Boltzmann schemem(0, ·) to the initial
datum u◦ of the Cauchy problem (2). This allowed us to propose a modified equation analysis of the initialisation phase—
see Proposition 1 and Proposition 2—making the study of the real behaviour of the numerical schemes possible and find the
constraints—see Corollary 1 and Corollary 2— under which the initialisation schemes are consistent with the same equation
(1) as the bulk scheme, preventing from having order reductions. We have also stressed that controlling the behaviour of
the scheme inside the initialisation layer implies a control on the numerical scheme eventually in time (Proposition 3).
The general computations have been done until order O(∆x) but can be carried further to O(∆x2) and above for specific
schemes, as in Section 5 and Section 6. This provides additional information on other features of the schemes close to the
beginning of the simulation, such as dissipation and dispersion.
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5 Examples and numerical simulations
Section 5 first aims at checking the previously introduced theory concerning consistency on actual numerical simulations on
the D1Q2 (cf. Example 1). Moreover, the computations of the modified equation shall be pushed one order further providing
the dissipation of the starting schemes, the impact of which is precisely quantified on the numerical experiments for a D1Q2
and D1Q3 scheme. Finally, the example of D1Q3 scheme paves the way for the general discussion of Section 6 concerning
a more precise counting of the number of initialisation schemes, with important consequences on the dissipation of the
numerical schemes. We utilize 1d schemes in order to illustrate how to employ the previously developed tools in the most
simple fashion. However, they can be used to deal with any spatial dimension d = 1,2,3, with computations becoming
more and more involved as the complexity of the scheme grows, due to the role of parasitic eigenvalues.

5.1 Two-velocities D1Q2 scheme
Consider the scheme from Example 1. The modified equation of the bulk Finite Difference scheme reads as in [Graille, 2014]
and Theorem 1

∂tφ(t , x)+λϵ2∂xφ(t , x)−λ∆x
( 1

s2
− 1

2

)
(1−ϵ2

2)∂xxφ(t , x) =O(∆x2), (t , x) ∈R+×R, (35)

thus to be consistent with the Cauchy problem (1), one takes ϵ2 =V /λ. For s2 < 2, the bulk Finite Difference scheme is first-
order accurate, thus initialisation schemes which are non-consistent with the target conservation law—i.e. indeed violating
(18) or (25)—do not degrade the order of convergence. For s2 = 2, the bulk Finite Difference scheme is second-order accurate,
thus consistent initialisation schemes are needed, i.e. verifying (18) or (25). Observe that the scheme is L2 stable according
to von Neumann (i.e. the roots of the amplification polynomial of the bulk Finite Difference scheme are inside the unit disk
and those on the unit disk are simple) under the conditions ([Graille, 2014] and Appendix A)

s2 ∈]0,2], and
{
|ϵ2| ≤ 1, if s2 ∈]0,2[,

|ϵ2| < 1, if s2 = 2.
(36)

The second conditions are the Courant-Friedrichs-Lewy (CFL) condition, which is known to be strict for the leap-frog
scheme.

We consider five different choices of initialisation schemes. They are designed to showcase different facets of the
previous theoretical discussion. More precisely, the first initialisation is the one where all data are taken at equilibrium,
which is likely the most common way of initializing lattice Boltzmann schemes [Graille, 2014, Caetano et al., 2023]. The
second and the third initialisations both render a forward centered scheme as initialisation scheme, whichwould be unstable
if used as bulk scheme. Still, these two initialisations yield different outcomes for the associated numerical simulations and
our theory accounts for this phenomenon. The fourth initialisation aims at obtaining a Lax-Wendroff initialisation scheme,
which allows to study the effect of a second-order initialisation scheme. Finally, the fifth initialisation is inspired by works
from the literature [Van Leemput et al., 2009].

• Lax-Friedrichs scheme (LF), a first-order consistent scheme which we shall obtain using the local initialisation

w1 = 1, w2 = ϵ2. (37)

Except when s2 = 1 (where Q = 0), the dissipation of the bulk Finite Difference scheme is not matched by the one of
the Lax-Friedrichs scheme.

• Forward centered scheme (FC). This is a first-order consistent scheme which is unstable even under CFL condi-
tion (36) if used as bulk scheme, due to its negative dissipation. Still, it is perfectly suitable for the initialisation of
the method (see [Strikwerda, 2004, Chapter 10]). Its diffusivity shall not match the one of the bulk Finite Differ-
ence scheme, see (35). This initialisation scheme cannot stem from a local initialisation, i.e. w1,w2 ∈R, since the only
first-order consistent initialisation scheme that can be obtained in this way is the Lax-Friedrichs scheme (37). We
could unsuccessfully try to generate it by a local initialisation of the conserved moment, that is w1 = 1 and prepared
initialisation of the non-conserved one, thusw2 ∈R[x1,x−1

1 ]. Considering—see Appendix B for the details—a prepared
initialisation for both moments, thus w1,w2 ∈R[x1,x−1

1 ], several choices are possible to recover this scheme. One is

w1,±1 = 1

2
, w2,±1 =∓ 1± s2ϵ2

2(1− s2)
, w2,0 = ϵ2

1− s2
, (38)

with the notation by (22) and agrees with (23), (24) and (25). Another possible choice to obtain the desired scheme
would be

w1,±2 =±ϵ2

2
, w1,±1 = 1

2
, w2,±2 =−ϵ2(1± s2ϵ2)

2(1− s2)
, w2,±1 =∓ 1± s2ϵ2

2(1− s2)
. (39)
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Table 1: Expected orders of convergence in ∆x for the D1Q2 scheme.

Test Bulk scheme 1st order (0 < s2 < 2) Bulk scheme 2nd order (s2 = 2)
(a) - (42) order 1/4 order 1/3
(b) - (43) order 3/4 order 1
(c) - (44) order 1 order 5/3
(d) - (45) order 1 order 2

However, this initialisation yields only (23) but does not fulfill either (24) or (25). This means that in this case m1

is initialized as a first-order perturbation of the datum of the Cauchy problem (2) and that m2 is not initialized at
equilibrium at leading order.

• Lax-Wendroff scheme (LW). This is a second-order consistent scheme with no dissipation, thus matches the diffu-
sivity of the bulk Finite Difference scheme only when s2 = 2. Remark that since the bulk scheme is at most second-
order accurate, it is somehow excessive to initialize with a scheme of the same order. Following an analogous proce-
dure to the centered forward scheme, one possible initialisation is w1,w2 ∈R[x1,x−1

1 ] with

w1,±1 =
1−ϵ2

2

2
, w1,0 = ϵ2

2, w2,±1 =∓ (1± s2ϵ2)(1−ϵ2
2)

2(1− s2)
, w2,0 =

ϵ2(1− s2ϵ
2
2)

1− s2
, (40)

according to (22), which respects (23), (24) and (25). Again, it is also possible to generate initialisations yielding this
scheme which do not fulfill (24) and (25).

• Smooth initialisation inspired by [Van Leemput et al., 2009] (RE1). The idea of this initialisation is to make the
most of the terms in the modified equation of the initialisation schemes and that of the bulk Finite Difference scheme
to match, if possible, without modification of the conserved moment, that is w1 ∈ R. In particular, in our case, this
allows to match the numerical diffusion coefficient between the two schemes for every s2 ∈]0,2], as we shall see.
We adapt Equation (13) from [Van Leemput et al., 2009] by discretising the continuous derivative by a second-order
centered formula, having

w1 = 1 and w2 ∈R[x1,x−1
1 ], where w2,±1 =±1−ϵ2

2

2s2
, w2,0 = ϵ2, (41)

according to (22). This initialisation fulfills (23), (24) and (25).

5.1.1 Study of the order of convergence

To empirically analyze the preservation of the order of the bulk Finite Difference scheme, we consider the following initial
data with different smoothness

(a) u◦(x) =χ|x|≤1/2(x) ∈ Hσ, for any σ<σ0 = 1/2. (42)
(b) u◦(x) = (1−2|x|)χ|x|≤1/2(x) ∈ Hσ, for any σ<σ0 = 3/2. (43)
(c) u◦(x) = cos2 (πx)χ|x|≤1/2(x) ∈ Hσ, for any σ<σ0 = 5/2. (44)
(d) u◦(x) = exp

(−1/(1−|2x|2)
)
χ|x|≤1/2(x) ∈C∞

c , (45)

issued from [Bellotti et al., 2022]. As common in the linear framework, we monitor the L2 errors. We simulate for λ = 1,
ϵ2 =V /λ= 1/2 with final time 1/2 and on a bounded domain [−1,1] with periodic boundary conditions.

We expect the scheme to be convergent following the orders given in Table 1 [Strikwerda, 2004, Bellotti et al., 2022]
and observe orders exceeding one provided that both following conditions are met:

1. the initialisation scheme is at least first-order consistent with the Cauchy problem (1);

2. the initial filter on the initial datum w1 is such that ω(1)
1 = 0, meaning that it perturbs from O(∆x2) or for higher

orders.

The results are in agreement with the theory. We just present few of them for the sake of avoiding redundancy, in
particular, those concerning the forward centered initialisation schemes (38) and (39) given in Figure 3. As expected,
despite the fact that the obtained initialisation scheme is the same, (39) pollutes the initial datum with respect to the one
from the Cauchy problem (2) due to a first-order term ω(1)

1 ̸= 0. Hence, even for s2 = 2, the order of convergence is lowered.
We shall reinterpret why (39) yields a poor behaviour.
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Initialisation (38)

10−3 10−2 10−1
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∆x
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(c)
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∆x
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10−3

(d)
∆x2 ∆x

Initialisation (39)
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Figure 3: L2 errors at the final time for two forward centered initialisations (38) (top) and (39) (bottom). Since the letter
irremediably perturbs the conserved moment feeding the bulk Finite Difference scheme, the orders of convergence above
one are lowered. Color legend for the relaxation parameter s2: • for s2 = 1.1, • for s2 = 1.2, • for s2 = 1.4, • for s2 = 1.6,• for s2 = 1.8, and • for s2 = 2.
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5.1.2 Study of the time smoothness of the numerical solution

0 1 2

t

−0.02

0.00

0.02

0.04 LF init.

FC init.

LW init.

CR0 init.

RE1 init.

0 1 2

t

−0.02

0.00

0.02

0.04 CR1 init. RE1 init.

Figure 4: Test for the smoothness in time close to t = 0 for s2 = 1.99: difference between exact and numerical solution at
the eighth lattice point.

0 1 2

t

−0.025

0.000

0.025

0.050

D1Q2 (LF init.)

D1Q2 (FC init.)

D1Q2 (LW init.)

Leap-Frog (LW init.)

D1Q2 (RE1 init.)

Figure 5: Test for the smoothness in time close to t = 0 for s2 = 2: difference between exact and numerical solution at the
eighth lattice point. Compared to Figure 4, CR0 and CR1 from [Van Leemput et al., 2009] cannot be used.

We have observed that the only proposed initialisation matching the dissipation of the bulk scheme for every s2 ∈]0,2]
is the one given by (41). To confirm that this is the origin of its good performances in term of time smoothness of the
discrete solution close to the initial time, we repeat the numerical experiment found in [Van Leemput et al., 2009]. The
simulation is carried on the periodic domain [0,1] discretized with ∆x = 1/30, s2 = 1.99, λ = 1 and ϵ2 = V /λ = 0.66. The
initial datum of the Cauchy problem is u◦(x) = cos(2πx).

We initialize using the Lax-Friedrichs initialisation (37) (coinciding with what [Van Leemput et al., 2009] calls RE0
scheme), the forward centered initialisation (38), the Lax-Wendroff initialisation (40), the RE1 initialisation (41) and the
implicit initialisations CR0 and CR1 proposed in [Van Leemput et al., 2009], which are not detailed here. We measure the
difference between the exact solution and the approximate solution at the eighth cell of the lattice. The results are given
in Figure 4 and are in accordance with the previous analysis as well as the computations in [Van Leemput et al., 2009].
Indeed, since the dissipation of the bulk Finite Difference scheme is almost zero for s2 = 1.99, the Lax-Wendroff scheme is
supposed to almost match this dissipation. However here, the same phenomenon that took place in Section 5.1.1 at leading
order for the forward centered initialisation between (38) and (39), due to the introduction of a first-order perturbation
on the conserved moment, now takes place for (40), because it introduces a second-order perturbation on the conserved
momentm1 feeding the multi-step bulk Finite Difference scheme (10), namely ω(2)

1 ̸= 0. Taking s2 = 2, hence no dissipation
from the bulk scheme, we obtain the result in Figure 5, which is not different from the previous one (notice that here the
implicit initialisation RE1 cannot be utilized). In this Figure, we have also repeated the simulation using a leap-frog scheme
(coinciding with the bulk Finite Difference scheme) initialized with a Lax-Wendroff scheme, which conversely leads the
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expected smoothness, since we do not have to filter the initial datum of the Cauchy problem.

5.1.3 Theoretical analysis using the modified equations

Let us proceed to a more quantitative study of what can be observed in Figure 4 and Figure 5. To this end, we push the
computation of the modified equation of the starting schemes for n ∈N∗ to order O(∆x2). At the end of this section, we will
fully justify why this procedure allows us to study the behavior of the numerical solution even when we cannot suppose
that it is smooth in the time variable, which seems to be the case for the previous numerical experiments. To complete the
previous computations, we are left to consider

(En)(2) =∑
{per. of E (0) (n −1 tm.) and E (2) (once)}+∑

{per. of E (0) (n −2 tm.) and E (1) (twice)}

=∑ℓ=n−1
ℓ=0 (E (0))ℓE (2)(E (0))n−1−ℓ+∑ℓ=n−2

ℓ=0

∑p=n−2−ℓ
p=0 (E (0))ℓE (1)(E (0))pE (1)(E (0))n−2−ℓ−p .

Using the matrix from the particular D1Q2 scheme, we obtain for every n ∈N∗

(En)(2)
11 =

(n

2
+∑ℓ=n−2

ℓ=0

∑p=n−1−ℓ
p=1 (1− s2)p

+ϵ2
2

∑ℓ=n−2
ℓ=0

∑p=n−2−ℓ
p=0

(
s2

2 + s2(1− s2)πn−2−ℓ−p (s2)+ (1− s2)πp (s2)πn−1−ℓ−p (s2)
))
∂xx ,

and

(En)(2)
12 = ϵ2

n−2∑
ℓ=0

n−2−ℓ∑
p=0

(1− s2)n−1−ℓ−pπp+1(s2)∂xx .

For all the initialisations we have considered, we have ω(0)
1 = 1, corresponding to (23). No other assumption is needed

in the following derivation. With the usual procedure, we obtain for n ∈N∗ and x ∈R

∂tφ(0, x)− λ

n

(
(En)(1)

11 + (En)(1)
12ω

(0)
2 +ω(1)

1

)
φ(0, x)

+n
∆x

2λ
∂t tφ(0, x)− λ∆x

n

(
(En)(2)

11 + (En)(2)
12ω

(0)
2 + (En)(1)

11ω
(1)
1 + (En)(1)

12ω
(1)
2 +ω(2)

1

)
φ(0, x) =O(∆x2).

• Lax-Friedrichs (37).

Proposition 5. Under acoustic scaling, the modified equations for the starting schemes for the Lax-Friedrichs initiali-
sation given by (37) are, for n ∈N∗

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)∂xxφ(0, x) =O(∆x2), x ∈R. (46)

Proof. This initialisation fulfils the requirements by Corollary 2, which leads to

∂tφ(0, x)+λϵ2∂xφ(0, x)+n
∆x

2λ
∂t tφ(0, x)− λ∆x

n

(
(En)(2)

11 + (En)(2)
12 ϵ2

)
φ(0, x) =O(∆x2), (47)

for n ∈N∗ and x ∈R. Using the previous order to get rid of the second-order time derivative ∂t t [Warming and Hyett,
1974, Carpentier et al., 1997, Dubois, 2008, Dubois, 2021] boils down to

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(
−n

2
ϵ2

2∂xx + 1

n

(
(En)(2)

11 + (En)(2)
12 ϵ2

))
φ(0, x) =O(∆x2),

for n ∈N∗ and x ∈R. We are left to deal with the diffusion term, for n ∈N∗

(En)(2)
11 + (En)(2)

12 ϵ2 =
(n

2
+

n−2∑
ℓ=0

n−1−ℓ∑
p=1

(1− s2)p +ϵ2
2

n−2∑
ℓ=0

n−2−ℓ∑
p=0

(
s2

2 + s2(1− s2)πn−2−ℓ−p (s2)

+ (1− s2)πp (s2)πn−1−ℓ−p (s2)+ (1− s2)n−1−ℓ−pπp+1(s2)
))
∂xx .

Using the expression for πℓ to handle the last term shows that

(En)(2)
11 + (En)(2)

12 ϵ2 =
(n

2
+

n−1∑
ℓ=1

(n −ℓ)(1− s2)ℓ+ϵ2
2

(n(n −1)

2
−

n−1∑
ℓ=1

(n −ℓ)(1− s2)ℓ
))
∂xx ,
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Figure 6: Plot of the polynomial 1/2+∑ℓ=n−1
ℓ=1 (1−ℓ/n)(1− s2)ℓ appearing in (46) for different n compared to 1/s2 − 1/2

(bulk).

for n ∈N∗. Plugging into the expansion (47) provides

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)∂xxφ(0, x) =O(∆x2), n ∈N∗,

for x ∈R.

This proves once more that the origin of the initial boundary layer is the mismatch in the dissipation coefficient of
the scheme, see Figure 6. Of course, it must be kept in mind that these expansions are meaningful as long as n∆t ≪ 1,
this is, for small times. However, from the simulations and Figure 6, we see that the boundary layer damps in time,
since the dissipation coefficient in (46) converges to the bulk one in (35) by taking the formal limit n →+∞:

lim
n→+∞

(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
= lim

n→+∞

(1

2
+ (1− s2)n+1

ns2
2

− (1− s2)

ns2
2

+ (1− s2)

s2

)
= 1

s2
− 1

2
,

unsurprisingly by virtue of Proposition 4. We see that—as previously claimed—this formal limit holds regardless of
the fulfilment of the CFL condition. However, it strongly depends on the fact that s2 ≤ 2, otherwise, it would not hold
and indeed exponentially diverge. We can also study the behaviour for s2 ≃ 2:

lim
s2→2−

1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ = 1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(−1)ℓ = 1− (−1)n

4n
=

{
0, for n even,

1
2n , for n odd,

for n ∈N∗. This explains why the errors in Figure 4 and Figure 5 are close to the ones of RE1 (41) (up to high order
contributions) for even time steps. On the one hand, for n even, the dissipation of the bulk Finite Difference scheme
is matched by the starting schemes, producing good agreement. On the other hand, for n odd, the dissipation is
strictly positive, though decreasing linearly with n, creating the jumping behaviour of the errors. This suggests that
the damping of the initial boundary layer should be proportional to t−1 and explains the discrepancies with respect
to RE1 (41) for the odd time steps. Finally, observe that this decoupling—even as far as the dissipation is concerned—
between even and odd time steps for s2 = 2 is expected since the bulk Finite Difference scheme is a leap-frog.

• Forward centered scheme (38). We have, see Appendix C for the proof:

Proposition 6. Under acoustic scaling, the modified equations for the starting schemes for the forward centered initial-
isation given by (38) are, for n ∈N∗

∂tφ(0, x)+λϵ2∂xφ(0, x) (48)

−λ∆x
((1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))
∂xxφ(0, x) =O(∆x2),

with x ∈R.
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Again, according to Proposition 4, the bulk viscosity coefficient is asymptotically reached, since

lim
n→+∞

((1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))
=

( 1

s2
− 1

2

)
(1−ϵ2

2).

Concerning the behaviour close to s2 ≃ 2, we have

lim
s2→2−

((1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))

= (1− (−1)n)

4n
(1−ϵ2

2)+ (−1)n

2n
=

{
1

2n , for n even,

− ϵ2
2

2n , for n odd,

for n ∈ N∗. We observe that the even steps of starting schemes have the same diffusivity as the odd steps for the
Lax-Friedrichs initialisation (37), whereas the odd ones have negative diffusivity, which remains from having an
initialisation scheme with negative dissipation, coupled with the fact that the bulk Finite Difference scheme is a
leap-frog scheme. The question which might be risen is on how the overall scheme can remain stable. In terms of
Finite Differences, the choice of initial datum only changes the spectrum of the data feeding the bulk Finite Differ-
ence scheme, which is stable under (36), for every initial datum. Concerning the previous computation, we have that
under the CFL condition −ϵ2

2/(2n) ≥−1/(2n), hence steps with negative dissipation are compensated by steps with
sufficiently positive dissipation, yielding an overall stable scheme.

• Forward centered scheme (39). For this scheme, it is useless to analyze until second order because we know that
issues start at O(∆x), see Section 5.1.1. We have, see Appendix C:

Proposition 7. Under acoustic scaling, the modified equations for the starting schemes for the forward centered initial-
isation given by (39) are, for n ∈N∗

∂tφ(0, x)+λϵ2

(
1+ 2

n

(
1−

n−1∑
ℓ=0

(1− s2)ℓ
))
∂xφ(0, x) =O(∆x), x ∈R.

Unsurprisingly, the initialisation scheme is consistent (n = 1), but the general starting schemes (n > 1) are not. This
does not prevent the overall scheme to converge, since ω(0)

1 = 1 but only at first-order even when s2 = 2, see Figure 3.
Following Proposition 4

lim
n→+∞

(
1+ 2

n

(
1−

n−1∑
ℓ=0

(1− s2)ℓ
))

= 1.

• Lax-Wendroff (40). We have, cf. Appendix C:

Proposition 8. Under acoustic scaling, the modified equations for the starting schemes for the Lax-Wendroff initialisa-
tion given by (40) are, for n ∈N∗

∂tφ(0, x)+λϵ2∂xφ(0, x) (49)

−λ∆x
(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))

(1−ϵ2
2)∂xxφ(0, x) =O(∆x2),

for x ∈R.

As expected, the dissipation coefficients tend to the one of the bulk scheme for n →+∞ and for s2 ≃ 2, we find

lim
s2→2−

(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))

(1−ϵ2
2) = 1+ (−1)n

4n
=

{
1

2n , for n even,

0, for n odd,

for n ∈ N∗. This is the opposite situation compared to the Lax-Friedrichs initialisation (37) and again justifies the
jumping behaviour compared to RE1 (41), see Figure 4 and Figure 5. Moreover, we further understand why we
still observe the boundary layer: even if the initialisation scheme matches the zero diffusivity of the bulk scheme,
the second-order modification ω(2)

1 ̸= 0 we have imposed on the initial datum to obtain such initialisation scheme
reverberates over the following (even) time steps.

• Smooth initialisation RE1 (41).
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Proposition 9. Under acoustic scaling, the modified equations for the starting schemes for the RE1 initialisation given
by (41) are, for n ∈N∗

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
( 1

s2
− 1

2

)
(1−ϵ2

2)∂xxφ(0, x) =O(∆x2), x ∈R.

Proof. In Appendix C, we obtain that

∂tφ(0, x)+ϵ2∂xφ(0, x)−λ∆x
(1

2
−

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

ns2

n∑
ℓ=1

(1− s2)ℓ
)
(1−ϵ2

2)∂xxφ(0, x) =O(∆x2). (50)

One can easily show by induction that

1

2
−

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

ns2

n∑
ℓ=1

(1− s2)ℓ = 1

s2
− 1

2
, n ∈N∗,

yielding the same modified equation as the bulk Finite Difference scheme.

This explains, oncemore, the smooth behaviour observed in Figure 4 and Figure 5 and also shows an actual application
of Proposition 3 for H = 2. The smooth behavior comes from the fact that the schemes dissipate in the same way—
which is the same as the bulk scheme—regardless of the time indices n.

Remark 2 (Justification on the use of the modified equations). Observe that we can employ the modified equations—as we
did—to assess the behavior of the schemes, in particular as far as time oscillatory (thus non-smooth) boundary layers are
concerned, because even if these modified equations boil down to a low-frequency analysis in space, they are obtained
without any approximation for the time variable, since we keep the discrete time indices n, and no smoothness assumption
or Taylor expansion with respect to the time variable is done.

5.2 Three-velocities D1Q3 scheme
The previous case of D1Q2 scheme suggests that particular care must be adopted when prepared initialisations for the
conserved moment m1 are used (i.e. w1 ∈ R[x1,x−1

1 ]). Therefore, in what follows, we treat only local initialisations for any
moment. We are now interested in equating the dissipation of the initialisation schemes with the one of the bulk scheme
for a richer scheme: the D1Q3. In particular, we look for a full characterisation of the conditions under which w1,w2,w3 ∈R
yield initialisation schemes with the same dissipation as the bulk Finite Difference scheme.

5.2.1 Description of the scheme

We consider the D1Q3 scheme [Dubois et al., 2020, Bellotti et al., 2022], having d = 1, q = 3, c1 = 0, c2 = 1, c3 =−1 and

M =
 1 1 1

0 1 −1
−2 1 1

 , T=
 1

3 (2S(x1)+1) A(x1) 1
3 (S(x1)−1)

2
3A(x1) S(x1) 1

3A(x1)
2
3 (S(x1)−1) A(x1) 1

3 (S(x1)+2)

 , K =
 1 0 0

s2ϵ2 1− s2 0
s3ϵ3 0 1− s3

 .

The modified equation of the bulk Finite Difference scheme from Theorem 1 is

∂tφ(t , x)+λϵ2∂xφ(t , x)−λ∆x
( 1

s2
− 1

2

)(2

3
−ϵ2

2 +
ϵ3

3

)
∂xxφ(t , x) =O(∆x2), (t , x) ∈R+×R. (51)

To have a stable bulk method in the L2 metric, the dissipation coefficient must not be negative, hence ϵ3 < −2+ 3ϵ2
2 is

forbidden, because the modulus of the consistency (or “physical”) eigenvalue would initially increase above one for small
wavenumbers, causing the bulk Finite Difference scheme to be unstable. Sufficient conditions are more involved to deter-
mine but can be checked numerically. Observe that the (51) does not depend on the choice of s3. To obtain consistency
with (1), we have to enforce ϵ2 =V /λ. Furthermore, two leverages are available to make the bulk Finite Difference scheme
second-order consistent with the (1), namely taking s2 = 2 or s2 ∈]0,2[ and ϵ3 =−2+3ϵ2

2.
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5.2.2 Conditions to achieve time smoothness of the numerical solution

Assuming that s2, s3 ̸= 1, we have that Q = 2, thus two initialisation schemes are to consider. Their modified equations,
computed with the previous techniques and considering local initialisations following the conditions by Corollary 1—i.e.
w1 = 1 and w2 = ϵ2—are as follows.

• First initialisation scheme: (9) for n = 1

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(1

3
− ϵ2

2

2
+ s3ϵ3

6
+ (1− s3)w3

6

)
∂xxφ(0, x) =O(∆x2), x ∈R. (52)

This scheme makes sense as initialisation scheme unless both s2 = s3 = 1 (i.e. Q = 0), where we observe that the
diffusion coefficient in (52) becomes equal to the one from (51). In this case, the choice of w3 is unimportant, as
expected.

• Second initialisation scheme: (9) for n = 2

∂tφ(0, x)+λϵ2∂xφ(0, x)

−λ∆x
( (2− s2)

3
+ (s2 −2)ϵ2

2

2
+ s3(5−2s2 − s3)ϵ3

12
+ (1− s3)(4−2s2 − s3)w3

12

)
∂xxφ(0, x) =O(∆x2), (53)

for x ∈ R. In the case where both s2 = s3 = 1 (Q = 0), we have the previously described situation. Taking s2 ̸= 1 and
s3 = 1 (Q = 1), we obtain the modified equation of the first starting scheme which is not an initialisation scheme

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆xs2

( 1

s2
− 1

2

)(2

3
−ϵ2

2 +
ϵ3

3

)
∂xxφ(0, x) =O(∆x2), x ∈R,

which equals (51) up to the multiplication of the diffusion coefficient by s2. This discrepancy is the remaining contri-
bution of the initialisation on the evolution of the solution, as we have already observed for the D1Q2 in Section 5.1
for all initialisation except (41). Taking s2 = 1 and s3 ̸= 1 (Q = 1), we have

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(1

3
− ϵ2

2

2
+ s3(3− s3)ϵ3

12
+ (1− s3)(2− s3)w3

12

)
∂xxφ(0, x) =O(∆x2),

for x ∈R, which is utterly different from (51): the choice of initialisation w3 and the relaxation parameter s3 influence
the diffusivity, contrarily to (51).

Remark 3. The previous discussion again confirms that, for starting schemes which are not initialisation schemes, the
choice of initialisations and relaxation parameters can change the modified equations compared to the bulk Finite Dif-
ference scheme and thus the dynamics of the method close to the beginning of the simulation. Moreover, even some
parameters that do not influence the modified equation of the bulk Finite Difference scheme at a given order (see s3 in this
example) impact the modified equations of the starting schemes. This is due to the role of the parasitic eigenvalues in the
initialisation process.

According to Proposition 3, it is enough to study the order O(∆x2) for the initialisation schemes to deduce the modified
equations for any starting scheme. In order to match the diffusivity in both initialisation schemes, we set the following
system 

1
3 −

ϵ2
2

2 + s3ϵ3
6 + (1−s3)w3

6 =
(

1
s2
− 1

2

)(
2
3 −ϵ2

2 + ϵ3
3

)
,

(2−s2)
3 + (s2−2)ϵ2

2
2 + s3(5−2s2−s3)ϵ3

12 + (1−s3)(4−2s2−s3)w3
12 =

(
1
s2
− 1

2

)(
2
3 −ϵ2

2 + ϵ3
3

)
.

(54)

We have to interpret ϵ2 as fixed by the target problem and ϵ3 as well as s2 by the choice of numerical dissipation of the
bulk Finite Difference scheme, i.e. the right hand sides in (54). Therefore, the unknowns (or the leverages) are s3 and w3,
forming a non-linear system. Eliminating w3 from the second equation in (54) using the first one yields—following some
algebra—the equation for s3:

(1− s2)
(2

3
−ϵ2

2 +
ϵ3

3

)
s3 = (2− s2)(1− s2)

(2

3
−ϵ2

2 +
ϵ3

3

)
.

We have different cases to discuss which are summarized in Table 2 and which are obtained as detailed in Appendix D.
We solely comment on (c): in [Bellotti et al., 2022], we have found that the choice

s3 = 2− s2, (55)
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Table 2: Different choices of parameters for the D1Q3 scheme ensuring match at order O(∆x2) between initialisation
schemes and bulk Finite Difference scheme.

Factors controlling dissipation Leverages to obtain compatible dissipation

s2 = 1 ϵ3 ≥−2+3ϵ2
2

s3 = 1, any w3 (a)
s3 ̸= 1, w3 = ϵ3 (b)

s2 ̸= 1
ϵ3 >−2+3ϵ2

2 s3 = 2− s2, w3 = (2(−2+3ϵ2
2)+ (s2 −2)ϵ3)/s2 (c)

ϵ3 =−2+3ϵ2
2

s3 = 1, any w3 (d)
s3 ̸= 1, w3 = ϵ3 (e)
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Figure 7: Left: test for smoothness in time close to t = 0 for the case (a) in Table 2: difference between exact and numerical
solution at the eighth lattice point. As expected, regardless of the choice on w3, the profile is smooth. Right: diffusion
coefficient (factor in front of −λ∆x∂xx ) in the modified equations for different n.

could yield a bulk Finite Difference scheme with three stages instead of four, in a way reminiscent of [D’Humières and
Ginzburg, 2009, Kuzmin et al., 2011]. This phenomenon shall be the focus of Section 6. As far as the stability under this
condition is concerned, the analytical conditions in this case are

s2 ∈]0,2], and
{
|ϵ2| ≤ 1, −2+3ϵ2

2 ≤ ϵ3 ≤ 1, if s2 ∈]0,2[,

|ϵ2| < 1, if s2 = 2,

see Appendix E, where in −2 + 3ϵ2
2 ≤ ϵ3 ≤ 1, the left constraint enforces non-negative dissipation (stability for small

wavenumbers) whereas the right one concerns large wavenumbers. Notice that the case s2 = 2 corresponds to s3 = 0,
meaning that m3 is conserved and thus goes against the assumptions of the paper. This particular occurrence will be
discussed in what follows and will prove to be harmless.

5.2.3 Study of the time smoothness of the numerical solution

We repeat the numerical experiment by [Van Leemput et al., 2009] introduced in Section 5.1.2. Only L2 stable configurations
are considered. As long as the dissipation of the bulk Finite Difference scheme is large, time oscillations are damped and
thus cannot be observed even if the diffusivities of the bulk Finite Difference scheme and the initialisation schemes are not
the same. We therefore look for situations where the numerical diffusion is small or zero.

• s2 = 1, ϵ3 = −2+3ϵ2
2, no dissipation, and s3 = 1. This is the framework of (a) (cf. Table 2), where we can consider

arbitrary w3. This case is trivial because Q = 0. We see in Figure 7 that the profile remains smooth no matter the
choice of w3, as predicted by the theory.

• s2 = 1, ϵ3 =−2+3ϵ2
2, no dissipation, and s3 = 1.2, close to one for stability reasons. Thus we are in the setting of (b).

In Figure 8, we see that the choice of w3 changes the outcome, even if the time smoothness seems to be preserved in
both cases. To explain this, on the one hand, we have to take into account that since we are compelled to take s3 close
to one, we are not far from the previous case. On the other hand, even when the dissipation is not matched, it does
not oscillate between time steps, unlike many initialisations for the D1Q2 scheme in Section 5.1. This is confirmed
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Figure 8: Left: test for smoothness in time close to t = 0 for the case (b) in Table 2 (w3 =−0.6932) or violating this condition
(w3 = 10): difference between exact and numerical solution at the eighth lattice point. We observe radical differences in
the profiles but the smoothness is not affected. Right: diffusion coefficient (factor in front of −λ∆x∂xx ) in the modified
equations for different n.
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Figure 9: Left: test for smoothness in time close to t = 0 for the case (c) in Table 2: difference between exact and numerical
solution at the eighth lattice point. The cases where s3 = 0.01 violate the magic relation (55) s2+s3 = 2 withminor influences
on the spurious oscillation, whereas w3 = 0 violates (74), with more tendency towards an initial boundary layer. Right:
diffusion coefficient (factor in front of −λ∆x∂xx ) in the modified equations for different n.

26



by the right image in Figure 8: the diffusivity behaves smoothly in n and tends monotonically and quite rapidly to
the bulk vanishing one.

• s2 = 1.99, almost zero dissipation. We test (c), since (d) and (e) cannot be considered for stability reasons. In Figure 9,
we observe that violating the magic relation (55) still enforcing (74) does not produce large spurious oscillations,
likely because this has limited effects on the diffusion coefficient. Quite the opposite, violating (74) both with and
without (55) produces an initial oscillating boundary layer. This is corroborated by the right image in Figure 9, where
the reason for the observed oscillations is the highly non-smooth behaviour of the diffusion coefficient in n, as a
result of having taken s2 ≃ 2.

5.3 Conclusions
In this Section 5, we have observed in practice that the conditions to obtain consistent starting schemes found in Section 4
preserve second-order convergence when the bulk scheme is second-order consistent. Using an additional order for the
modified equations introduced in Section 4, we obtain an extremely precise description of the behaviour of the D1Q2 close
to the initial time, according to the initialisation at hand. The same has been done for a D1Q3 scheme. Finally, discussing
the conditions to have the same dissipation between initialisation and bulk schemes for the D1Q3 has made the magic
relations (55) known in the literature [D’Humières and Ginzburg, 2009, Kuzmin et al., 2011] turn up once more [Bellotti
et al., 2022]. The investigation of these relations is central in the following Section 6.

6 A more precise evaluation of the number of initialisation schemes
In Section 4, we have observed that describing the behaviour of general lattice Boltzmann schemes close to the initial time
above O(∆x) order—using the modified equations—seems out of reach, due to the presence of many parasitic modes in
the system. The question which we try to answer here—inspired by the findings on the D1Q3 in Section 5.2—concerns the
existence of vast classes of lattice Boltzmann schemes for which a detailed description of the behaviour of the initialisation
schemes is indeed possible. The idea is to investigate the possibility of having, from a purely algebraic standpoint, a very
small number of initialisation schemes to be considered, or equivalently, a large number of trivial eigenvalues. For example,
this would allow to avoid dealing—when trying to have the same dissipation coefficient between initialisation and bulk—
with large non-linear systems such as (54), where the number and the complexity of equations growwithQ . The conditions
to control the initialisation until a certain order in ∆x could be simpler thanks to the fact that we have a small number
of initialisation steps. In this way, if something similar to Proposition 3 was valid, we could conclude that this control is
enough to master the dynamics of the scheme at the considered orders eventually in time.

6.1 Lattice Boltzmann schemes as dynamical systems and observability
A preliminary step in this direction is to consider any lattice Boltzmann scheme Algorithm 1 as a linear time-invariant
discrete-time system

zm(t , x) =Em(t , x), (t , x) ∈∆tN×∆xZd ,

m(0, x) given for x ∈∆xZd ,

where the output is y =Cm with matrix C of appropriate dimension. Since, from the very beginning of the paper, we are
solely interested in the conserved moment m1, we select C = et1 ∈Rq . As we already pointed out, see (9)

y(n∆t , x) =m1(n∆t , x) = (Enm)1(0, x) =CEnm(0, x), n ∈N, x ∈∆xZd ,

thus we introduce the observability matrix of the system

Ω :=


C

CE
...

CEq−1

 ∈Mq (R[x1,x−1
1 , . . . ,xd ,x−1

d ]).

If the system were set on a field (e.g. Ω ∈Mq (R) or Ω ∈Mq (C)), it would be customary to call the system “observable” if
and only if rank(Ω) = q . This would mean that we could reconstruct the initial data m(0) from the observation of y =m1

at times n ∈ J0, qJ. Quite the opposite, in our case, since the non-zero entries of Ω are in general not invertible (for d = 1,
S(x1) and A(x1) are examples of this), we cannot proceed in the same way, because the observability matrix Ω can never
be a unit.
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For systems over commutative rings, different definition of observability are available in the literature: we list a few of
them in the following Definition.

Definition 2 (Observability). The system is said to be

• “observable” according to [Brewer et al., 1986, Theorem 2.6], if the application represented by the left action of Ω is
injective.

• “observable” according to [Fliess and Mounier, 1998], if Ω has left inverse.

• “hyper-observable” according to [Fliess and Mounier, 1998], if the unobservable sub-space N := ker(Ω)—where op-
erators act on lattice functions1—is trivial: N = {0}.

Furthermore, [Brewer et al., 1986, Theorem 2.6] gives the following criterion to check observability.

Theorem 2 ([Brewer et al., 1986] Observability criterion). The system is “observable” according to [Brewer et al., 1986] if and
only if the ideal of R[x1,x−1

1 , . . . ,xd ,x−1
d ] generated by det(Ω) is such that its annihilator is zero.

We also define the “observability index” o ≤Q +1 mimicking the definition for systems over fields as

o := max
ℓ∈N

rank(Ωℓ), where Ωℓ :=


C

CE
...

CEℓ−1

 ∈Mℓ×q (R[x1,x−1
1 , . . . ,xd ,x−1

d ]),

and rank(·) stands for the row rank of a matrix over a ring according to Definition 10.6 in [Blyth, 2018].
Example 4. Considering Example 1 treated in Section 5.1, we have that

Ω=
[

1 0
S(x1)+ s2ϵ2A(x1) (1− s2)A(x1)

]
,

hence o = Q + 1 = 2 if s2 ̸= 1 and o = Q + 1 = 1 if s2 = 1. When s2 = 1, we have N = {(0,m2)t : for arbitrary m2 =
m2(x) lattice function}, which adheres to the intuition that we cannot know the non-conserved moment m2 by looking at
the conserved moment m1 if the relaxation is made on the equilibrium, regardless of the structure of m2. When s2 ̸= 1,
we have N = {(0,m2)t : for any m2 =m2(x) lattice function such that A(x1)m2 = 0}. We see that the unobservable sub-
space is non-trivial even when o = q = 2, contrarily to the case of systems with matrix E and Ω with entries in a field.
The unobservable states are those in which the first component is zero and the discrete derivative A(x1) of the second
component is zero everywhere, for example because the second component is constant or takes one given value on all even
point and another one on all odd point. The interesting reader can consult Appendix F to find a numerical experiment
showcasing the structure of N for this scheme. We finally comment on the notions from Definition 2.

• det(Ω) = (1− s2)A(x1), thus the ideal to consider (cf. Theorem 2) is {d(1− s2)A(x1) : d ∈ R[x1,x−1
1 ]}. On the one

hand, if s2 = 1, then any operator in R[x1,x−1
1 ] multiplied at the left of any element of the ideal is an annihilator, thus

the system is not observable according to [Brewer et al., 1986]. On the other hand, if s2 ̸= 1, then the only element
annihilating any element of the ideal is zero, thus the system is observable according to [Brewer et al., 1986].

• For any s2, we see thatΩ does not admit left inverse, therefore it is not observable according to [Fliess and Mounier,
1998].

• For any s2, the system is not hyper-observable according to [Fliess and Mounier, 1998] due to the non-trivial N .

For these reasons, we infer that the observability according to [Brewer et al., 1986] is the one more closely adhering—
between those issued from Definition 2—to our definition of observability index o.
Remark 4 (Regularized lattice Boltzmann schemes and similar models). We observe that the so-called “regularized” lattice
Boltzmann schemes [Coreixas et al., 2017, Coreixas et al., 2019], where the relaxation rates of the non-hydrodynamic mo-
ments are set to one, and approaches where all relaxation parameter equals one, like “Finite Boltzmann” schemes [Van der
Sman, 2006], “macroscopic lattice Boltzmann” methods [Zhou, 2020] and “simplified” lattice Boltzmann methods [Chen
et al., 2017], are somehow trivial examples of unobservable schemes. Non-trivial examples of unobservable schemes will
be introduced in Section 6.2 and Section 6.3. Indeed, we can see from Section 2 and Section 3 that since Q < q −1, because
the non-hydrodynamic (respectively, all the non-conserved) moments relax to their equilibrium, we have that o < q and
the initialization of the non-hydrodynamic (respectively, all the non-conserved) moments does not impact the numerical
scheme.

1Observe that the kernel is the left null space: indeed the left action of elements in R[x1,x−1
1 , . . . ,xd ,x−1

d ] can operate both on lattice function and
operators in R[x1,x−1

1 , . . . ,xd ,x−1
d ], whereas the right action is reserved for operators in R[x1,x−1

1 , . . . ,xd ,x−1
d ].
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6.2 Reduced number of initialisation schemes for non-observable systems
Following the discussion in [Bellotti et al., 2022], we can introduce po ∈ (R[x1,x−1

1 , . . . ,xd ,x−1
d ])o such that

poΩo =−CEo . (56)

The solution of this problem exists thanks to the definition of the observability index o. We then introduce the monic
polynomial (keep in mind that the indices in vectors like po start from one)

Ψo(z) := zo +
o∑

n=1
po,nz

n−1, (57)

which by construction (56) annihilates the first row of E, since C = et1. Moreover, we have shown in [Bellotti et al., 2022]
that Ψo(z) divides det(zI −E), whence if o =Q +1, we naturally have Ψo(z) = zQ+1−qdet(zI −E). We therefore obtain the
following corresponding bulk Finite Difference scheme based on Ψo given by Algorithm 3, coinciding with Algorithm 2
when o =Q +1.

Algorithm 3 Corresponding Finite Difference scheme based on Ψo .
• Given m(0, x) for every x ∈∆xZd .

• Initialisation schemes. For n ∈ J1,o −1K

m1(n∆t , x) =CEnm(0, x), x ∈∆xZd . (58)

• Corresponding bulk Finite Difference scheme. For n ∈ Jo −1,+∞J

m1((n +1)∆t , x) =−
q−1∑

ℓ=q−o
po,o+ℓ+1−qm1((n +ℓ+1−q)∆t , x), x ∈∆xZd . (59)

The lack of observability is indeed the reason why, as previously announced in Section 5.2, one can find a bulk Finite
Difference scheme with less time steps than what is prescribed by the characteristic polynomial of E. From a different
perspective, this is the so-called “pole-zero cancellation” in the transfer function—see for example [Åström and Murray,
2008, Chapter 8.3] or in [Hendricks et al., 2008, Chapter 3.9]—associated with the system and taken from control theory.
In our framework, the transfer function is

H(z) =C

control by equilibria︷ ︸︸ ︷
adj(zI −A)Bϵ

det(zI −A)︸ ︷︷ ︸
state

=C (zI −A)−1Bϵ,

with A :=T(I −S) and B :=TS defined as in [Bellotti et al., 2022, Bellotti, 2023], with E=A+Bϵ⊗e1.
Example 5. We come back to the scheme of Section 5.2 where we have selected s2 + s3 = 2. We also assume that s2 ̸= 1 to
keep things non-trivial. In this case, it can be seen that o = 2 < 3, whereas Q +1 = 3. Moreover, we obtain

det(zI −E) = (z+ (1− s2))Ψ2(z),

with Ψ2(z) = z2 + (−s2ϵ2A(x1)+ 1
3 (s2 −2)(2S(x1)+1)+ 1

3ϵ3(s2 −2)(S(x1)−1))z+ (1− s2),

or equivalently H(z) = (z+ (1− s2))(s2ϵ2A(x1)+ 1
3ϵ3(2− s2)(S(x1)−1))z

(z+ (1− s2))(z2 + 1
3 (s2 −2)(2S(x1)+1)z+ (1− s2))

.

The Finite Difference scheme coming fromΨ2(z) becomes a leap-frog scheme for s2 = 2. Otherwise, it is a centered discreti-
sation with a certain amount of numerical dissipation. A first question which might arise concerns the modified equation
for the bulk Finite Difference scheme obtained using det(zI −E), see Algorithm 2, versus those obtained by Ψ2(z), see
Algorithm 3. The answer is that they are same at any order because the eigenvalue (s2 −1) does not contribute to the con-
sistency (being constant through wavenumbers and thus being a mere numerical eigenvalue) and it can be easily checked
that Ψ2(z) yields the same modified equation, since it contains the consistency eigenvalue [Strikwerda, 2004]. As far as
stability is concerned, the stability constraints for the two bulk Finite Difference schemes are the same because |s2 −1| < 1
for s2 ∈]0,2[. The case s2 = 2 might produce instabilities because of the presence of multiple roots in det(zI −Ê) on the unit
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circle. However, in this case, there is an additional conserved moment m3 and we know that the von Neumann condition
for systems is that no root is outside the unit circle (no precise indication is provided for those on the unit circle), but this
is only necessary for stability [Gustafsson et al., 1995, Theorem 5.2.2]. Therefore, the presence of multiple eigenvalues on
the unit circle (and in particular those concerning consistency which are now more than one) cannot allow to deduce that
the scheme is unstable. The stability conditions are analytically computed in Appendix E.

Concerning the notion of observability by [Brewer et al., 1986], we have that det(Ω) = 0, hence the system is not
observable, according to Theorem 2. If we want to characterize the unobservable sub-space, we have that, since s2 ̸= 1,
it is given by N = {(0,m2,m3)t : for any m2 =m2(x), m3 =m3(x) lattice functions such that A(x1)m2 = 1/3(S(x1)−1)m3}.
Recall that A(x1) = (x1 −x1

−1)/2 and S(x1)−1 = (x1 −2+x1
−1)/2, which means that the initial states belonging to N are

those with zero first moment everywhere and such that the centered approximation of the first derivative of the second
moment is proportional—with ratio 1/6—to the centered approximation of the second derivative of the thirdmoment, at any
point of the lattice. The numerical verification of the expression found for N is provided in Appendix G for the interested
reader.

As already remarked in [Saad, 1989, Bellotti et al., 2022], the cases were Q +1 ̸= o are extremely peculiar. Indeed, the
situation described in Example 5 and in the forthcoming Section 6.3 are the only examples we were able to find. Loosely
speaking, both o and Q measure the speed of saturation of the image of the scheme E concerning the conserved moment.
Once the generated sub-spaces saturate, the evolution of the conserved moment at the new time-step can be recast as
function of itself at the previous steps. The fact that the Cayley-Hamilton theorem holds (concerning Q) and that the
polynomialΨo (concerning o) annihilates the first row of E introduce—as previously shown—a set of linear constraints on
m1, solution of the lattice Boltzmann scheme.
Remark 5 (Unobservable schemes are “weakly-kinetic” schemes). We can interpret unobservable schemes, where o <Q+1,
as being “very little kinetic”, “almost non-kinetic”, or finally “weakly-kinetic”. This fact can be exploited to avoid the storage
of Q +1 unknowns on every gridpoint, by storing just o unknowns, and implement the algorithm using the corresponding
Finite Difference scheme.

It should be emphasized that Proposition 3 is still valid turning Q into o − 1, (9) into (58) and (10) into (59). This is
fundamental, because Proposition 3 ensures to control thewhole dynamics of the scheme bymastering it in the initialisation
layer. The aim of studying observability is to characterise in which case the initialisation layer (58), thus what we need to
control, is simple but still determines the dynamics eventually in time. This property comes from the fact that the root of
det(zI − Ê(ξ∆x)) setting the consistency of the scheme—i.e. being one in the low-frequency limit—is also a root of Ψ̂o(z).
This is a consequence of the fact that Ψ̂o(z) annihilates the first row of Ê(ξ∆x).

Proposition 10. Let ĝ1 ≡ ĝ1(ξ∆x) be the unique root of det(zI − Ê(ξ∆x)) such that

ĝ1(ξ∆x) = 1+O(|ξ∆x|) (60)

in the limit |ξ∆x|≪ 1, which is the one determining the consistency and the modified equation of the numerical scheme. Then,
ĝ1 is also a root of Ψ̂o(z).

Proof. Let us show this, using the Fourier representation and considering d = 1 for the sake of keeping notations simple.
Recall that

Ψ̂o(Ê(ξ∆x)) = Ê(ξ∆x)o +
o∑

n=1
p̂o,n(ξ∆x)Ê(ξ∆x)n−1 =


0 · · · 0
⋆ · · · ⋆
...

...
⋆ · · · ⋆

 , (61)

where the starred ⋆ entries are not necessarily zero. Notice that, whatever the scaling between space and time, we have
that for every ℓ ∈N

Ê(ξ∆x)ℓ =


1 · · · 0
⋆ · · · ⋆
...

...
⋆ · · · ⋆

+O(|ξ∆x|) (62)

in the limit |ξ∆x|≪ 1. In particular, for the acoustic scaling, we have Ê(ξ∆x)ℓ = K ℓ+O(|ξ∆x|), where K ℓ has the property
stated by (62) and K is the collision matrix. Again taking |ξ∆x| ≪ 1 and considering that p̂o,n(ξ∆x) = p̂(0)

o,n +O(|ξ∆x|),
selecting the very first entry in (61) yields, using (62)

1+
o∑

n=1
p̂(0)

o,n =O(|ξ∆x|). (63)

Since C is an algebraically closed field, we can write Ψ̂o(z) =∏ℓ=o
ℓ=1 (z−r̂ℓ(ξ∆x)), where r̂ℓ for ℓ ∈ J1,oK are the roots of Ψ̂o(z).

These are also part of the roots of det(zI −Ê(ξ∆x)) since Ψ̂o(z) divides det(zI −Ê(ξ∆x)). The question is whether the roots
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of Ψ̂o(z) include the one of det(zI − Ê(ξ∆x)), indicated by ĝ1(ξ∆x), being the only one such that ĝ1(ξ∆x) = 1+O(|ξ∆x|) in
the limit |ξ∆x|≪ 1, see (27), and which totally dictates consistency (and the modified equations). Considering z= 1 in (57)
gives

Ψ̂o(1) = 1+
o∑

n=1
p̂o,n(ξ∆x).

Taking the limit |ξ∆x|≪ 1, we are left with
o∏
ℓ=1

(1− r̂ (0)
ℓ

)+O(|ξ∆x|) = 1+
o∑

n=1
p̂(0)

o,n +O(|ξ∆x|) =O(|ξ∆x|),

thanks to (63), where r̂ℓ = r̂ (0)
ℓ

+O(|ξ∆x|). This gives ∏ℓ=o
ℓ=1 (1− r̂ (0)

ℓ
) = 0, hence at least one r̂ (0)

ℓ
= 1. Since the roots r̂ℓ for

ℓ ∈ J1,oK are a subset of those of det(zI − Ê(ξ∆x)), where only one has the desired property (60), then the latter is also a
root of Ψ̂o(z), let us say r̂1 ≡ ĝ1.

6.3 An important case: link DdQ1+2W two-relaxation-times schemes withmagic parameters
equal to 1/4

We are now ready to consider a quite wide class of schemes [D’Humières and Ginzburg, 2009] for which very little initiali-
sation schemes are to consider, namely o is particularly small. The “observable” features of these schemes are to some extent
independent from d and the choice of the q = 1+2W discrete velocities. This boils down to a quite general application of
the ideas of Section 6.2.

6.3.1 Description of the schemes

Consider any spatial dimension d and q = 1+2W velocities with W ∈ N∗, which is the number of so-called “links”. The
velocities should be opposite along each link such that

c1 = 0, c2 j =−c2 j+1 ∈Zd , j ∈ J1,W K, (64)

and the moment matrix

M =



1 1 1 · · · 1 1
0 1 −1
0 1 1
...

. . .
0 1 −1
0 1 1


∈M1+2W (R). (65)

Here, empty blocks shall indicate null blocks of suitable size. The relaxation parameters should be such that

s2ℓ = s ∈]0,2], s2ℓ+1 = 2− s, ℓ ∈ J1,W K. (66)

This is equivalent to having the so-called “magic parameter” of every block ℓ ∈ J1,W K, given by (1/s2ℓ−1/2)(1/s2ℓ+1−1/2),
equal to 1/4. These magic parameters stem from the product of the so-called “Hénon parameters” for even and odd terms.
Remark that other values for themagic parameters—that do not impact observability and are beyond the scope of the paper—
have been investigated in the past [Kuzmin et al., 2011]. We mention the choice 1/12 (respectively 1/6) that eliminates third
(respectively fourth) order spatial errors and 3/16, resulting in desired effects when introducing boundary conditions.

6.3.2 Observability and number of initialisation steps

The study of the observability of the previously described schemes is carried in the following result.
Proposition 11. The characteristic polynomial of the scheme matrix E for the schemes given by (64), (65) and (66) is given by

det(zI −E) = (z+ (1− s))(z2 − (1− s)2)W −1Ψ2(z),

where

Ψ2(z) = z2 + (s −2)z+ (1− s)−zs
W∑
ℓ=1

A(xc2ℓ )ϵ2ℓ+z(s −2)
W∑
ℓ=1

(S(xc2ℓ )−1)ϵ2ℓ+1 (67)

annihilates the first row of the matrix E. Therefore o = 2 if s ̸= 1 and o = 1 if s = 1. Equivalently, the transfer function of the
system is given by

H(z) =
(z+ (1− s))(z2 − (1− s)2)W −1

(
s
∑ℓ=W
ℓ=1 A(xc2ℓ )ϵ2ℓ+ (2− s)

∑ℓ=W
ℓ=1 (S(xc2ℓ )−1)ϵ2ℓ+1

)
z

(z+ (1− s))(z2 − (1− s)2)W −1(z2 + (s −2)z+ (1− s))
.
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By Proposition 11,Ψ2(z) yields a bulk Finite Difference scheme according to Algorithm 3. As for Example 5, the modified
equations of the method obtained by Ψ2(z) and by det(zI −E) are the same because the remaining roots do not concern
consistency with respect to (1). The only consistency eigenvalue is one of the two roots of Ψ2(z), thus present in both
schemes. The case s = 2 apparently questions the previous claim since by looking at the proof of Proposition 3, a scheme
consistent with (1) has only one eigenvalue equal to one for small wavenumbers. This is not a contradiction because in this
case s2ℓ+1 = 0 for ℓ ∈ J1,W K, thus the corresponding moments are conserved [Ginzburg et al., 2008], whereas Theorem 1
has been demonstrated under the assumption that si ̸= 0 for i ∈ J2, qK and the whole paper relies on the assumption that
we deal only with one conserved moment. The momentsm2ℓ+1 for ℓ ∈ J1,W K are conserved not because their equilibrium
value equals the respective moment itself, but rather since their corresponding relaxation parameter is zero. A valid proof
of Theorem 1 for several conserved moments has to follow the indications of [Bellotti et al., 2022, Bellotti, 2023] and would
still lead to (11). Using the results of [Bellotti, 2023] with s = 2, we would get, for the first moment

∂tφ(t , x)+λ
W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(t , x) =O(∆x2). (68)

For the conserved moments m2ℓ+1 for ℓ ∈ J1,W K, we obtain

∂t m2ℓ+1(t , x)+λϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(t , x) =O(∆x2). (69)

Observe that the equation (68) for the moment of interest is indeed independent of the other conserved moments, as
desired (no possible coupling via the equilibria, for they depend only on the first conserved moment). Quite the opposite,
the equations (69) for the “inadvertently” conserved moments couple them with the first one. The first conserved moment
is going to evolve alone, as usual, and the dynamics of the other conserved moments is going to be coupled with the
one of m1 according to (69). Still, we are not interested in the latter moments. Coming back to our case, where we
operate as only one moment was conserved even when s = 2, the multiplicative factor (z+ (1− s))(z2 − (1− s)2)W −1 ≍
(exp(∆x

λ ∂t )−1)(exp(2∆x
λ ∂t )−1)W −1 =O(∆xW ) in front of the amplification polynomialΨ2 of a leap-frog scheme is a series

of time differential operators starting with a term of kind ∆xW ∂W
t . Thus, if we compute the modified equation of the

corresponding Finite Difference scheme obtained as we were dealing only with one conserved moment (i.e. (7)) whereas
several conserved moments are present, we would obtain a sort of wave equation with time derivative of order 1+W . This
is unsurprising since this kind of equation features 1+W “consistency” eigenvalues (one of which, the actual one, is inside
Ψ2(z)) which values equal one for small wavenumbers.

Coming back to generic s, the stability conditions of the corresponding Finite Difference obtained by usingΨ2(z) instead
of det(zI −E) are the same because the remaining roots are constant in wavenumber and do not exceed modulus one when
s ∈]0,2[. The case s = 2 might produce instabilities because of the presence of multiple roots of det(zI − Ê) on the unit
circle. However, in this case, there are additional conserved moments and the von Neumann condition for systems is that
no root is outside the unit circle, with no precision concerning multiple ones on the unit circle. Still this condition is only
necessary for stability. Therefore, the presence of multiple eigenvalues on the unit circle (and in particular those concerning
consistency which are now 1+W ) cannot allow to deduce that the scheme is unstable. This should be precisely tested in
the case where W ≥ 2, for example, taking a D1Q5 scheme.

Since det(Ω) = 0, the system is not observable according to [Brewer et al., 1986]. However, it is not easy to generally
characterize the unobservable sub-spaceN , because this sub-space inflates with d and W due to the rank-nullity theorem.
To explain this difficulty, consider thatΨ2 from (67) is essentially scheme independent and concerns the “observable” part of
the system relative to span(Ω), whereasN = ker(Ω) must be highly scheme dependent because it pertains to the remaining
“unobservable” part of the system, which is encoded in the quotient det(zI −E)/Ψ2(z) between polynomials. Let us now
proceed to the proof of Proposition 11.

Proof of Proposition 11. The transport matrix is given by

T=



1 A(xc2 ) S(xc2 )−1 · · · A(xc2W ) S(xc2W )−1
0 S(xc2 ) A(xc2 )
0 A(xc2 ) S(xc2 )
...

. . .
0 S(xc2W ) A(xc2W )
0 A(xc2W ) S(xc2W )


∈M1+2W (R[x1,x−1

1 , . . . ,xd ,x−1
d ]).

We have that det(zI −E) = det(zI −A−Bϵ⊗e1) = det(zI −A)−et1adj(zI −A)Bϵ, using the matrix determinant lemma [Horn
and Johnson, 2012]. Also

adj(zI −A)11 =
W∏
ℓ=1

det(zI − T̃ℓdiag(1− s, s −1)) =
W∏
ℓ=1

(z2 − (1− s)2) = (z2 − (1− s)2)W ,
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with
T̃ℓ =

[
S(xc2ℓ ) A(xc2ℓ )
A(xc2ℓ ) S(xc2ℓ )

]
.

We only treat adj(zI −A)12 and adj(zI −A)13, since the following entries read the same except for the indices of the involved
shift operators.

adj(zI −A)12

=−det


(s −1)A(xc2 ) (1− s)(S(xc2 )−1)
(s −1)A(xc2 ) z+ (1− s)S(xc2 )

⋆ · · · ⋆

zI − T̃2diag(1− s, s −1) ⋆ ⋆

. . . ⋆

zI − T̃W diag(1− s, s −1)

 ,

where the ⋆ blocks are not necessarily zero but do not need to be further characterized, since this is a determinant of a
block upper triangular matrix, whence

adj(zI −A)1,2ℓ =−(z2 − (1− s)2)W −1det
[

(s −1)A(xc2ℓ ) (1− s)(S(xc2ℓ )−1)
(s −1)A(xc2ℓ ) z+ (1− s)S(xc2ℓ )

]
,

= (1− s)(z+ (1− s))(z2 − (1− s)2)W −1A(xc2ℓ ), ℓ ∈ J1,W K.

The analogous computation for the odd moments yields

adj(zI −A)1,2ℓ+1 = (z2 − (1− s)2)W −1det
[

(s −1)A(xc2ℓ ) (1− s)(S(xc2ℓ )−1)
z(s −1)S(xc2ℓ ) (1− s)S(xc2ℓ )

]
= (s −1)(z+ (1− s))(z2 − (1− s)2)W −1(S(xc2ℓ )−1), ℓ ∈ J1,W K.

Some algebra provides, for ℓ ∈ J1,W K

(Bϵ)p =


s
∑W

r=1A(xc2r )ϵ2r + (2− s)
∑r=W

r=1 (S(xc2r )−1)ϵ2r+1, p = 1,

sS(xc2ℓ )ϵ2ℓ+ (2− s)A(xc2ℓ )ϵ2ℓ+1, p = 2ℓ,

sA(xc2ℓ )ϵ2ℓ+ (2− s)S(xc2ℓ )ϵ2ℓ+1, p = 2ℓ+1,

and thus, after tedious computations

et1adj(zI −A)Bϵ= z(z+ (1− s))(z2 − (1− s)2)W −1
(
s

W∑
ℓ=1

A(xc2ℓ )ϵ2ℓ+ (2− s)
W∑
ℓ=1

(S(xc2ℓ )−1)ϵ2ℓ+1

)
.

To finish up, since the matrix zI −A is upper block triangular, we have

det(zI −A) = (z−1)
W∏
ℓ=1

det(zI − T̃ℓdiag(1− s, s −1)) = (z−1)(z2 − (1− s)2)W ,

giving the characteristic polynomial of the scheme. The property ofΨ2(z) annihilating for the first row of E can be checked
analogously to [Bellotti et al., 2022]. Observe that Ψ2(z) could also be found solving (56) by hand.

6.3.3 Modified equations under acoustic scaling

The discussion of Section 6.3.2 is fully discrete. Now we come back to the asymptotic analysis using modified equations of
Section 4 and considering local initialisations, i.e. w ∈Rq .

Proposition 12 (Modified equations). Under acoustic scaling, that is, when λ> 0 is fixed as ∆x → 0, the modified equation
for the bulk Finite Difference scheme (59) where the lattice Boltzmann scheme is determined by (64), (65) and (66) is

∂tφ(t , x)+λ
W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(t , x)

−λ∆x
(1

s
− 1

2

)(
2

W∑
ℓ=1

ϵ2ℓ+1

∑
|n|=2

cn2ℓ
n!

∂nx −
( W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x

)2)
φ(t , x) =O(∆x2),
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for (t , x) ∈R+×Rd . Under the assumption of local initialisationw ∈Rq fulfilling Corollary 1, thus having w1 = 1 and w2ℓ = ϵ2ℓ

for ℓ ∈ J1,W K, the modified equation for the unique initialisation scheme ( (58) with n = 1) is, for x ∈Rd

∂tφ(0, x)+λ
W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(0, x)

− λ∆x

2

(
2

W∑
ℓ=1

(
(2− s)ϵ2ℓ+1 + (s −1)w2ℓ+1

) ∑
|n|=2

cn2ℓ
n!

∂nx −
( W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x

)2)
φ(0, x) =O(∆x2).

Proof. We have

A(xc2ℓ ) ≍−∆x
∑

|n|=1
cn2ℓ∂

n
x +O(∆x3), S(xc2ℓ ) ≍ 1+∆x2

∑
|n|=2

cn2ℓ
n!

∂nx +O(∆x4).

It can be easily checked that the modified equation of the bulk Finite Difference scheme reads as in the claim. For the
initialisation scheme, only the computation of E (0), E (1) and E (2) is needed:

E (0)
1 j = δ1 j , E (1)

1,· =
[
−s

W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x , (s −1)

∑
|n|=1

cn2 ∂
n
x ,0, . . . , (s −1)

∑
|n|=1

cn2W ∂nx ,0
]

,

E (2)
1,· =

[
(2− s)

W∑
ℓ=1

ϵ2ℓ+1

∑
|n|=2

cn2ℓ
n!

∂nx ,0, (s −1)
∑

|n|=2

cn2
n!
∂nx , . . . ,0, (s −1)

∑
|n|=2

cn2W

n!
∂nx

]
.

Using the assumptions on the choice of initialisation, the modified equation for the initialisation scheme, which reads for
x ∈Rd

∂tφ(0, x)+λ
W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(0, x)

− λ∆x

2

(
2

W∑
ℓ=1

(
(2− s)ϵ2ℓ+1 + (s −1)w2ℓ+1

) ∑
|n|=2

cn2ℓ
n!

∂nx −
( W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x

)2)
φ(0, x) =O(∆x2).

depends on the choice of initialisation w2ℓ+1 of the odd moments, which still need to be fixed.

Enforcing the equality between the dissipation coefficients of the initialisation scheme and the bulk Finite Differ-
ence scheme according to Proposition 12 provides the differential constraint

W∑
ℓ=1

w2ℓ+1

∑
|n|=2

cn2ℓ
n!

∂nx = 1

s

(( W∑
ℓ=1

ϵ2ℓ

∑
|n|=1

cn2ℓ∂
n
x

)2 + (s −2)
W∑
ℓ=1

ϵ2ℓ+1

∑
|n|=2

cn2ℓ
n!

∂nx

)
.

We now provide some examples where this differential constraint can or cannot be fulfilled.
Example 6. • D1Q3, having d = 1, W = 1 and c2 = 1. After simplifying the second-order derivative operator, the

condition reads w3 = (2ϵ2
2 + (s −2)ϵ3)/s, which has to be compared with (74).

• D2Q5, having d = 2, W = 2, c2 = [1,0]t and c4 = [0,1]t, we obtain

w3∂x1x1 +w5∂x2x2 =
1

s

(
(2ϵ2

2 + (s −2)ϵ3)∂x1x1 +4ϵ2ϵ4∂x1x2 + (2ϵ2
4 + (s −2)ϵ5)∂x2x2

)
,

which cannot be fulfilled—except when either ϵ2 or ϵ4 are zero rendering an essentially 1d problem—due to the
presence of the mixed term in ∂x1x2 on the right hand side, arising from the hyperbolic part. In order to deal with
this term, one is compelled to consider a richer scheme with diagonal discrete velocities, such as the D2Q9 scheme.

• D2Q9, having d = 2, W = 4, c2 = [1,0]t, c4 = [0,1]t, c6 = [1,1]t and c8 = [−1,1]t, we obtain
1

2
(w3 +w7 +w9)∂x1x1 + (w7 −w9)∂x1x2 +

1

2
(w5 +w7 +w9)∂x2x2

= 1

s

((
ϵ2

2 +ϵ2
6 +ϵ2

8 +ϵ2ϵ6 −ϵ2ϵ8 −ϵ6ϵ8 + 1

2
(s −2)(ϵ3 +ϵ7 +ϵ9)

)
︸ ︷︷ ︸

Rx1 x1

∂x1x1

+
(
2ϵ2

6 −2ϵ2
8 +2ϵ2ϵ4 +ϵ2ϵ6 +ϵ2ϵ8 +ϵ4ϵ6 −ϵ4ϵ8 + (s −2)(ϵ7 −ϵ9)

)
︸ ︷︷ ︸

Rx1 x2

∂x1x2

+
(
ϵ2

4 +ϵ2
6 +ϵ2

8 +ϵ4ϵ6 +ϵ4ϵ8 +ϵ6ϵ8 + 1

2
(s −2)(ϵ5 +ϵ7 +ϵ9)

)
︸ ︷︷ ︸

Rx2 x2

∂x2x2

)
.
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This system is under-determined, thus it has several solutions. For example, picking w9 = 0, we necessarily enforce
w7 = Rx1x2 /s and then we have that w3 = (2Rx1x1 −Rx1x2 )/s and w5 = (2Rx2x2 −Rx1x2 )/s.

6.3.4 Modified equations under diffusive scaling

As mentioned in the Introduction, the literature also features lattice Boltzmann schemes used under diffusive scaling [Zhao
and Yong, 2017] between time and space discretisations. We therefore finally consider this scaling where ∆t ∝ ∆x2 as
∆x → 0, allowing to approximate the solution of{

∂t u(t , x)+V ·∇x u(t , x)−∇x · (D∇x u)(t , x) = 0, (t , x) ∈R+×Rd , (70)
u(0, x) = u◦(x), x ∈Rd , (71)

where the diffusion matrix is D ∈Md (R). This scaling is difficult to treat in full generality because it requires a consistency
study up to order O(∆t ) = O(∆x2) included. Still, as previously highlighted, the unobservable framework of the current
Section 6 allows us to circumvent these difficulties. The assumptions are slightly different than the rest of the paper.

Theorem 3 ([Bellotti, 2023] Modified equation of the bulk scheme). Under diffusive scaling, that is, when λ = µ/∆x with
µ> 0 fixed as∆x → 0, assuming that ϵ2ℓ =∆x ϵ̃2ℓ where ϵ̃2ℓ and ϵ2ℓ+1 are fixed as∆x → 0 for ℓ ∈ J1,W K, the modified equation
for the bulk Finite Difference scheme (59) where the lattice Boltzmann scheme is determined by (64), (65) and (66) is

∂tφ(t , x)+µ
W∑
ℓ=1

ϵ̃2ℓ

∑
|n|=1

cn2ℓ∂
n
x φ(t , x)−2µ

(1

s
− 1

2

) W∑
ℓ=1

ϵ2ℓ+1

∑
|n|=2

cn2ℓ
n!

∂nx φ(t , x) =O(∆x2),

for (t , x) ∈R+×Rd .

However, we observe that since ∆t ∝∆x2, the second-order consistency of the bulk scheme is preserved even when the
initialisation schemes are not consistent, provided that w1 = 1. This is radically different from the acoustic scaling ∆t ∝∆x
and comes from the fact that the errors from the initialisation routine are now of order O(∆t ) = O(∆x2). Hence, under
diffusive scaling, enforcing that the initialisation schemes are consistent is merely a question of obtaining time smoothness
of the numerical solution.

Proposition 13. Under diffusive scaling, that is, when λ = µ/∆x with µ > 0 fixed as ∆x → 0, assuming that ϵ2ℓ = ∆x ϵ̃2ℓ

where ϵ̃2ℓ and ϵ2ℓ+1 are fixed as ∆x → 0 for ℓ ∈ J1,W K, the modified equation of the unique initialisation scheme for the lattice
Boltzmann scheme determined by (64), (65) and (66)— considering a local initialisation w ∈Rq with w1 = 1—is

∂tφ(0, x)+µ
W∑
ℓ=1

(sϵ̃2ℓ+ (1− s)w̃2ℓ)
∑

|n|=1
cn2ℓ∂

n
x φ(0, x)

−µ
W∑
ℓ=1

((2− s)ϵ2ℓ+1 + (s −1)w2ℓ+1)
∑

|n|=2

cn2ℓ
n!

∂nx φ(0, x) =O(∆x),

for x ∈Rd , where w2ℓ =∆xw̃2ℓ with fixed w̃2ℓ as ∆x → 0 for ℓ ∈ J1,W K.

Therefore, the initialisation scheme is consistent with the bulk scheme under the conditions

w̃2ℓ = ϵ̃2ℓ, w2ℓ+1 =
s −2

s
ϵ2ℓ+1, ℓ ∈ J1,W K,

which are only set to ensure—as previously stated—time smoothness.
To numerically verify the previous claims, we consider the D1Q3 introduced in Example 6. Considering the bounded do-

main [0,1]with periodic boundary conditions, usingu◦(x) = cos(2πx) renders the exact solutionu(t , x) = e−4π2Dt cos(2π(x−
V t )) to (70)/(71). We utilize µ = 1, V = 2 and D = 1/32. These physical constant are set taking ϵ̃2 = V , ϵ3 = 1 and
s = 1/(D +1/2). We consider two kinds of initialisations, which are

(a) w1 = 1, w2 =∆x ϵ̃2, w3 = s −2

s
ϵ3,

(b) w1 = 1, w2 = ∆x ϵ̃2

2
, w3 = 10

s −2

s
ϵ3,

with the first condition (a) yielding a consistent initialisation scheme and the second condition (b) giving an inconsistent
one.
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Figure 10: L2 errors at the final time for the initialisations (a) and (b). We observe second-order convergence irrespective
of the consistency of the initialisation scheme.
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Figure 11: Left: test for smoothness in time close to t = 0 for the initialisations (a) and (b): difference between exact and
numerical solution at the eighth lattice point. The first one gives a smooth profile whereas the second one oscillates with
damping. Right: transport and diffusion coefficient in the modified equations for different n.
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Study of the order of convergence We simulate until the final time 0.05 and measure the L2 errors progressively
decreasing the space step ∆x. The results are given in Figure 10, confirming that, regardless of the consistency of the
initialisation scheme, the overall method is second-order convergent, since ∆t ∝ ∆x2. As expected, the error constant is
slightly better when the initialisation scheme is consistent.

Study of the time smoothness of the numerical solution We consider a framework analogous to the one of Sec-
tion 5.1.2 with ∆x = 1/30 and the previously introduced parameters, measuring the discrepancy between numerical and
exact solution at the eighth point of the lattice. The results in Figure 11 confirm the previous theoretical discussion: consid-
ering consistent initialisation schemes allows to avoid initial oscillating boundary layers in the simulation. Furthermore,
we see that for the even steps, the transport and diffusion coefficients from the modified equations of the starting schemes
are always closer to the one in the bulk than the ones for the odd steps, explaining why the discrepancies in terms of error
with respect to the exact solution are smaller for even steps than for odd steps.

6.4 Conclusions
In Section 6, we have defined a notion of observability for lattice Boltzmann schemes, allowing to identify schemes with
very little initialisation schemes as those being strongly unobservable. In control theory, it is well known that unobservable
systems can be represented by other systems which order has been reduced removing unobservable modes. It is therefore
easy to analyze the initialisation phase of these schemes with the technique of the modified equation. In particular, we
have found that a well-known and vast class of lattice Boltzmann schemes, namely the so-called link two-relaxation-times
schemes with magic parameters equal to one-fourth, fits this framework. We have exploited this fact in order to provide
the constraints on the initial data for having a smooth initialisation, both under acoustic and diffusive scaling.

7 General conclusions and perspectives
Due to the fact that lattice Boltzmann schemes feature more unknowns than variables of interest, their initialisation—
especially for the non-conservedmoments—can have an important impact on the outcomes of the simulations. This is a side
effect due to the fact that the discrete scheme supports parasitic—or spurious—modes. The aim of the present contribution
was indeed to study the role of the initialisation on the numerical behaviour of general lattice Boltzmann schemes. To
this end, we have introduced a modified equation analysis which has ensured to propose initialisations yielding consistent
starting schemes, which is crucial to preserve the second-order accuracy of many methods. The modified equation has
also allowed to precisely describe the behaviour of the lattice Boltzmann schemes close to the beginning of the numerical
simulation—where the different dynamics were essentially driven by numerical dissipation—and identify initialisations
yielding smooth discrete solution without oscillatory initial layers. Finally, we have introduced a notion of observability for
lattice Boltzmann schemes which has allowed to characterize schemes with a small number of initialisation schemes, which
are somehow almost “non-kinetic”. This feature makes the study of the initialisation for these schemes way more accessible
than for general ones. Consistent and smooth initialisations have been a hot topic in the lattice Boltzmann community for
quite a long time [Van Leemput et al., 2009, Caiazzo, 2005, Junk and Yang, 2015, Huang et al., 2015]. However, to the best
of our knowledge, no general approach to the analysis of these features were available. They are important in order to
ensure that the order of the schemes is preserved. From another perspective, although the novel notion of observability for
lattice Boltzmann schemes has been exploited solely to study the number of needed initialisation schemes, we do believe
that it can be useful to investigate other features of these schemes. For example, one interesting topic would be the one
linked to “realisation” [Brewer et al., 1986, Chapter 4] and “minimal realisations” [De Schutter, 2000]: given a target Finite
Difference scheme (i.e. a transfer function), how can we construct the smallest lattice Boltzmann scheme of which it is the
corresponding Finite Difference scheme. This will be the object of future investigations.
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A Stability of the D1Q2 scheme of Section 5.1
There are several ways of checking the roots of amplification polynomial of the corresponding bulk scheme for Section 5.1.
In this case, we can proceed directly by solving the characteristic equation or by using the procedure by [Graille, 2014].
Thanks to its generality, we here present the computations using the technique by Miller [Miller, 1971, Strikwerda, 2004].
The amplification polynomial reads Φ̂2(z,ξ∆x) = z2+((s2−2)cos(ξ∆x)+i s2ϵ2 sin(ξ∆x))z+(1−s2), where ξ ∈ [−π/∆x,π/∆x].
We have that

Φ̂⋆2 (z,ξ∆x) := z2Φ̂2(z−1,−ξ∆x) = (1− s2)z2 + ((s2 −2)cos(ξ∆x)− i s2ϵ2 sin(ξ∆x))z+1.

• Let s2 ∈]0,2[. A first condition to bound the roots of Φ̂2(z,ξ∆x) in modulus by one regardless of the frequency is that
|Φ̂2(0,ξ∆x)| < |Φ̂⋆2 (0,ξ∆x)|, which yields the condition 0 < s2 < 2. Then we compute Φ̂1(z,ξ∆x) as

Φ̂1(z,ξ∆x) := z−1(Φ̂⋆2 (0,ξ∆x)Φ̂2(z,ξ∆x)− Φ̂2(0,ξ∆x)Φ̂⋆2 (z,ξ∆x)) = s2(2− s2)(z−cos(ξ∆x)+ iϵ2 sin(ξ∆x)).

The final condition to check is that the root of Φ̂1(z,ξ∆x) is bounded by one in modulus for any frequency. This is
cos2 (ξ∆x)+ϵ2

2 sin2 (ξ∆x) = 1+ (ϵ2
2 −1)sin2 (ξ∆x) ≤ 1 taking place for any ξ ∈ [−π/∆x,π/∆x] if and only if ϵ2

2 ≤ 1.

• Let s2 = 2. In this case Φ̂1 ≡ 0. We then have to use the second condition from [Strikwerda, 2004, Theorem 4.3.2],
hence we check

dΦ̂2(z,ξ∆x)

dz = 2z+2iϵ2 sin(ξ∆x),

which unique root should be strictly in the unit circle for any frequency ξ ∈ [−π/∆x,π/∆x]. This is achieved by
|ϵ2| < 1.

This achieves the proof of the stability conditions (36).

40



B Derivation of the forward centered initialisation schemes for the D1Q2 of
Section 5.1

We can first unsuccessfully attempt to obtain a forward centered scheme as initialisation scheme, using a local initialisation
of the conserved moment, that is w1 = 1 and prepared initialisation of the non-conserved one, thus w2 ∈ R[x1,x−1

1 ]. Using
the notation (22), this corresponds to find a compactly supported solution of the following infinite system

. . . , w2,1 −w2,3 = 0, w2,0 −w2,2 =−1−ϵ2 + s2ϵ2

1− s2
, w2,−1 −w2,1 = 2

1− s2
,

w2,−2 −w2,0 =−1+ϵ2 − s2ϵ2

1− s2
, w2,−3 −w2,−1 = 0, . . .

This problem cannot be solved by a compactly supported sequence, in particular, because of themedian term. This would go
back to perform a deconvolution in the ring of Finite Difference operators, which is not solvable because the operator A(x1)
is not invertible in such ring. If we consider towork on a bounded domainwith Nx ∈N∗ points and endow the shift operators
with periodic boundary conditions [Van Leemput et al., 2009], some of these deconvolution problems become solvable at
the price of dealing with non-compactly supported solutions, i.e. stemming from a full inverse of a sparse matrix. The
previous problem can be seen as the one of inverting a circulant matrix, which eigenvalues areσℓ = exp(2πi (Nx −1)ℓ/Nx )−
exp(2πiℓ/Nx ) for ℓ ∈ J0, NxJ. Since σ0 = 0, the circulant matrix is not invertible. Therefore, even in the periodic setting,
this procedure does not work. This can be interpreted—if we see the equilibria as a control on the system—as due to the
lack of “reachability” of the system at hand, cf. [Brewer et al., 1986, Chapter 2]. Since the term A(x1) is not a unit, which
causes the lack of reachability, it cannot be compensated by its inverse contained in the equilibrium to generate the desired
initialisation scheme. This is why we are compelled to consider w1 ∈ R[x1,x−1

1 ] to obtain the requested forward centered
scheme.

Considering a prepared initialisation for both moments, thus w1,w2 ∈R[x1,x−1
1 ], several choices are possible to recover

this scheme. The infinite system to solve reads

. . .

1+ s2ϵ2

2
w1,1 + 1− s2

2
w2,1 + 1− s2ϵ2

2
w1,3 − 1− s2

2
w2,3 = 0,

1+ s2ϵ2

2
w1,0 + 1− s2

2
w2,0 + 1− s2ϵ2

2
w1,2 − 1− s2

2
w2,2 = ϵ2

2
,

1+ s2ϵ2

2
w1,−1 + 1− s2

2
w2,−1 + 1− s2ϵ2

2
w1,1 − 1− s2

2
w2,1 = 1,

1+ s2ϵ2

2
w1,−2 + 1− s2

2
w2,−2 + 1− s2ϵ2

2
w1,0 − 1− s2

2
w2,0 =−ϵ2

2
,

1+ s2ϵ2

2
w1,−3 + 1− s2

2
w2,−3 + 1− s2ϵ2

2
w1,−1 − 1− s2

2
w2,−1 = 0,

. . .

In order to construct a (non-unique) solution, we first enforce the compactness: w1,ℓ = w2,ℓ = 0 for |ℓ| ≥ 2. From this, we
obtain the finite system

(1+ s2ϵ2)w1,1 + (1− s2)w2,1 = 0,

(1+ s2ϵ2)w1,0 + (1− s2)w2,0 = ϵ2,

(1+ s2ϵ2)w1,−1 + (1− s2)w2,−1 + (1− s2ϵ2)w1,1 − (1− s2)w2,1 = 2,

(1− s2ϵ2)w1,0 − (1− s2)w2,0 =−ϵ2,

(1− s2ϵ2)w1,−1 − (1− s2)w2,−1 = 0.

We then split the central equation using a parameter θ ∈ R, having (1+ s2ϵ2)w1,−1 + (1− s2)w2,−1 = θ and (1− s2ϵ2)w1,1 −
(1− s2)w2,1 = 2−θ. Introducing the matrix

A =
[

1+ s2ϵ2 1− s2

1− s2ϵ2 s2 −1

]
,

we solve the systems A[w1,1, w2,1]t = [0,2−θ]t, A[w1,0, w2,0]t = [ϵ2,−ϵ2]t and A[w1,−1, w2,−1]t = [θ,0]t, yielding

w1,1 = 2−θ
2

, w2,1 =− (1+ s2ϵ2)(2−θ)

2(1− s2)
, w1,0 = 0, w2,0 = ϵ2

1− s2
,

w1,−1 = θ

2
, w2,−1 = (1− s2ϵ2)θ

2(1− s2)
.
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Unsurprisingly, these coefficients are defined for s2 ̸= 1, since otherwise there is no initialisation scheme to devise. The
only way to fulfill (23), (24) and (25) is to take θ = 1, giving

w1,±1 = 1

2
, w2,±1 =∓ 1± s2ϵ2

2(1− s2)
, w2,0 = ϵ2

1− s2
.

Allowing more non-vanishing coefficients and through a similar procedure, another possible choice to obtain the desired
scheme would be

w1,±2 =±ϵ2

2
, w1,±1 = 1

2
, w2,±2 =−ϵ2(1± s2ϵ2)

2(1− s2)
, w2,±1 =∓ 1± s2ϵ2

2(1− s2)
.

C Derivation of the remaining modified equations of the starting schemes
for the D1Q2 of Section 5.1.3

In Section 5.1.3, we have left the derivation of several modified equations of the starting schemes for the D1Q2. We now
explain how to reach them.

• Forward centered scheme (38). This scheme fulfills the conditions of Corollary 2, hence for n ∈N∗

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(
−n

2
ϵ2

2∂xx + 1

n

(
(En)(2)

11 + (En)(2)
12 ϵ2 + (En)(1)

12ω
(1)
2 +ω(2)

1

))
φ(0, x) =O(∆x2),

for x ∈ R, where only the terms ω(1)
2 = 1/(1− s2)∂x and ω(2)

1 = 1
2∂xx introduce discrepancies from the Lax-Friedrichs

initialisation (37). Using (72) we obtain for n ∈N∗ and x ∈R
∂tφ(0, x)+λϵ2∂xφ(0, x)

−λ∆x
((1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ

)
(1−ϵ2

2)+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))
∂xxφ(0, x) =O(∆x2).

• Forward centered scheme (39). We have

∂tφ(0, x)− λ

n

(
(En)(1)

11 + (En)(1)
12ω

(0)
2 +ω(1)

1

)
φ(0, x) =O(∆x), n ∈N∗, x ∈R.

where in this case ω(0)
2 =−(1+ s2)/(1− s2)ϵ2 and ω(1)

1 =−2ϵ2∂x . Recalling that

(En)(1)
11 =−ϵ2

n−1∑
ℓ=0

πn−ℓ(s2)∂x , (En)(1)
12 =−

n−1∑
ℓ=0

(1− s2)n−ℓ∂x , n ∈N∗, (72)

yields

(En)(1)
11 + (En)(1)

12ω
(0)
2 +ω(1)

1 =−ϵ2

(
n +2

(
1−

n−1∑
ℓ=0

(1− s2)ℓ
))
∂x , n ∈N∗,

thus
∂tφ(0, x)+λϵ2

(
1+ 2

n

(
1−

n−1∑
ℓ=0

(1− s2)ℓ
))
∂xφ(0, x) =O(∆x), n ∈N∗, x ∈R.

• Lax-Wendroff (40). The computation is similar to the previous ones, taking into account that the only terms to
change are ω(1)

2 = (1− ϵ2
2)/(1− s2)∂x and ω(2)

1 = (1− ϵ2
2)/2∂xx . This provides the modified equations, for n ∈ N∗ and

x ∈R
∂tφ(0, x)+λϵ2∂xφ(0, x)

−λ∆x
(1

2
+

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

2n

(
1−2

n−1∑
ℓ=0

(1− s2)ℓ
))

(1−ϵ2
2)∂xxφ(0, x) =O(∆x2).

• Smooth initialisation RE1 (41). This scheme fulfills Corollary 2 and we have for n ∈N∗ and x ∈R

∂tφ(0, x)+λϵ2∂xφ(0, x)−λ∆x
(
−n

2
ϵ2

2∂xx + 1

n

(
(En)(2)

11 + (En)(2)
12 ϵ2 + (En)(1)

12ω
(1)
2

))
φ(0, x) =O(∆x2),

where only ω(1)
2 =−(1−ϵ2

2)/s2∂x introduces differences compared to the Lax-Friedrichs initialisation (37). We there-
fore obtain for n ∈N∗ and x ∈R

∂tφ(0, x)+ϵ2∂xφ(0, x)−λ∆x
(1

2
−

n−1∑
ℓ=1

(
1− ℓ

n

)
(1− s2)ℓ+ 1

ns2

n∑
ℓ=1

(1− s2)ℓ
)
(1−ϵ2

2)∂xxφ(0, x) =O(∆x2).

42



D Conditions to obtain dissipation matching for the D1Q3 scheme of Sec-
tion 5.2

Here, we present the detailed discussion of the conditions to obtain dissipation matching for the D1Q3 scheme of Section 5.2
• s2 = 1. Then the equation is trivially satisfied for any choice of s3. Enforcing the choice of s2 = 1 in the first equation
of (54) yields (1− s3)(w3 − ϵ3) = 0. This equation is trivially satisfied for s3 = 1. If s3 ̸= 1, then we must initialize at
equilibrium, that is, consider w3 = ϵ3.

• s2 ̸= 1. Then the equation for s3 reads (2/3−ϵ2
2 +ϵ3/3)s3 = (2− s2)(2/3−ϵ2

2 +ϵ3/3). We distinguish two cases

– ϵ3 >−2+3ϵ2
2. In this case, we have to enforce

s3 = 2− s2. (73)

Using this choice of s3 into the first equation from (54), we obtain that w3 has to be taken as

w3 = 1

s2
(2(−2+3ϵ2

2)+ (s2 −2)ϵ3). (74)

Remark that in this case, the only way of making the bulk scheme to be of second-order is to take s2 = 2. This
results in s3 = 0, which means that one more moment is conserved by the scheme. Still, the equilibria do not
depend on it. Moreover, the initialisation has to be w3 =−2+3ϵ2

2 ̸= ϵ3.
– ϵ3 = −2+3ϵ2

2. The equation is trivially true. Considering the first equation in (54) once more, we obtain (1−
s3)(w3 + 2− 3ϵ2

2) = 0. If s3 = 1, this equation is satisfied regardless of the choice of w3. If s3 ̸= 1, then the
initialisation should be w3 =−2+3ϵ2

2 = ϵ3.

E Stability of the D1Q3 scheme of Section 5.2 when s2 + s3 = 2

We again employ the technique by Miller [Miller, 1971, Strikwerda, 2004]. We have to control the roots of Ψ̂2(z,ξ∆x) =
z2 + ((s2 −2)(2cos(ξ∆x)+1)/3+ (s2 −2)ϵ3(cos(ξ∆x)−1)/3+ i s2ϵ2 sin(ξ∆x))z+ (1− s2), by computing

Ψ̂⋆
2 (z,ξ∆x) = (1− s2)z2 + ((s2 −2)(2cos(ξ∆x)+1)/3+ (s2 −2)ϵ3(cos(ξ∆x)−1)/3− i s2ϵ2 sin(ξ∆x))z+1.

• Let s2 ∈]0,2[. Checking the first condition |Ψ̂2(0,ξ∆x)| < |Ψ̂⋆
2 (0,ξ∆x)| trivially gives 0 < s2 < 2. Then we have

Ψ̂1(z,ξ∆x) = s2(2− s2)(z− (2cos(ξ∆x)+1)/3−ϵ3(cos(ξ∆x)−1)/3+ iϵ2 sin(ξ∆x)).

Checking that the unique root of this polynomial hasmodulus bounded by one comes back at considering ((2cos(ξ∆x)+
1)+ ϵ3(cos(ξ∆x)− 1))2/9+ ϵ2

2 sin2 (ξ∆x) ≤ 1. Using the trigonometric identities cos(ξ∆x) = 1− 2sin2 (ξ∆x/2) and
sin2 (ξ∆x) = 4sin2 (ξ∆x/2)(1− sin2 (ξ∆x/2)) and calling µ= sin2 (ξ∆x/2) ∈ [0,1], we obtain

µ((ϵ3 +2)2/9−ϵ2
2)+ (−(ϵ3 +2)/3+ϵ2

2) ≤ 0, ∀µ ∈ [0,1].

This is an affine expression on µ, thus the maximum is reached on the boundary of [0,1]. Assume, without loss of
generality that ϵ2 > 0 and the standard CFL condition ϵ2 ≤ 1.

– (ϵ3 +2)2/9−ϵ2
2 ≥ 0, corresponding to

ϵ3 ≤−2−3ϵ2, or ϵ3 ≥−2+3ϵ2.

In this case the maximum is reached at µ= 1, thus we want (ϵ3+2)(ϵ3−1) ≤ 0, hence −2 ≤ ϵ3 ≤ 1. Under the CFL
condition ϵ2 ≤ 1 (otherwise all the computations can be adapted accordingly but no stability can be deduced),
we easily find the first overall condition −2+3ϵ2 ≤ ϵ3 ≤ 1.

– (ϵ3 +2)2/9−ϵ2
2 < 0, corresponding to

−2−3ϵ2 < ϵ3 <−2+3ϵ2.

In this case the maximum is reached on µ = 0, providing −(ϵ3 + 2)/3+ ϵ2
2 ≤ 0 thus comparing with the other

conditions taking the CFL condition into account, we have −2+3ϵ2
2 ≤ ϵ3 ≤−2+3ϵ2.

In this case, the necessary and sufficient stability condition reads |ϵ2| ≤ 1 and −2+3ϵ2
2 ≤ ϵ3 ≤ 1.

• Let s2 = 2. In this case Ψ̂1 ≡ 0, hence we compute

dΨ̂2(z,ξ∆x)

dz = 2z+2iϵ2 sin(ξ∆x),

hence to have its roots strictly in the unit circle for any frequency, we have the strict CFL condition |ϵ2| < 1.
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Figure 12: L2 norm of the conserved moment as function of the time for the D1Q2 scheme choosing λ = 1, ϵ2 = 1/2 and
s2 = 1.8. The test is performed for different initial data (both observable and unobservable) with different ∆x.

F Numerical experiments on the unobservable sub-space for Example 4
To validate the finding concerning the unobservable sub-space N given in Example 4, we consider two sets of initial data

(a) m1(0, ·) = 0, m2(0, j∆x) = 1+3(−1) j

8
,

(b) m1(0, ·) = 0, m2(0, j∆x) = 1

10
exp

(
− 1

1− (4( j∆x −0.5))2

)
.

The first datum (a) lies in N whereas the second one (b) does not. Observe that both data do not adhere to the guidelines
to choose initial data according to the analysis in Section 4: they are uniquely selected for the current test. We shall take
j ∈ J0, NxJ in the simulations and ∆x = 1/Nx . Periodic boundary conditions are enforced. The results of the simulation
given in Figure 12 confirm the theory. The unobservable initial datum (a) yields zero conserved (observed) moment for any
time step, whereas the observable one (b) does not, even if the conserved moment is initialized as zero everywhere. For the
observable datum (b), we see that the solution converges linearly to the exact solution of the Cauchy problem, meaning
the zero solution.

G Numerical experiments on the unobservable sub-space for Example 5
To check the findings concerning N for the scheme in Example 5, we select

m1(0, ·) = 0, m2(0, j∆x) = j , m3(0, j∆x) =−3 j 2,

which thus belongs to N . We discretize with j ∈ J0,100J using an anti-bounce-back boundary condition f2((n +1)∆t ,0) =
−f⋆3 (n∆t ,0) on the inflow and a second-order extrapolation f3((n+1)∆t ,99∆x) = 3f⋆3 (n∆t ,99∆x)−3f⋆3 (n∆t ,98∆x)+3f⋆3 (n∆t ,97∆x)
on the outflow. These boundary conditions are exact with the initial data, because they are polynomials of degree less or
equal than two. The result of the simulation is proposed in Figure 13. For the choice where s3 = 2− s2, thus for which the
initial datum belongs to N , we see that the conserved moment remains zero (up to machine precision). When s3 ̸= 2− s2,
thus the initial datum is observable, we remark that inside the domain, the conserved moment is non-zero (around 0.383).
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Figure 13: Conserved moment after 10 iterations for the D1Q3 scheme choosing λ = 1, ϵ2 = 1/2, ϵ3 = 1/10, Nx = 100 and
different relaxation parameters.
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