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ABSTRACT

Context. Recent instrumental developments have aimed to build large digital radio telescopes made of ~100k antennas. The massive
data rate required to digitise all elements drives the instrumental design towards the hierarchical distribution of elements by groups of
O(10) that form small analogue phased arrays that lower the computational burden by one to two orders of magnitude.

Aims. We study possible optimal layouts for a tile composed of five to 22 identical elements. We examine the impact of the tile layout
on the overall response of an instrument.

Methods. We used two optimisation algorithms to find optimal arrangements of elements in the tile using: (i) a deterministic method
(Kogan) based on beam pattern derivative properties; and (ii) a stochastic method (modified simulated annealing) to find global optima
minimising the side-lobe level while increasing the field of view (FOV) of the tile, a required condition for all-sky surveys.

Results. We find that optimal tile arrangements are compact circular arrays that present some degree of circular symmetry while
not being superimposable to any rotated version of themselves. The ‘optimal’ element number is found to be 16 or 17 antennas
per tile. These could provide a maximum side-lobe level (SLL) of -33 dB (-24 dB) used with dipole (isotropic) elements. Due to
constraints related to the analogue phasing implementation, we propose an approaching solution but with a regular arrangement on
an equilateral lattice with 19 elements. By introducing random relative rotations between tiles, we compared and found that the
19-element equilateral tile results in better grating lobe mitigation and a larger FOV than that of rectangular tiles of 16 antennas.
Conclusions. Optimal tile arrangements and their regular versions are useful to maximise the sensitivity of new-generation hier-
archical radio telescopes. The proposed solution was implemented in NenuFAR, a pathfinder of SKA-LOW at the Nancay Radio

Observatory.

Key words. Telescopes — Instrumentation: detectors — Instrumentation: interferometers — Methods: numerical

1. Introduction

The past decade has been a fruitful period for the development
of new observation techniques for radio astronomy. New instru-
ment concepts have been proposed and built to form the next
generation of radio observatories, such as the precursors (e.g.
MeerKAT (Davidson 2012), Australian Square Kilometre Array
(ASKAP) (Hotan et al. 2021), and Murchison Widefield Array
(MWA) (Wayth et al. 2018)) and pathfinders (e.g. the LOw Fre-
quency ARray (LOFAR) (van Haarlem et al. 2013) and the New
Extension in Nancay Upgrading loFAR (NenuFAR) (Zarka et al.
2012, 2020)) of the upcoming Square Kilometre Array (Dewd-
ney et al. 2009).

These instruments are composed of thousands of cost-
effective individual elements (e.g. LOFAR low-band antenna
(LBA) dipoles, van Haarlem et al. (2013), or SKA-LOW tree-
shaped antennas, de Lera Acedo (2012); Macario et al. (2022))
to bring huge instantaneous sensitivity and angular resolution.
Such a large number of elements comes with a huge load of
signal processing. However, owing to the development of high-
performance computing and high-speed network, these instru-
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ments are largely digital, hierarchical (the digital signal path
breaks down into intermediary steps of channelisation and/or fil-
tering, and combination at various scales), and distributed (ele-
ments are gathered in autonomous ‘stations’ that perform some
operations autonomously). As a consequence, part of the per-
formances of these arrays depends on: i) the distribution of the
elements (density, layout, and baseline); and ii) the performance
of ‘online’ and ‘offline’ data processing.

LOFAR, as a pathfinder of SKA, is an example of such a
hierarchical instrument at low frequencies (30 MHz up to 250
MHz). By digitising each dipole, one LOFAR ‘station’ synthe-
sises a set of electronically steerable beams (through beamform-
ing). Signals of different stations can be further combined to-
gether up to a continental scale to form a sensitive synthetic pen-
cil beam. They can also be cross-correlated to form an interfer-
ometer that enables imaging and large field surveys of the radio
sky at low frequencies. The field of view (FOV) of the full array
is limited by the characteristics of the stations (location and dis-
tribution), and ultimately by the characteristics of the individual
elements (antenna bandwidth, FOV, and gain).

At the level of an (international) LOFAR station, the low-
frequency aperture array is composed of 96 elements arranged in
a pseudo-random distribution. The high-frequency array, how-
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Table 1. Comparison of the station and tile configurations for a selection of SKA pathfinders, precursors, and demonstrators.

Array Layout  MNiles  Nelements pertile  Frequency range Diameter? FoV? Ref.
LOFAR LBA station®  Irregular 1° 96 10-90 MHz ~70m 5°¢ 1
LOFAR HBA station®  Regular 96 16 110-250 MHz ~56m 22°4 1
AARTFAAC Irregular 10 288 10-90 MHz ~400 m ~90°¢ 2
LWA station Irregular  1° 256 10-88 MHz ~110 m 2.4°¢ 3
MWA station Regular  256° 16 70-300 MHz ~4 m ~40°4 4
NenuFAR Regular 102 19 10-88 MHz 25m ~15°¢ 5
SKA1-LOW station Irregular 10 256 50-350 MHz 40 m 8.7°¢ 6

References. (1) van Haarlem et al. (2013); (2) Prasad et al. (2016); (3) Hicks et al. (2012); (4) Wayth et al. (2018); (5) Zarka et al. (2020); (6)

Macario et al. (2022).
Notes.

() Tile or station depending on Njje,. Y LBA or HBA field of an international station. ® No tile grouping, i.e. the field is composed of individual

elements. © At f =50 MHz. @ At f =110 MHz. ©© MWA Phase II.

ever, is arranged following a regular distribution of 96 ‘tiles’
(high-band antenna (HBA) tiles), each tile being a small inde-
pendent analogue phased array of 16 elements arranged in a 4x4
square (this regular design was chosen to reduce the beamform-
ing complexity of the 96x16 elements, later explained in Sect.
3.7.2). Each of the 16-element signals are combined using ana-
logue delay lines to synthesise a beam. However, the regular lay-
out of the tile induces multiple lobes (i.e. grating lobes that are as
powerful as the primary lobe), making it sensitive to unwanted
directions that could affect the whole array’s performance and in-
sulation to radio frequency interference (RFI). Thus, the design
of the ‘tile’ at a small scale can condition the whole array perfor-
mance. Table 1 gathers the main information of the station prop-
erties for several pathfinders and precursors of SKA1-LOW at
low frequencies. Most ‘stations’ are composed either directly of
elements, or are grouped in tiles, gathering only a few elements.
The large variety of designs depends on the main scientific ob-
jectives of the instrument and the design of the smallest scale
of the instrument (i.e. the way elements are grouped in tiles)
conditions the whole array performance. To mitigate the unde-
sired lobes, LOFAR stations are relatively rotated (while main-
taining the same polarisation alignment). Conversely, the Owens
Valley Long Wavelength Array (OLWA) (Hallinan 2014) or the
Amsterdam-ASTRON Radio Transients Facility And Analysis
Center (AARTFAAC-LBA) (Prasad et al. 2016), with 256 and
288 dual-polarisation elements, aim to digitise each antenna and
cross-correlate all data streams. But as computing power in-
creases with N2, this is much more difficult for arrays com-

ant?
posed of more than 100 elements.

With more than 131,000 elements planned for the SKA1-
LOW Low-Frequency Aperture Array (LFAA, Macario et al.
(2022)), located in Western Australia, the re-baselined design de-
composes the array into 512 stations, each gathering 256 dipoles.
Each station can still have a great potential power consumption.
This motivated the search for an ‘optimal’ tile arrangement in
tiles of a few tens of elements, in order to reduce the complexity,
cost, and power consumption.

To summarise, designing a whole instrument from tiles of
elements can reduce the power consumption and the computa-
tional load for large instruments, but it can also induce unwanted
characteristics. We present in Sect. 2 the constraints and required
specifications of such tiles, followed by our unconstrained op-
timal study of antenna number and positions on the ground in
Sect. 3. We then investigate, in Sect. 4, the impact of the combi-
nation of the tiles on the whole instrument response.
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2. Tile specifications for LOFAR-generation
instruments

2.1. Tile element

Individual receiving elements designed for tiles are usually
dual-polarisation radiators connected to a low-noise preampli-
fier (LNA) that provides: i) a low individual cost; ii) a large
individual FOV; iii) a smooth beam pattern with low side-lobe
levels (SLLs); iv) a large collecting area over a large frequency
band. Each element is mechanically fixed and its beam pattern
decreases towards the local horizon, limiting the accessible FOV.

In the case of the LOFAR array, which has more than 10,000
elements, the individual dipole design was optimised for cost and
is efficient at around 60 MHz, close to the antenna resonance. In
NenuFAR, both radiators and the LNA were optimised jointly
(Girard 2013; Charrier 2014), and provide improved elements
characteristics. With elements designed to work in a tile, the tile
response is computed by evaluating the array factor, which only
depends on the relative loci of the elements in the tile.

2.2. Ideal tile beam

The beam pattern of an arbitrary 2D array mostly depends on:
i) the nature of the array elements; ii) their relative loci on the
ground; and iii) the complex-valued weights used to combine
their signals. The power beam pattern (hereafter simply called
the ‘beam’) in the emitting and receiving case in the far-field re-
gionis P = E.E*, with E the far-field complex electric field. For
an arbitrary array of N, elements, by neglecting mutual cou-
pling between elements, the field is expressed as (Kraus 1984):

Nant

E(R(6,¢)) = Z wi.ﬁ(R),e*sz*"<’i-R,

i=1

ey

with:

R(9,¢) the pointing vector towards the direction (6,¢),
the zenith angle and the azimuth angle, respec-
tively;

T the position vector of the i element with respect
to some arbitrary frame origin;

w; the complex weighting factor applied to the i
element signal (w; = a;e”/®, with a; being the
amplitude used for tapering and ¢; used for phas-
ing signals together); and

sth

fi the complex beam pattern of the i"* element.
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If all elements are identical (ignoring mutual coupling be-
tween elements), and if a uniform weighting of the element sig-
nals is used (i.e. Vi, [w;| = 1), the tile beam simplifies to the mul-
tiplication of the array factor with the individual element pattern,
as shown in Eq. 2:

Nans

E(R®,9) = f(R) ) TR = f(R).AF(R),

i=1

@)

where AF is the array factor (Mailloux 2005). We normalise the
power beam patterns P, = P/P,, to compare the relative SLLs
in arrays with different N,,,.

The distribution of elements in the tile is key to shape the
characteristics of the tile beam. Regardless of the regularity of
the element arrangement, Eq. 2 makes the tile response equiva-
lent to a single telescope with an aperture equal to the tile aper-
ture, but that can be electronically steered, depending on the
phase distribution of w;.

In addition, the normalised power beam pattern can then be
used to compute the beam integral (Eq. 3), which is a constant for
a given tile and a given pointing direction. The whole beam pat-
tern can be split at the primary beam first null into the primary-
lobe region Qp;, and the side-lobe region Qg . All tile beam char-
acteristics will be derived from these two regions:

f f Po(6,)dQ = Q = Qpp + Q1. 3)
4

2.3. Analogue versus digital solution for tile beamforming

The in-phase (and possibly weighted) sum of individual element
signals forms the beamformed response of the phased array. The
beamforming can be digital or analogue in nature. To steer the
synthetic beam towards one direction, delays are artificially in-
serted between signals so that any plane wave coming from this
direction can arrive in phase to the input of the signal summation
block. The theoretical set of delays to apply to element signals
can be computed exactly for any direction in the visible sky.

In digital beamforming, the phasing up of the elements (in
amplitude and phase, for each frequency channel) takes into ac-
count their exact element relative positions. Thus, elements can
be placed in arbitrary positions following Eq. 1. This offers the
maximum flexibility in terms of beam steering (one can create
as many ‘beamlets’ as available frequency channels) but it does
not reduce the signal digitisation effort. Indeed, large computing
power is required to digitise and channelise each antenna signal
before beamforming (as the latter is usually done in the Fourier
space under the assumption of a narrow bandwidth). This is man-
ageable for LOFAR-LBA (48 or 96 elements per ‘station’) but it
is intractable for a single big station composed of the ~131,000
elements planned for SKA-LOW. Instruments of such scale have
to be hierarchical and have distributed data streams by necessity.

Conversely, analogue beamforming is achieved with the use
of analogue delay lines, a switchable system connected to coax-
ial cables of various (but discrete) lengths or strip and/or electric
components on a circuit board. These delay lines insert the same
set of physical delays (or ‘true time delays’) to all frequencies
in a row. Such an analogue phasing system ‘imposes’, however,
some constraints on the loci of elements, as any arbitrary dis-
tribution cannot be phased up with the same set of fixed length
cables. In order to reduce the phasing system cost, regular ele-
ment layouts (e.g. a 4x4 square grid) enable the mutualisation of
delay lines per pair of elements. Indeed, the same set of cables
can be used to phase one pair of symmetric elements. In other

words, the delay lines used to delay Ant; by +AT with respect to
Ant, can also be used to delay Ant, with respect to Ant, in the op-
posite pointing direction. Such cost saving can be obtained with
regular tiles as adopted by LOFAR-HBA and the MWA with the
4x4 square tiles. However, such an element distribution can im-
ply the presence of strong grating lobes (and a high level of side
lobes) in the corresponding array factor that can be partially mit-
igated later in the instrument response. In this study, we aim to
significantly improve the performances of the tiles (with respect
to the 4x4 square tiles), by determining the optimal number of
elements and the optimal layout of elements in the tiles, without
increasing their construction and phasing cost.

In the next two sections, we review the impact of the ar-
ray configuration on the figures of merit we have defined: i) at
the tile level, when the number and distribution of elements are
optimised (Sect. 3); and ii) at the instrument (or station) level,
when the distribution of tiles is optimised (Sect. 4). For the lat-
ter, we particularly study the effect of rotating the tile layout on
the whole instrument synthetic beam.

3. Optimisation of the element number and layout in
a tile

3.1. Figures of merit and cost function

We define our figures of merit as the maximum SLL (the max-
imum of the beam in the region {g;) and the side-lobe power
(SLP, the integral of the total power in Qg )) is the cost func-
tion (CF). For regular arrays, the SLL might also include ‘grat-
ing lobes’. We also monitor the beam half-power beam width
(HPBW) and axial ratio (AR), computed in the region Qp; con-
ditioning the FOV of an array composed of such tiles.

3.2. Formulation of the optimisation problem

As described in Sect. 2, the best arrangement of in-tile elements
should maximise the size of the primary lobe and minimise the
SLL. Finding such a distribution of elements in a tile can be ex-
pressed as an optimisation problem that has the opposite objec-
tive to an optimisation that would improve the tile beam’s high
angular resolution (i.e. achieving the smallest HPBW). Indeed,
while reducing the SLL can be interesting for the interferomet-
ric or phased-array intrinsic characteristics of the tile, we also
seek out the reduction of the SLP, since it mechanically induces
the increase in the HPBW (discussed in Sect. A). The CF of our
problem formulation focuses on minimising both the SLL and
the SLP.

The problem of arranging elements on a continuous plane
(as seen in Girard (2013)) is an even more computationally diffi-
cult problem to handle than that of arranging them on a discrete
‘grid’ (that is an NP-hard combinatorial problem). Both continu-
ous and discrete problems lack theoretical solutions and can only
be solved using numerical methods.

3.3. Optimisation methods

We used two distinct optimisation methods: i) a ‘deterministic’
approach (hereafter referred to as ‘KOGAN’, Kogan (2000)),
which exploits the continuity and derivability of the tile beam
pattern to reduce the SLL; and ii) a ‘stochastic’ approach (our
implementation derived from simulated annealing, Kirkpatrick
et al. (1983), called ‘SA’), which uses a thermodynamic analogy
to reduce the CF.
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Each method iteratively modifies the distribution of elements
in a 2D continuous plane by applying elementary shifts between
elements.

First, in the KOGAN method, the shifts are computed in a de-
terministic way in order to minimise the beam pattern in the di-
rection of the current maximum SLL (forming a similar method
as a gradient descent where the gradient is the first and the sec-
ond derivative of the beam pattern). As the information coming
from the derivatives are local, the method could easily get stuck
in local optima.

Second, in the SA method, the CF is considered as an anal-
ogy of the energy of a distribution of hot particles being cooled
down and crystallising towards a perfect crystal, hence minimis-
ing the whole distribution energy (taken as the SLP in our case).
By trying random shifts for each element in the tile, new tile
configurations can either be accepted or rejected if the new con-
figuration minimises the energy or not. A statistical acceptance
criterion (i.e. the metropolis criterion Kirkpatrick et al. (1983)),
depending on a cooling schedule of the system temperature, en-
ables the system to cool down towards lower energy states, hope-
fully forming a perfect crystal that will provide a global opti-
mum, reducing the CF.

The optimal in-tile configurations (referred to as ‘solutions’)
are composed of a finite number of elements that sample the
array aperture, which will condition the performance of the full
array made of optimal tiles. Due to the large parameter space,
we describe the limits taken for the optimisation. The detailed
implementations of these methods, as well as their convergence
conditions, can be found in Appendix B.1 and Appendix B.2.

3.4. Optimisation parameters

We considered small tiles composed of N,,; = O(10) elements
that can freely move in the 2D plane but cannot overlap over one
another. We normalised all distances to A to make the solutions
easily transposable to any wavelength. In a regular phased array,
an inter-element distance above A induces the presence of grating
lobes in the beam. Due to the small number of elements, and to
enable the exploration of positions and inter-element distances,
the initial distributions were drawn uniformly over a disk of 44
in diameter, and imposing a minimum element collision distance
dmin based on the conservation of the effective area at wavelength
A (see defined and enforced in Appendix A).

Tile beam patterns were computed with elements perfectly
phased towards the zenith with equal weighting (w; = 1,Vi €
[1, Nune], following the definition of Eq. 2 in Sect. ZZ). All ele-
ments were assumed to be identical, but we considered two rep-
resentative element beam patterns f;, that multiply the array fac-
tor AF (see Eq. 1 in Sect. 2.2):

1) an isotropic element pattern: f;;,(6, ¢) = 1, so that the op-
timisation falls back to optimising the array factor only. ; and ii)
an idealised dipole pattern with azimuthal symmetry (over the
azimuth ¢): f;;,(6, ) = cos(8), (corresponding to a cos? 0 depen-
dence in the power pattern) to take into account the directional
extinction with the zenith angle 6 (from the zenith towards the
horizon) of the response of a horizontal dipole.

These two patterns are azimuth independent and encompass
the behaviour of an ideal A/2 dipole element: an isotropic gain
in the H-plane (normal to dipole axis) and a cos(d) dependency
in the E-plane (containing the dipole axis and normal to the H-
plane, see Balanis (2005)). The choice of these representative
patterns was motivated by real elements used in phased arrays,
which are collocated crossed dipoles. Power patterns were com-
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puted with an angular resolution of 2° which, was sufficient to
sample side lobes up to ~100 MHz.

3.5. Computation of the cost function: SLL & SLP

The beam regions are represented in Fig. 1, which shows the
case of an elliptic primary lobe, slit into the inner primary-lobe
region Qp; (white circle) and the side-lobe region Qg (shaded
area). The SLL corresponds to the strongest side lobe over all
the Qg; down to the horizon, whereas the SLP is defined as the
integral of the beam in Qg (see Eq. 3 for justification).

For the two algorithms, the primary-lobe region Qp; was de-
limited by the zenith angle 6 < 6 nun, Where 04 nu1 marks the
zenith angle of the pattern first null, derived from the first-order
derivative along 6. Beyond the first null, we defined the side-
lobe region Qg . If the primary lobe is not symmetric in azimuth
¢ (e.g. elliptic, due to an elliptic element distribution), the posi-
tion of this first null varies and can be different various azimuth
¢. To penalise the asymmetry of the primary lobe, we digitally
imposed the definition of Qp; to take the lowest value of @ nun
over all azimuth ¢:

< = mi )
0 < 015 null, min ¢g})1’121ﬂ](015l null (@) “4)

For elongated element distributions, the primary lobe is elon-
gated and a fraction of it is counted in g rather than in Qp;.
As a result, we can predict that the minimisation of SLL and
SLP will tend to enforce symmetric patterns without the need to
implement additional constraints on the primary-lobe AR.

O = Primary lobe (PL) and side lobes (SL)
A 1w PL restricted to O g nuit, min

@ > 3dBlevel
o

First nulls

b]

a

=4
AR= b
HPBW =2b

Fig. 1. 2D projection of the power beam pattern (6 is the zenith angle
and ¢ the azimuth) showing the separation between the primary-lobe re-
gion Qp,; (inner dashed circle) and the side-lobe region Qg (grey ring)
with a generic beam pattern pointing at zenith. The angle 6 i min (EQ-
4) separates the two regions. The exceeding part of this asymmetric pri-
mary lobe is considered in the Qg region. The black ellipse represents
the primary lobe above -3dB and the ellipse parameters FWHM and AR
are defined in the inset box.

3.6. Exploration of the tile parameter space

Due to the complexity of the parameter space (e.g. elements
number and location), we illustrate the impact of the element pat-
tern (fis, and fy;,) on the tile response for two boundary cases of
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Fig. 2. Optimal element distributions and their associated beam pattern
profiles for N,,, = 5 and N,,, = 22 with the two element beam patterns
fiso and fy;, (From a) to d)). Left column: Element positions in wave-
length units. The black dots and the circles represent the element posi-
tions and the footprints of their effective area accounting for the minimal
distance, respectively (Appendix A). Right column: Normalised power
patterns. The red line is the beam profile where the maximum SLL has
been located. The blue line is the profile where the maximum SLL is
located on the optimal solution. The grey lines are the superimposed
pattern azimuthal profiles sampled with 20° steps. The vertical dashed
line locates the 0y nun, min (Eq. 4) and the horizontal dashed line marks
the SLL.

Ngn=5 and N,,,,=22 in Sect. 3.6.1. Subsequently, in Sect. 3.6.2,
we compare how the figure of merits depends specifically on
N,.n: and how sensitive the results are, depending on the optimi-
sation method used. We analyse the impact of N, on the SLL in
Sect. 3.6.3 and the impact on the tile beam shape in Sect. 3.6.4.
Finally, in Sect. 3.7, we give a summary of the obtained solu-

tions and discuss them against the constraints of digital versus
analogue phasing.

3.6.1. Optimal distributions of elements for N,,,=5 and
Nant=22

Panels a to d of Fig. 2 display examples of the final optimal dis-
tributions (left) and the corresponding normalised power beam
pattern (right) for the N,,,=5 and N,,;=22 cases, both with the
element patterns f;,, and fy;,. Each element optimal position is
represented with a circle of diameter d,,;,, representing the min-
imal distance between the elements, as well as the 2D footprint
of the element effective area evaluated at zenith at wavelength
A (see Appendix A). The normalised power beam patterns are
plotted as a function of 6. Azimuth profiles were sampled ev-
ery A¢ = 20° and are stacked in grey, and the black line profile
is where the maximum SLL is located. Information such as the
maximum reached SLL and AR is reported in each plot.

In all four cases, the SLL was reduced compared to the orig-
inal beam pattern with random initial distributions. and conse-
quently, the HPBW was enlarged. The optimal element distribu-
tions are found to be relatively compact and present some cir-
cular symmetry. They are associated with a symmetric primary
lobe with an AR of ~ 1.

We consider, in the case of Fig. 2b, that the power diagram
is composed of the primary lobe only (SLL <« -100 dB) down
to the horizon. Observations of the array shape during the run
showed that, while the elements were moving and getting closer
to one another, the side lobes present in the visible region were
‘expelled’ from this region. The optimal distributions obtained
with the two element patterns are identical for N,,, = 5 (despite
being randomly rotated due to initial and/or final conditions) and
they are relatively close, but distinct, in the N,,, = 22 case. The
difference between the two distributions at N,,; = 22 is the ar-
rangement symmetry of the inner elements. In the array of Fig.
2d, no clear symmetry can be observed, while in Fig. 2c, one
axis of symmetry (~parallel to the X-axis) exists, as well as an
almost three-fold symmetry of 120°.

The difference in individual element beam patterns (f;;, and
Jaip) does not directly explain the difference between the SLLs
in Fig. 2c and Fig. 2d. Indeed, the maximum SLL of Fig. 2c is
located at 6 ~ 38°, the value of the ideal dipole power pattern
in this direction being 0.62 (i.e. 62% of the maximum value at
zenith).If we use the same array distribution as in Fig. 2c but
with the other element pattern, fy;,, the SLL value only changes
from -25.6 dB to -27.7 dB in Fig. 2d, compared to -31.1 dB in
Fig. 2c. Therefore, the relative distribution of elements plays a
important role in the array’s SLL compared to the effect of the
element pattern.

Conversely, if we compute the power pattern of the array of
Fig. 2d with f;,, large side lobes appear close to the horizon
(6 = 90°) and the SLL increases to —17.32 dB. This shows that
during the optimisation with fg;,, the ‘undesired’ powerful side
lobes are being ‘pushed away’, towards the horizon, where fy;, is
known to take lower values (whereas they must be pushed further
away in the invisible region with f;,,). One important aspect of
this experiment is that the two element patterns, fi, and fyi,,
constrain the optimisation differently.

Some elements in the inner part of the distribution may oc-
cupy positions that generate far side lobes (in the array factor),
which dampen as fy;, tends to zero at the horizon, resulting in
low SLL values. With fi,, the array factor is not dampened by
the element pattern down to the horizon (fi;, = 1,V6). As a re-
sult, the SLL reduction will be more constrained by the relative
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positions of the elements in the distribution and lead, in the case
of fis,, to a distribution of elements presenting some symmetry.
From these four cases, we infer that the irregularity and, to a
certain extent, the overall symmetry of the element distribution
in the central part of the distribution, are necessary conditions to
obtain low SLL and a symmetric primary lobe. At this stage, and
depending on the optimisation algorithm used, the convergence
to a solution and the unicity of the obtained solutions are not
guaranteed. This is discussed in the next section, with a quanti-
tative analysis conducted for all values of N,,, and the two algo-
rithms.

3.6.2. Variations in the tile beam shape with N,,,

We conducted the optimisation of a tile composed of O(10) el-
ements (from N,,;=5 to 22) using the two algorithms defined
above. For each value of N, Ni,;; = 10, initial random distribu-
tions were optimised in order to study the statistical distribution
of the solutions. In Sect. 3.6.3, we analyse the effect of N,,, on
the SLL performance, while in Sect. 3.6.4 we focus on the mor-
phology of the resulting primary beam.

3.6.3. Side-lobe levels versus N,

Figure 3 presents the resulting SLL values of the power diagram
after optimisation of tiles using isotropic (f;s,) and ideal dipole
(faip) elements. The SLL is expressed in dB computed from a
normalised power pattern (therefore, removing the effect of in-
creasing the number of elements). As a matter of comparison, we
also overplotted the initial mean and standard deviation (here-
after o) values for the SLL of the initial random element dis-
tribution (hollow circles) and error bars. The other points (filled
circles) are the final mean values and the o computed over the
Nini: element distributions. The occurrence of identical element
distributions is high when the error bars are small.

For both element beam patterns, f;s, and fg;p, the dashed line
is the best linear fit on the SLL mean value of the initial ran-
dom distributions. With an increasing value of N,,, we can see
that the SLL, computed over the random initial distributions, de-
creases linearly by ~10 dB from N, = 5 to N, = 22, which
confirms the previous result seen in Fig. 2. From Lo (1964), Hen-
dricks (1991), and Steinberg (1972), we can derive that this value
decreases approximately with N,,,*, with @ ~ —0.5 at low values
of N, The effective values of «, extracted from Fig. 3 (left &
right), are respectively -0.53 and -0.49, showing the agreement
with this power law. This decrease depicts the ‘natural’ decrease
in the SLL as the number of elements increases. In all cases, both
algorithms successfully managed to converge to solutions with a
lower SLL (on average), which depends on N,,,. We note that
specific values of N, (especially for low N,, values) provide
a larger reduction of the SLL than their neighbouring values,
potentially marking some ‘magic’ optimal number of elements
under our constraints.

In the case of an isotropic element pattern, the SLL levels
obtained with KOGAN smoothly decrease with N, by 2 dB to
~15 dB compared to the initial value, and meet a plateau shared
with that of the SA algorithm at high N,,,. In the interval N,,; <
12, the difference between the two algorithms ranges from 2 to
20 dB, whereas for N,,, > 12, the difference in the mean values
is <5 dB. For the SA algorithm, the o decreases slowly with
Nans, while remaining fairly constant with KOGAN.

In the case of the dipole element pattern, for N,,; < 12, both

the mean and o strongly fluctuate, and for N, > 12, both val-
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ues vary smoothly with N,,,. Differences between the two algo-
rithms are clear as shown by the arrows, telling us that optimal
solutions were reached mostly with the SA algorithm (usually
with cancelled side lobes). For N,,, > 12, the improvement of
the mean SLL is steady for both algorithms and is around 10 to
25 dB below the initial value. The values of o are also compara-
ble (except for N, = 14,16, 17, 18).

The variation in SLL with N, is smoother in the isotropic
pattern case than that in the dipole antenna case. For an isotropic
pattern, the side lobes are not cancelled out down to the hori-
zon. As a consequence, the level of the far side lobes raised the
minimum achievable SLL. The number of elements N,,, has an
important effect on the structure of the solution space where high
N, values are associated with more local minima. For N,,,; > 12
with both element patterns, similar values of SLL indicate that
the same element distributions were found with the two algo-
rithms. These solutions may be global minima reached by the
two algorithms, or local minima to which they have both con-
verged. As the definitions of the CFs are different, it is more
likely that the two algorithms, by evolving on two different
spaces, independently reached similar solutions that seem to be
the global optima for this range of N,;.

In Fig. B.1 and Fig. B.2 are plotted the 2D distributions of
the solutions obtained respectively in the isotropic case and the
dipole case. All plotted distributions minimise the SLL and are
associated with asterisks in Figs. 3 and 4. Depending on N,
they were obtained either using the SA or the KOGAN algo-
rithm. Given the initial constraints of optimisation, one can de-
rive the following general properties from Fig. B.2.

3.6.4. Beam shape versus N,

The reduction of the SLL comes with a widening of the pri-
mary beam, as explained in Appendix B.2.1. Figure 4 presents
the HPBW and AR values of the resulting power diagrams. The
figure follows the same standards as in Fig. 3. The maximum
value of HPBW, for all algorithms, and the minimum value of
SLL, are represented with asterisks.

In Fig. 4, the statistics over HPBW and AR are presented
with the same conventions as in Fig. 3. The mean HPBW values
of initial random distributions appear to be independent of N,
whereas the mean AR decreases significantly with N, This is
due to the fact that the HPBW of a uniform element tile is pro-
portional to A/D (with D being the diameter of the tile) and does
not depend on the number of elements that compose the tile.
Conversely, the relative positions of the elements strongly im-
pacts the shape of the primary lobe, especially at low N,,, where
the location of each element contributes a lot to the beam pat-
tern morphology. From 2D random distributions with low N,
the primary beam is expected to have initial values of AR larger
than one. These values tend to be reduced as N,,; increases, be-
cause the disk in which the initial distributions are drawn become
filled by more and more elements, lowering at the same time the
statistical contribution of the location of one particular element.

With the isotropic element pattern, the solutions obtained
with the two algorithms for N,,, < 10 provide no side lobe in
the visible region, and therefore come with the widening of the
beam depicted in Fig. 4. In Fig. 4 (left), we can see a difference
between the range N,,, < 10 and N, > 10. For N,,, < 10, the
final solutions found with the SA algorithm bring a much larger
HPBW than that obtained with the KOGAN algorithm. How-
ever, in the N,,, > 10 range, the HPBW improvements become
smaller with increasing N,,. In addition, the values obtained
with the SA algorithm are systematically larger by = 5 — 10°
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than those obtained with KOGAN. In Fig. 4 (left), mean and o
AR values with the SA algorithm are higher and evolve more
erratically with N, than those of KOGAN, and can even some-
times overcome the initial value.

In the case of the dipole element pattern, in Fig. 4 (right),
we have a clear regime separation between the N,,; < 10 and
Ngne > 10 ranges. For N,,; > 10, the HPBW values obtained
with the two algorithms follow the same trend with N, and cor-
respond to the analogue tile size. For N,,, < 10, SA gives sys-
tematically better HPBW values. The differences in the HPBW
values obtained with KOGAN and SA are due, at least in part,
to the two different definitions of their CF. To a certain extent,
it is possible to minimise the SLL without interfering with the
size of the beam, whereas the minimisation of the SLP imposes
the widening of the primary lobe (Sect. B.2.1). However, high
values of HPBW obtained with the SA algorithm sometimes
come at the cost of the beam symmetry. Indeed, an element dis-
tribution that minimises the SLL may maximise the AR (e.g.
Nane = [7,8,9]) if, for example the element distribution is closely
packed but elongated in a particular direction. Conversely to Fig.
4 (left), Fig. 4 (right) presents a range of N, where the two
algorithms show close performances. The low AR o values in
Ngy = [11,16] show that the two algorithms have reached to
the same optimal element distributions (over the 10 runs) that
provide a symmetric beam.

The main difference between the isotropic and dipole ele-
ment patterns are clearly seen with the zenith angle. The de-
crease in the dipole pattern to zero down to the horizon seems
to help KOGAN and SA converge to reproductible solutions (i.e.
lower error bars in Fig. 3) with similar SLL reduction. In the case
of the isotropic pattern, SA seems to give systematically better
solutions with a larger HPBW than KOGAN for the entire range
of Nyy. In addition, at § = 90°, |fz,| equals one, whereas | f;|
equals zero. Therefore, for both element patterns, the HPBW o
is larger at low N, than at high N,,, because as the array in-
creases in size, the corresponding beam pattern has a thinner
primary lobe that is less subject to the particular variation of the
element pattern at high 6 values.

3.7. Results of the tile study
3.7.1. General shape of optimal element distributions in tiles

At each N, the solutions for fiy, and fz;, seem to follow the
same structuring rules, except for some special cases (e.g. for
Nge = 8,10,12 in Fig. B.2). These particular distributions are
optimised for SLL, and since the two CF do not include any ex-
plicit constraint on AR, there is no reason for them to present
symmetry. Reproducibility of the complete set of possible opti-
mal solutions is rather impossible to guarantee, due to the high
number of free parameters brought by N,,,. However, for small
N values, we could reproduce the same solutions with good
confidence.

The optimal distributions are irregular This property ap-
pears indeed necessary to avoid grating lobes and strong side
lobes (that appear in the presence of any regularity). Using the
interferometric approach (Appendix B.1.1), by decomposing the
array in pairs of elements (i.e. in baselines, each associated with
one (u,v) spatial frequency), we can highlight the differences be-
tween regular and irregular arrays. In regular arrays, the large
redundancy of identical baselines provides the same (u,v) com-
ponents that are associated with the sensitivity of the same spa-

tial frequencies of the observed target. This results in construc-
tive interferences, whose ‘weight’ will dominate the other spatial
contributions. In the array factor, this promotes the presence of
grating lobes that are as powerful as the main lobe (which is,
itself, the grating lobe situated at the array phase centre). In ir-
regular arrays, with low redundancy, the (u,v) space is richer in
various (u,v) components and provides a better sampling of the
Fourier transform of the aperture autocorrelation. The resulting
beam pattern shows no grating lobes and a relatively low level
of side lobes.

The optimal distributions are compact As mentioned
above, the overall size of the array conditions the HPBW. With
compact element distributions, one ensures the widest primary
beam. However, due to the distance limit between elements (Ap-
pendix A), a small dense tile arrangement presenting high com-
pacity comes with the risk of bringing high internal regularity
(as in a crystal mesh) because of the limited number of possible
packed arrangements of the elements (see Fig. B.2 for N, = 7
and N, = 15 to 20). The compacity of the array reduces the
length of the longest baseline, resulting in a decrease in the an-
gular resolution of the array (i.e. a wider primary beam). Some
‘optimal’ distributions present a structure in two parts, an inter-
nal ‘core’ surrounded by a circular ring of elements (see Fig. B.1
for Ny, = 7 and N, = 16, and Fig. B.2 for N,,; = 17, 18). The
compactness of optimal arrays can be justified from the Fourier
relation between the aperture of the distribution and the HPBW
(as stated in Appendix B.1.1). Indeed, if a wide Gaussian pri-
mary beam is desired, it is only achieved by forming an ele-
ment distribution that tends to a continuous or compact Gaus-
sian coverage. Since the number of elements is limited, no such
aperture filling is possible. Nevertheless, thin Gaussian beams
can be approached by using enough elements distributed over
a large surface to sample a Gaussian aperture, or using non-
uniform weighting. Our optimal tile arrangement should work
with broad-band elements. As the wavelength changes quickly
across the band, and the compacity depends on the minimal dis-
tance between elements, a compromise has to be found to limit
the overlap between the element effective areas. The optimal ar-
ray should be scaled with respect to the optimal wavelength, A,
which will split the part of the band where the effective area
overlaps (4 > A,p;), so that where the tile is not seen as compact
(A< dope).

The optimal distributions present symmetries Some so-
lutions present axial symmetry or ‘pseudo’ axi-symmetry prop-
erties. As we imposed that the HPBW be large and symmet-
ric, and that they present a low SLL, the resulting distributions
are roughly circular. The combination of array irregularity with
this circular symmetry results in arrays that cannot be super-
imposed to themselves by any rotation R, # 2m (see Fig. B.1
for Ny, = 8,11,15). Some other solutions (see Fig. B.2 for
Nans =5,6,7, 16, 19) rather present axial symmetry (from one to
three axes). At low N, it is difficult to form an irregular array
that provides a symmetric primary lobe with only a few elements
(indicated by the large initial values of AR in Fig. 4). Even if a
condition on the AR is not implemented explicitly in the SLL
and SLP, their definition enforces the circularisation of the beam
(Fig. 1), leading to a compact regular distribution at low N,,;.
By examining the distributions from N,,; = 12 to 17 in Fig.
B.1, we can identify the distribution with N,,, = 16 as the one
where a sufficient number of elements is ‘profitably’ distributed
in the tile (and giving the best SLL in this range of N,,,;). As N
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increases from 12 to 15, the corresponding distributions con-
verge to the N,,, = 16. Each new added element seems to oc-
cupy the location where it appeared to be missing in the preced-
ing distribution. This suggests that there could be some optimal
number of elements that lead to improved array characteristics.
Figure B.2 presents an analogue behaviour in the same interval
of Nyps.

One can also notice that the element distributions with N,,; =
20 in Fig. B.2 and N,,, = 18,19 in Fig. B.1 can be considered
as the merger of two ‘elementary’ tiles. Generally, the distribu-
tions with large N, (Ngr = 16, 17) often seem to enclose the
‘core’ distributions, such as the one with N,,; = 7. These two
observations may underline that for specific elements numbers,
the optimal distribution (at large N,,,) is composed of the assem-
bling of distributions found at lower values of N,,,. Conversely,
N = 9 in Fig. B.1 and N,,; = 8,10, 12 in Fig. B.2 show lit-
tle or no symmetry. This is again probably due to the lack of an
explicit minimisation constraint on AR in the CF definition. The
corresponding primary lobe is asymmetric, as depicted in Fig. 4.

3.7.2. Optimal element distribution for NenuFAR analogue
tiles

As shown in the previous section, we could find ‘optimal’ ele-
ment distributions in the range N,,;=5 to N,,;=22. The irregu-
larity of such solutions guarantees a minimum SLL and a wide
tile beam, increasing the instrument FOV. Real tile implemen-
tation usually includes dipoles with element patterns comprised
between isotropic (f;s,) and dipolar (fy;,) extreme cases. There-
fore, the previous optimal distribution can be used to optimise
the tile response at zenith and towards some azimuth on the hori-
zon.

For the next generation digital radio telescopes containing
>100,000 broad-band elements, such as SKA-LOW, a two-stage
hierarchical layout helps to reduce the computational effort and
energy consumption, compared to complete element digitisation.
As these facilities use broad-band elements (i.e. 10-100 MHz),
their signal must be phased and combined with a local analogue
beamforming system at the tile level. A large number of direc-
tions should also be electronically reachable, and therefore a lot
of analogue delays should be applied to the element signals for
accurate beamforming.

An irregular tile requires a costly analogue phasing system
where Ngelay lines = Nanr- In a regular array, however, delay lines
can be grouped to phase up pairs of elements (as depicted in Sect.
2.3). Regularity in the tile, enabling the same signal streams to
be grouped in mutualised delay lines, represents cost reductions,
especially if the tile is replicated several hundred times. The prin-
ciple of delay lines is beyond the scope of this paper but we refer
the interested to van Haarlem et al. (2013) and Girard (2013).

Practical implementation of the tile layout and the analogue
phasing strategy impose the choice of a more symmetrical and
more regular distribution of elements within the tile, close to the
optimal ones defined before. One reasonable choice from our
previous study would have been the N,,, = 16 solution. The
closest regular solution that matches the features of the optimal
solution is a regular array sharing the seven central elements in a
hexagonal tile: one central element surrounded by two concate-
nated hexagons, for a total of 19 elements arranged on a equi-
lateral mesh. This solution has a lot of symmetries and a reg-
ular pattern, and thus has grating lobes but inherits some FOV
properties from the irregular optimal solution. The tile layout
shown in Fig. 5 is the one selected for the design of the Nen-
uFAR tiles (Zarka et al. 2012; Zarka et al. 2015; Zarka et al.
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Fig. 5. Hexagonal distribution of 19 elements selected for the Nenu-
FAR array. A central element is surrounded by two concentric hexagons.
Each element was chosen to be 5.5 m apart (to minimise the effective
area overlap).

2020). When NenuFAR construction is complete, it will con-
sist of 96 19-element hexagons (hereafter hex19) tiles and six
extended tiles to improve the (u,v) coverage of the whole instru-
ment.

4. Impact of the layout and distribution of tiles on
the instrument response

In the second part of this study, we evaluate the impact and po-
tential advantage of using the 19 element hexagonal tile com-
pared to using the classical 4x4 (hereafter sq16) tiles, used in
the LOFAR HBA or the MWA. We study, in particular, the im-
pact of randomly rotating the frame of the tile to mitigate grating
lobes coming from the tile regularity.

4.1. Study parameters

First we defined an array of Nyj.s (V. ~100, as in LOFAR-HBA
international stations or the MWA) with random positions and
rotation angles. We drew a large number of such random arrays,
and for each of them we compared the same two CFs (SLL and
SLP) of the whole instrument response composed of hex19 or
sq16 tiles. This led to inconclusive results, as the ‘noise’ intro-
duced by the vast randomness of possible tile distributions was
larger than any noticeable differences between the two types of
tiles.

Therefore, we defined a specific distribution of tiles with
good aperture coverage characteristics inspired by Conway’s
spiral distribution (Conway 1998, 2001) to get a reasonably uni-
form interferometric baseline distribution (i.e. a uniform (u,v)
coverage)). Figure B.3 presents the instrument array under test,
made of successive rings surrounding a central tile. The concen-
tric rings include between five and 14 tiles, and their radii fol-
low a geometrical progression and are rotated from each other
o as to mimic spiral arms without any symmetry. We explored
the range of Ny.; = 6,12,19,27,36,46,57,69, 82, 96, each with
a distribution ensuring a non-redundant (u,v) coverage without
large side lobes in the corresponding dirty beam. For this study,
arbitrary lengths between tiles were used with no restriction or
control of tile overlapping.
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Firstly, we investigated the effect of tile rotation on the ar-
ray response. Secondly, we quantified the robustness of this ef-
fect with different stepping of the rotation angle between tiles.
Thirdly, we compared the impact of tile rotation with hex19 tiles
and sq16 tiles.

4.2. Results

4.2.1. Qualitative effect of hex19 tiles rotation on
instrumental response

We first illustrate the effects of rotating (or not) the layout of the
hex19 with respect to other tiles. As we wanted to keep the same
polarisation measurements, only the layout was rotated by an
arbitrary angle while the was kept element parallel over all the
instrument (this can lead to inter-element mutual coupling that
may vary from one tile to the other). We simulated Ny, = 96
at the highest observing frequency of NenuFAR (i.e. 80 MHz),
which corresponds to the worst-case scenario as a large number
of grating lobes of the tile enter the instrument FOV while having
a quasi-random distribution of side lobes and a small HPBW. We
studied two pointing directions: the local zenith (§ = 0°), and a
low-elevation direction (6 = 70°). Both the full instrument and
the tile were electronically pointed towards these two directions.

The comparison between rotated or not rotated is seen in Fig.
6 (in the top four panels for the zenith pointing, and in the bottom
four panels for the low-elevation pointing). Each line of Fig. 6
presents the stacking of 2D cuts of the instrument beam pattern
at 0.5° resolution, in parallel planes of azimuth ¢ = 0° or ¢ =
90°. Each plot shows the stacked beam profiles along with the
maximum SLL. In the left column, the tiles were not rotated
with respect to each other, while in the right column, they were
rotated by an arbitrary angle (with 1° steps). The grating lobes
of the hex19 tiles can clearly be seen and play the role of an
envelope for the side lobes of the instrument array factor. On the
right, the effect of rotation translates as an overall increase in the
average SLL, but this average is always lower than that induced
by the tile grating lobes.

When the instrument and tiles are pointed at low elevation,
the distribution of the ‘background’ side lobe forest and grat-
ing lobes changes dramatically (with respect to the zenith point-
ing) when the tiles are not rotated, whereas these variations are
smoothed out when the tiles are rotated. This means that, in order
to guarantee a steady instrument directional gain with respect to
the background, rotation of the tiles is mandatory to lower the ef-
fect of tile analogue pointing. The decrease in SLL is between 4
to 6 dB for both pointing directions, and the average SLL (com-
puted on the 100 brightest side lobes) is respectively around 6
and 7 dB for both directions. Qualitatively and quantitatively,
we can see that tile rotation is necessary to lower the effect of
the tile beam pattern on the whole instrument response.

Following the same example, we can now determine the min-
imal angular step of tile rotation to achieve such an SLL reduc-
tion at v=20, 40, 60, and 80 MHz. In Fig. 7, each panel rep-
resents the reduction of the maximal SLL as a function of the
angular rotation step between tiles for both the zenith and low
elevation. While at v=20 MHz, no improvement can be seen, the
three other frequencies display plateaus up to a maximum step
at which the effect of tile rotation drops. For example, at v=80
MHz, 10° rotation steps imply no significant loss in SL reduction
efficiency. Thus, rotation steps of 10° are as efficient as angular
steps of 0.01°. This relaxes the constraint on the accuracy of the
tile rotation with respect to when installed on the field.
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Fig. 7. Maximum SLL level decreases (in dB) induced by tile rotation,
as a function of the angular rotation step at four frequencies: 20, 40, 60,
and 80 MHz (left to right and top to bottom). Points and error bars for
each rotation angular step are plotted for zenith pointing (black), and
for low elevation pointing (red). Top left: All values are null because no
SLL could be detected at f=20 MHz.

4.2.2. Comparing hex19 and sq16

To get a general idea of the effect of tile rotation depending
on the size of the array, we conducted studies over Ny; =
6,12,19,27,36,46,57,69, 82,96 and plotted the variation in the
maximum SLL at f = 80 MHz in Fig. 8, and in Fig. 9 we plot-
ted the side-lobe power fraction Qg /Qr in percentages, that is
to say, the fraction of power in all the sky, excluding the main
beam region of size 21/D around the pointing direction. The left
and right columns depict, respectively, the results when the tiles
are not rotated or rotated, and the symbols refer to sq16 (black
triangles) and hex19 (red squares).

For each number of N, for pointing directions different
from zenith, we plot the SL levels in Fig. 8 and Fig. 9 for 12
different azimuths.

The main effect of tile rotation resides in an improvement of
the SLL by ~1-10 dB for both hex19 and sq16 designs, for all
pointing directions and for various values of N,;,,. It is when the
number of tiles is <80 that the highest SLL reduction is achieved.
When pointed at zenith, the effect of the grating lobes is clearly
damped, whereas for low-elevation pointing, the tile rotation
only makes the SLL uniform along all azimuths at roughly the
same level as without rotation. For certain values of N, rotated
sq16 tiles sometimes outperform hex19 tiles.

However, in all cases, the hex19 tiles always have the lowest
fraction of power in the main lobe compared to the sql6 tiles.
As a consequence, the hex19 tiles make the instrument less im-
pacted by isolated RFI and background noise. In addition, we see
that around Ny;;,;=20-30, the ratio reaches a minimum, suggest-
ing that a modest instrument can already provide a fair sensitiv-
ity and a smooth beam. When the tiles are rotated, the distribu-
tion of power is less azimuth dependent, meaning that the pattern
becomes more circularly symmetric. The improvement effect is
more visible for a small number of tiles, and tends to make the
behaviour uniform at the various azimuths. Indeed, rotating the
tiles not only reduces the (average) SLL, it also circularises the
synthetic array beam.
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direction 6, = {0°,30°,60°}. The sq16 (black triangle) and hex19 (red
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5. Conclusion and discussion

We have presented the results of the 2D optimisation of small
element arrays that minimises their SLL and maximises their
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Fig. 9. Fraction of power beyond the primary beam as a function of the
number of tiles and pointing direction. The style of the data points is the
same as in Fig. 8.
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HPBW. This optimisation was carried out in the visible space
only and with arrays pointing at zenith and at low elevation.

5.1. Optimal distribution properties

We first used a modified deterministic algorithm (KOGAN, Sect.
B.1.1) and a modified simulated annealing algorithm (SA, Sect.
B.2.2) to address the optimisation in two different ways. We
found solutions that minimise the SLL, and offer a wide (a large
value of HPBW) and symmetrical (AR value close to one) pri-
mary beam. Optimal tile distributions are found to be irregular
and compact, and to present elements of symmetry. We have also
noticed that the solutions at high N,,; can sometimes be decom-
posed in solutions of lower N, (e.g. the distribution with N,,,=7
is included in that with N,,,=16 in Fig. B.1, and portion of the
distribution with N,,,=16 included in N,,,,=20 in Fig. B.2). This
behaviour suggests that some specific numbers of elements (e.g.
Ng=7 and N,,,=16) form a ‘basis’ in the solution space de-
fined by our constraints. We display optimal tile distributions
with N,,=5 to Ng,,=22 elements. We obtained optimised dis-
tributions of elements suitable for digital beamforming (or ana-
logue beamforming with one delay line per antenna) in a small
element tile. However, optimal solutions lead to arrays that are
expensive to phase with analogue systems because of their lack
of regularity, which makes analogue phasing systems cheaper
(see Sect. 2.3). Thus, we proposed a compromise, hex19, which
displays a regular pattern using an equilateral lattice that was
selected for NenuFAR. The triangular lattice presents statisti-
cally fewer grating lobes in the sky than a square lattice Mailloux
(2005) and Wayth et al. (2018). We compared the performance
of hex19 to that of sq16 within a simulated tile arrangement in a
whole instrument composed of Ny;.,=6 to 96. Relative random
rotations at 10° helps to mitigate the maximum SLL by reducing
the impact of grating lobes in the array response, and while the
rotation present advantages with both hex19 and sql6, hex19
will cause less contamination by isolated RFI and background
noise. In addition, the regularity of the hex19 tile presents the
serious advantage that only ten delay lines (per polarisation) are
required to form the phasing system that enables the tile to point
anywhere in the visible sky. Indeed, we need ten delay lines to
fully phase the hex19 and sql6 tiles towards any direction in
the sky, but we benefit from 20% more elements and fewer side
lobes with hex19. As the cost of an analogue tile is largely dom-
inated by the cost of the broad-band analogue phasing system
(cable lengths, and electronic summation cells and relays), the
performances of hex19 significantly overcome those of sq16 for
essentially the same cost.

This hex19 tile is now used as the building block for the
NenuFAR array (both a LOFAR °‘super station’ and a large stan-
dalone low-frequency radio telescope - beamformer & interfer-
ometer - presently reaching the final construction stage at the
Nangay Radio Observatory around the LOFAR FR606 station
(see Zarka et al. (2012), Girard et al. (2012), and Zarka et al.
(2020)"). It should be noted that the Focal L band Array for the
Green Bank Telescope (GBT/FLAG, developped by the NRAO
and Brigham Young University) is a focal plane array that was
independently designed as a hex19 tile (see (Roshi et al. 2017,
2018) and Rajwade et al. (2018)). The ‘kite’ phase array feed
(PAF) is also constituted by an hexagonal array of 19 dual-
polarisation dipole elements connected to cryogenised LNAs fed
to a multi-beam pointing system. In the GBT case, the array
beam shape was optimised to increase both the sensitivity and
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the radial symmetry to the ~20° FoV of the antenna. In partic-
ular, the element spacing arranged in a hex19 tile (12cm, 0.564
at 1.4 GHz Roshi et al. (2017)) enabled the formation of seven
beams in the GBT FOV, angularly spaced by a half-power beam
width. As a result, with the PAF size, the element size, and the
relative distance, seven high-sensitivity beams can be formed to
pave the antenna FOV, thus increasing the survey speed for the
scientific programmes of the GBT. Our study provides a firm
theoretical basis for this tile topology.

5.2. Convergence of the algorithms

Both the KOGAN and SA algorithms have advantages and draw-
backs, depending on the number of elements and the topology of
the chosen CF. The Kogan algorithm generally produced sym-
metrical distributions with low AR values (Fig. 4), whereas the
SA algorithm converged to distributions providing larger HPBW
values (Fig. 4). A more extensive statistical study at each N,
(with >1000 random initial distributions) could be performed to
improve the exploration of the CF space, and therefore of the so-
lution space. This could help to qualify these solutions as local
or global minima. But the solutions proposed here are already
operational and provide very low SLLs and good pattern charac-
teristics.

The different cooling strategies (for SA) and different gain
values (for SA and Kogan) can modify the convergence of the
algorithms. However, the values of these parameters may not be
adapted for all values of N,,,. It is the same if a stopping criterion
is defined for both algorithms. This criterion may not be adapted
at different N,,, values, depending on the speed of convergence
in the CF space having different topologies. A stopping crite-
rion computed over a small number of iterations may abruptly
stop the course of the convergence in a CF space presenting
wide plateaus (where the CF variations fall below the limit de-
fined by the stopping criterion) between valleys. In our study, we
could raise the morphological trends that optimal solutions seem
to provide. Deterministic algorithms fall easily in local minima
but provide optimal solutions for small values of N,,,. However,
the convergence to a global minimum with stochastic methods is
only statistical and better solutions can always be found in such
a large parameter space.

5.3. Experiment reproducibility

The code used in the optimisation was originally devel-
oped on IDL 7.1 and is available on https://github.com/
JulienNGirard/TileOptim. A Python implementation is cur-
rently being written.

5.4. Limitations

This study focuses on the pattern optimisation brought by the
relative arrangement of elements in a continuous 2D space with
a uniform weighting scheme (all elements have the same weight
in the array response). We focused on the topology of the optimal
distributions and not on the efficiency of the two algorithms that
were used to produce the results. The mutual coupling between
the elements was not taken into account as it highly depends on
the radiator geometry, their relative orientations, proximity, the
electrical properties of each element, and the ground plane, and
would have required a more complex approach involving elec-
tromagnetic constraint in the computation of the tile and array
response.

5.5. Consequences for the design of large antenna arrays

As we mentioned in the Introduction, large arrays (such as the
upcoming SKA1-LOW, Macario et al. (2022)) will be composed
of >100,000 receiving elements that have to be arranged in sub-
arrays. In the current design, a significant number of stations
(Niites = 512) composed of N,,, = 256 broad-band dipoles,
represent a tremendous engineering and signal processing chal-
lenge. In each SKA-LOW station, all antenna signals are digi-
tally recorded and phased together numerically, which enables
a lot of beamforming flexibility. However, cost and power con-
sumption can limit the feasibility of such giant arrays. Special
cases of analogue phased tiles and analogue phasing systems,
such as HBA tiles or NenuFAR hex 19 tiles, can represent a trade-
off that could cut the cost, power consumption, and computing
complexity, and can be a basis for an alternative solution for
SKA1-LOW if the power consumption proves to be too high.

The flexibility of the digital beamforming is unfortunately
limited by the present design of the SKALA elements (de Lera
Acedo 2012), which has a main beam aperture at 45° maximum
zenith angle compared to ~ 70° maximum zenith angle in Nen-
uFAR. This will be a significant limitation for very-wide-field
surveys and instantaneous sky imaging. Regular small tiles may
bring artefacts and grating lobes that can be mitigated by random
relative rotations.
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Glossary & Notations

Aefr effective area
AR axial ratio
CF cost function

E complex electric field

‘H’, ‘E’ planes principal planes of the antenna
Jaip pattern of a dipole with azimuthal symmetry
Siso pattern of an isotropic antenna
FOV field of view
G beam gain
g optimisation control gain
HPBW half power beam width
A, Aopr wavelength and wavelength of optimisation
Ninit number of initial random configuration
Nt number of elements in the tile
Q4 solid angle of a dipole
P, Pax power pattern, power pattern maximum
P, normalised power pattern
Ry rotation of angle ¢ in the antenna plane
SA simulated annealing
SLL side-lobe level
SLP side-lobe power
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Fig. 3. Values of SLL obtained with the two algorithms (SA and KOGAN) using the two element beam patterns fi,, (left) and fy;, (right). Each
circular point is the mean and o over N;,;; = 10 runs. Values for the initial random distributions are plotted with the open circles. Values for the
optimised distributions are shown by black filled circles for the KOGAN algorithm and light grey filled circles for the SA algorithm. The dotted
line is the best fit of SLL values of the initial random distributions. The stars represent the best solutions obtained over the results of the two
algorithms. The arrows indicate out-of-scale values (i.e. cancellation of side lobes). The hollow square represents the maximum SLL of -11.3 dB
(with fiy,) and of -14.4 dB (with fy;,) in the case of a 4x4 tile with an element spacing of /2.
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Fig. 4. Values of the HPBW (top) and AR (bottom) obtained with the two algorithms (SA and KOGAN) using the two element beam patterns
fiso (left) and fy;, (right). The conventions are identical to those of Fig. 3, except for the star symbol, which represents the maximum encountered
HPBW value with both optimisation methods, and the horizontal dashed line, which represents a symmetric primary lobe with AR= 1. The hollow
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Fig. 6. Beam pattern profiles for an instrument with 96 tiles, for zenith observations (four top plots) and low-elevation pointing (four bottom plots).
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Appendix A: Minimal distance between elements

To handle element collision, we defined a minimum distance
between the elements to avoid overlapping and also to exclude
trivial solutions with collocated elements (having no side lobes
coming from the AF), with important effective area loss. Real
elements used in phased arrays are mostly dipole-like elements.
For that reason, we derived this minimal distance from the effec-
tive area of a single dipole, as the minimum distance that avoids
effective area loss due to overlap. This distance d,;, is then given
by:
/12 2 dmin

Acrq = o =M = ﬂ(T)z-

(A.1)
With Q; = 8x/3sr, we obtain d,,;, = 21/ VnQy, ~ 0.391.

If the real array has to be optimised over a relatively large
bandwidth spanning over [ A, Amax] (With Ay — Ain = (Ain +
Amax)/2), and as A.g oc A2, the overlap of the effective area be-
comes large at long wavelengths for dense arrays. This will set
the minimal distance d,,;, = 0.394,,; .

1. If Adopr = Apin, a large effective area overlapping at low fre-
quency is expected and the total effective area does not scale
with A2 any more.

2. If Aopr = Apax, there are more numerous intense side lobes
in the diagram at high frequency; the array is sparse and the
primary beam is thin.

Thus, the choice of Ayp; in [Ain, Amax] is the result of a com-
promise between the loss of the effective area for 4 > A,,, and
a small FOV for 1 < A,,. Once A, is chosen, it is possible
to scale the elements distributions mentioned in this work to a
chosen A.

A.1. Handling antenna collisions

During the optimisation process, elements tend to gather in
close-packed clusters (therefore giving a wider synthetic beam)
and start to collide at distance d,,;,. In the two algorithms, each
new configuration of elements is checked for collisions. Each
colliding pair is geometrically stretched and the two elements
are progressively pushed away at a distance > d,,;, in opposite
directions. The optimisation process is temporarily suspended
until there are no more colliding elements.

Appendix B: Deterministic versus stochastic
methods

B.1. Exploiting the derivative of the beam: Kogan’s approach
B.1.1. Kogan algorithm

The long-used software package Astronomical Image Process-
ing System (AIPS) (Fomalont 1981) for radio astronomy con-
tains the routine CONFI (Kogan 2000), which optimises the el-
ement positions in an interferometer by using the regularity of
the synthetic point spread function (PSF) derived. This antenna
distribution and the PSF are linked together by the Wiener-
Khintchine theorem via the Fourier transform of the aperture au-
tocorrelation (the latter is referred to as the (u,v) coverage). The
Kogan algorithm operates in the ‘direct’ space of the elements.
Alternate algorithms propose optimising the PSF in the Fourier
plane. In Boone (2001, 2002), the density of (u,v) samples as a
pressured gas that relaxes on a desired (u,v) model density. This
method is not adapted for a low number of elements as there are

not enough (u,v) samples to obtain a smooth (u,v) density on a
high-resolution grid. Thus, we prefered to implement Kogan’s
algorithm, which can work with small arrays.

The principle of the KOGAN algorithm is to use the max-
imum SLL as its CF and try to reduce it in a restricted part of
Q5. From the direction u of the strongest side lobe, the value
of the PSF in this direction is decreased by imposing physical
shifts on the elements parallel to the planar projection u,, of u
(considering a (x,y, z) Cartesian frame). The ‘exact’ quantities
required to shift the position of the i element are derived from
the first derivative of the PSF in this direction (Kogan 2000):

dx; = —g.dP,,(u). cos(®Qy,, ), (B.1)
dy; = —g.dP,(u). sin(D,,,), (B.2)
where:
g is a gain factor (set to 0.01.2);
dP,,(u) is the gradient of the power beam pattern P with
respect to a displacement of dr; in the direction u;
and
O, is the angle between the x axis and the projected

VECLOT Uyy.

The gain factor g enables convergence control and, by mak-
ing the process iterative, only a fraction g of the displacements
are imposed to elements. This gain factor was adapted to the
scale of the problem and is equal to 0.01.

B.1.2. Local minima trapping

The deterministic nature of this algorithm implies that, for iden-
tical initial distributions of elements, the same final configura-
tions will be obtained. Final configurations may not be optimal
ones because nothing prevents the process from falling in the
numerous local minima of the solution space. Trapped in a local
minimum, the process starts to oscillate by applying small and
opposite displacements back and forth.

For each optimisation, the code can stop when the CF vari-
ations fall below a predefined threshold, or if it has reached a
maximum number of iterations (taken at relatively large intervals
namely several times the typical number needed for the code to
be trapped in a local minimum). At the last iteration, the best and
the final element distributions (not necessarily strictly identical
due to the above-described oscillations) as well as their corre-
sponding SLL are stored.

An example of a classical minimisation algorithm is the gra-
dient descent method (Fletcher & Powell 1963) where the opti-
mum search always goes ‘downhill’ according to the direction
of the gradient of the CF. From a given starting element distri-
bution, this deterministic downhill search converges towards the
nearest local minimum. However, this method is not adapted for
reaching the global minimum of the CF, especially if the CF has
a complex topology (namely a large number of local minima).
Most ‘solutions’ given by this method will be local minima of
the CF, likely to be non-optimal solutions.

The probability of converging towards the global minimum can
be increased either by performing multiple runs with random ini-
tial conditions when using deterministic algorithms (i.e. many
random starting positions in the parameter space), or by using
stochastic algorithms.

Repeating the operation with different random initial distribu-
tions helps us to understand the topology of the CF over the pa-
rameter space, and ultimately increases the chances of finding
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the best solution for each value of N,,;. In order to prevent this
trapping with the KOGAN algorithm, we ran several (N;,;;) op-
timisations with different initial random element configurations.

B.2. Finding a global optimum with simulated annealing

Another way to achieve global minimisation is to consider
stochastic algorithms. They are generally involved in hard
combinatorial problems such as the ‘travelling salesman prob-
lem’ (Garey & Johnson 1979). Independently of the complex
topology of the CF, these methods always statistically (but
slowly) converge to the best solution without being trapped in
local minima.

We chose the simulated annealing (SA) method (Kirkpatrick
et al. 1983) to update and optimise the positions of the ele-
ments. This method has already been applied to the positioning
elements in linear arrays (Murino 1995). In Hopperstad &
Holm (1999), it was used to optimise 2D arrays with elements
placed on a discrete grid with a rectangular mesh. In Trucco &
Repetto (1996), the distribution of sparse arrays was addressed
by optimising both the position and the weight (in a classical
beamformer) of the antenna. In the present work, we imple-
mented the SA algorithm in the ‘continuous’ 2D case (namely
the elements were placed continuously in the aperture plane).
The CF defined for KOGAN can also be used with SA and
provides similar solutions to KOGAN (when used with different
random initial configurations). Nevertheless, it is preferable
to use a CF that is an explicit function of the antenna posi-
tions, such as the total power present in the side-lobe region Qg

B.2.1. Minimisation of the SLP

Using the definition of the beam solid angle Q defined as the
integral (Kraus 1984)

ff P,(0,9)dQ = Q,
4

with P, being the normalised power beam pattern defined in
Sect. 2.2 and Q = 4n/P, = 4n/G, G being the maximum
gain of the beam pattern, we can separate the contribution in
the primary-lobe region Qp; and the contribution in the rest of
the element power diagram (the side-lobe region noted Qg ):

f f P60, $)dQ + f f Py0,0)dQ = Q = Qp + Qg;.  (B.A)
PL SL

For a given number of elements, Q = 4nx/P,,,, and at zenith,
P = mePmax,e/emm,S. As a consequence, the integral in Eq.
B.3 is constant for each value of N,,. Therefore, any reduction
of Qg leads to an automatic increase in Qpy. In arrays contain-
ing a small number of elements, large values of Qp; are obtained
with ‘compact’ element distributions that produce a wide regular
primary beam and a low SLL. As a consequence, the minimisa-
tion of the SLL is linked to the minimisation of Qg . By defining
the CF as the value of Qg , these two goals can be attained. This
CF cannot be used with KOGAN, which relies, by construction,
on the values of local derivatives of P, to decrease its value in
particular directions.

(B.3)

B.2.2. The simulated annealing method

This algorithm is based on the analogy with the slow cooling
procedure used in metallurgy to obtain a perfect metallic crystal
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(without flaws). This method is a thermally controlled Monte-
Carlo algorithm whose objective is to minimise the value of the
CF (defined in B.2.1) by randomly moving the elements in the
2D plane around their instantaneous positions. The permitted
amplitude of motion of the elements (i.e. the relative modifica-
tion of the CF value) is controlled by a Boltzmann acceptance
factor (Metropolis et al. 1953):

B(ACF,T) = ¢ bt , (B.5)

with:

1. ACF = (CF)ix1 — (CF);;

2. kp, the Boltzmann constant (assigned to an arbitrary value in
this context). In our study, k;, = 1;

3. T, the system temperature (which characterises the freedom
of the system to explore in the parameter space). T is forced
to decrease as the iteration number increases by following a
cooling scheme.

Starting from a random initial distribution, the current values of
the 2 X N,,, element positions are slightly disturbed by a small
random quantity (controlled by a gain factor g identical to that of
KOGAN, here g = 0.012). The new value of CF is tested accord-
ing to the following rules to accept or reject the new distribution:

— if ACF < 0 (i.e. a decrease in the CF), the new set of posi-
tions is accepted and a new iteration is performed,;

— if ACF > 0 (i.e. an increase in the CF) and U 1;(x) <
b(ACF, T), the current state is accepted anyway and a new it-
eration is performed (Upo 1;(x) is a random value drawn from
an uniform distribution over [0, 1]);

— if ACF > 0 and Ujp,1;(x) > b(ACF,T), the current state is
rejected and another random set of displacements is tested.

The method is more robust than a simple downhill method be-
cause it permits uphill explorations to ‘escape’ from local min-
ima. Large uphill explorations are first encouraged at high tem-
perature, T, and as the temperature decreases, the system is pro-
gressively conditioned to preferably go downhill towards lower
minima.

B.2.3. Temperature control

The cooling scheme (the variation of T with the number of iter-
ations) affects the convergence of the process. For each temper-
ature step, the system is considered to have reached its ‘thermal
equilibrium’ after a predefined number of successful adoptions
of new antenna positions. The temperature is then decreased by
a small factor. As the convergence is statistical (as mathemati-
cally demonstrated in Rajasekaran (1990)), several runs of the
algorithm were performed before selecting an adequate cooling
scheme. In the study, it was found that a geometric cooling law
that consisted in decreasing the temperature by steps of 1%, led
to reasonable results. Such step-by-step cooling ensures the con-
vergence of the system.
Two temperature regimes can be defined:

- kT > ACF & b = 1: the system has a high temperature,
enabling free uphill and downhill exploration of the CF with-
out being trapped in local minima;

- kT < ACF & b < 1: the system has a low temperature
and is statistically confined to go downhill to ‘low-energy
valleys’. All variations of the CF are encouraged downhill
towards the local minimum, expected to be the global min-
imum at this stage of the convergence, with little chance of
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getting outside again. In between, the slow decrease in k,T
enables the system to get out of ‘shallow’ minima, whereas
it tends to keep going down in deep valleys.

For example, with k,7 =~ 100ACF, the probability of accept-
ing uphill explorations is about 99%. The probability is only
around 37% for k,T ~ ACF and it is reduced to 4.107% for
kyT =~ 0.1ACF. To correctly map the evolution of that proba-
bility, we can estimate the initial temperature of the system by
taking the average of ACF over a limited number of iterations
with an arbitrary high-temperature regime (e.g. T = 10° K). The
Boltzmann constant can then be modified to adjust the starting
ratio (%) of the Boltzmann factor to tune the convergence pro-
cess to the range of acceptance probabilities.

To improve the SA algorithm, we implemented the capabil-
ity to ‘reheat’ the system when required. At temperature T, if
the CF did not decrease after a certain number of iterations (e.g.
when new element displacements cannot be easily accepted), the
temperature was increased by a factor of 10% that ‘reheated’ the
system for a limited number of iterations only. With a higher
temperature, we raised the probability of uphill CF valley cross-
ing (by lowering the ratio in the Boltzmann term). No change
of the gain was performed during this stage. We found that this
reheating helped to reduce blocked configurations.

B.2.4. Stop criterion and solution optimality

Convergence of the algorithm can be monitored with the varia-
tions of {'CCF% computed over a sliding window. This quantity is
then compared to a threshold value that can stop the algorithm.
However, this threshold value, as well as the size of this sliding
window, depends on the number of elements. Preliminary tests
showed that the values of the CF (with the number of iterations)
often formed plateaus that were sufficiently long to trigger the
stop of the algorithm without reaching the lowest possible value
of CF. To prevent the algorithm from stopping prematurely, we
let the algorithm freely evolve until a maximum number of it-
erations N,g,; was reached (it reaches a permanent regime at a
given temperature level). This maximum number of iterations
was therefore set to Negorgrep = 5 X 10* iterations to limit the
computation time while ensuring a sufficient margin for the con-
vergence. As the iteration-to-iteration variations of the CF are
not predictable and depend on the number of elements, we re-
tained the best distributions that presented the lowest SLLs dur-
ing the run. This solution may not be the one obtained at the last
iteration but is a statistical proxy for the probable topology of
the best solution.

Our implementation of the SA algorithm incorporating re-
heating (Sect. B.2.3) was tested against a classical gradient de-
scent minimisation algorithm on the Rastrigin function Miihlen-
bein et al. (1991). This function is a punitive 2D CF used in
the optimisation development as a stress test for any global min-
imum search. Indeed, this function maps a 2D comb of local
minima really close to a central global minima. All minima are
separated by Ax = Ay = 1. We defined the 2D space in the do-
main D : x € [-10.10],y € [-10.10] but drew random uniform
initial starting positions in the sub-space S : x,y € [-4.4]%.

By considering N = 100 initial at random starting loca-
tions on the Rastrigrin function, and that Ncosep = 5000 and
Nequiit = 3000 for the SA, we obtained the following results:
100% of the solutions were located in the right valley, as close
as +2.1073 to the global minimum position; and 25% of them
were as close as 3.10~* to the global minimum. For the gradient
descent, initialised at random loci in S:, 100% of the solutions

were in S, 23% were in the right valley (20% theoretically for
a uniform initial distribution in D), and 5% were as close as
+0.79 from the global optimum. Even if we cannot extrapolate
to a higher dimensional where the CF presents a more complex
topology, we can safely say that, at worst, our implementation
provides better solutions with a sounder statistical weight than a
randomly initialised gradient descent.
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Fig. B.1. Optimal tile distributions with f;,, from N,,, = 5 to N,, = 22. For each value of N,,, the SLL is reported. The black dot marks the
antenna position and the circle is the footprint of its effective area (Sect. A). All lengths are expressed in units of wavelengths.
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Fig. B.3. Tested instrument layouts from Ny;.,=6 to 96 following a geometric progression in number of elements and relative rotation to mimic
spiral arms. The first and third lines are the tile distributions on the ground, and the second and fourth lines are the corresponding snapshot (u,v)

coverage for a zenith observation.
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