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LIMIT THEOREMS FOR QUANTUM TRAJECTORIES

TRISTAN BENOIST, JAN-LUKA FATRAS, AND CLÉMENT PELLEGRINI

Abstract. Quantum trajectories are Markov processes modeling the evolution of a quan-
tum system subjected to repeated independent measurements. Under purification and
irreducibility assumptions, these Markov processes admit a unique invariant measure –
see Benoist et al. Probab. Theory Relat. Fields 2019. In this article we prove finer limit
theorems such as Law of Large Numbers (LLN), Functional Central Limit Theorem, Law
of Iterated Logarithm and Moderate Deviation Principle. The proof of the LLN is based
on Birkhoff’s ergodic theorem and an analysis of harmonic functions. The other theorems
are proved using martingale approximation of empirical sums.
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1. Introduction

Quantum trajectories are Markov processes modeling the evolution of a quantum sys-
tem subjected to repeated independent measurements. A quantum system interacts with a
series of independent identical probes. After each interaction a measurement is performed
on the probe that just interacted. Following the postulates of quantum mechanics, the
measurement outcome and the resulting system state are random. Since the probes are
independent and identical, the evolution of the system state is described by a homoge-
neous Markov chain. A typical experiment modeled by quantum trajectories is that of
Serge Haroche’s group (see [GBD+07] for example). In this experiment, the system is a
monochromatic electromagnetic field similar to a harmonic oscillator and the probes are
atoms with two energy levels relevant for the experiment. The light field is measured and
manipulated using the atoms and the measurements performed on them. Numerous quan-
tum optics experiments are modeled by quantum trajectories – see [Car93, HR06, WM10].
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From a mathematical point of view, these Markov chains are relatively singular. They
are not generically ϕ-irreducible1 as we show in Section 8. This is not a complete sur-
prise since they can be seen as place dependent iterated function systems (IFS) – see the
definition in [BDEG88]. However, they do not satisfy the standard criteria of contractiv-
ity for IFS (see Section 8). Hence, standard results on uniqueness of invariant measures
such as the one of [BDEG88] cannot be applied. In [BFPP19] an approach based on the
convergence of an estimator of the system state given the measurement outcomes was de-
veloped. Under common assumptions for quantum trajectories, the authors showed the
Markov chain accepts a unique invariant measure and the convergence is exponentially
fast towards this measure. The first assumption is the purification one, first introduced in
[MK06]. In this seminal reference the authors showed that quantum trajectories tend to
get closer to the set of extreme points (pure states) of the convex set they live in. They
moreover showed that under the purification assumption, in large time limit, the Markov
chain lives in this set. The second assumption concerns the average evolution of the system
state. It is similar to the irreducibility assumption for finite state space Markov chains and
leads to the ergodicity of the dynamical system formed by the sequence of measurement
results (see [KM03]). As mentioned in [Szc21], the probability measures describing the law
of the measurement outcomes, are also known as Kusuoka measures as defined in [Kus89].

Since the pioneering works of Kümmerer and Maassen [KM03, KM04, MK06] a large
body of literature has been dedicated to limit theorems for the measurement outcomes.
Notably, Law of Large Numbers [KM03], Central Limit Theorems [AGPS15, vHG15, CP15]
and Large Deviation Principles [vHG15, CP15, CJPS19] have been derived. Recently, ex-
tensions to non ergodic repeated quantum measurements have been made, see [CGMH22]
and [BGP23] for a review of results and proof techniques, and for some extensions. The
subject is still in development – see [BJPP18, BCJP21, GGG22, MS22] for few exam-
ples. Physically relevant and mathematically pertinent examples of the rich behaviour
measurement outcomes can exhibit can be found in [BCJP21].

In the present article, we prove some limit theorems, not for the measurement outcomes,
but for the system state, i.e. the quantum trajectory (x̂n)n. We study the time asymptotics
of the empirical sum

Sn(g) :=
n−1
∑

k=0

g(x̂k)

for some function g.
We show a strong Law of Large Numbers (LLN), a Central Limit Theorem (CLT) and its

functional version (FCLT), a Law of Iterated Logarithm (LIL) and a Moderate Deviation
Principle (MDP). The proof of the LLN is a consequence of Birkhoff’s stationary process
ergodic theorem and the approximation of x̂n by a random variable depending only on
measurement outcomes established in [BFPP19]. Note that quantum trajectories are gen-
erally not positive Harris as required in [MT09, Theorem 17.1.7]. Hence, not all bounded
harmonic functions are constant. Only continuous harmonic functions are constant. We

1The definition of ϕ-irreducibility is a standard generalization of the irreducibility criteria for countable
state space Markov chains – see [MT09, §1.3.1].
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circumvent this issue by proving the probability the LLN holds is continuous with respect
to the initial state of the system. The proofs of the other theorems are all based on a
martingale approximation of Sn(g) for g Hölder continuous. The FCLT is derived using
its standard version for martingales (see [HH80, Theorem 4.1] for the version we use), the
LIL proof follows from the original article [Sto70] and the MDP one is a consequence of
[Gao96, Theorem 1.1]. The martingale approximation is a versatile tool. For example,
a concentration bound similar to the one of [GGG22, Theorem 5] could also be derived.
However, to our knowledge, it cannot be used to derive a large deviation principle. This
question is still open for quantum trajectories.

We work in the same mathematical context as in [BFPP19] and use similar notations and
definitions. The Hilbert space we consider is the canonical complex d dimensional space C

d

and especially its projective space P(Cd) equipped with its Borel σ-algebra B. For a non
zero vector x ∈ Cd, we denote x̂ the equivalence class of x in P(Cd). For x̂ ∈ P(Cd), x ∈ Cd

is an arbitrary norm one representative of x̂ and πx̂ is the orthogonal projector onto Cx.
For a linear map v ∈Md(C) we denote v · x̂ the element of the projective space represented
by v x whenever v x 6= 0. We equipMd(C) with its Borel σ-algebra. We consider a measure
µ on Md(C) such that v 7→ ‖v‖ is square integrable,

∫

Md(C)

‖v‖2 dµ(v) <∞,

and the following stochasticity condition is fulfilled,

(1)

∫

Md(C)

v∗v dµ(v) = IdCd.

A quantum trajectory is a realization of a Markov chain (x̂n) on P(Cd), defined by

x̂n+1 = Vn · x̂n,
where Vn is a Md(C)-valued random variable with law ||vxn||2dµ(v). More precisely, we
study Markov chains associated with the transition kernel given for a set S ∈ B and
x̂ ∈ P(Cd) by

(2) Π(x̂, S) =

∫

Md(C)

1S(v · x̂)‖vx‖2dµ(v).

Every x̂n can be written using a random product of matrices

x̂n = Vn . . . V1 · x̂0,
with (Vn)n non i.i.d. but its law given by ‖vn · · · v1x0‖2dµ⊗n(v1, . . . , vn). Since the matrices
are not i.i.d. the results on products of i.i.d. matrices (see [BL85]) cannot be applied.
Though, since V1x0 6= 0 almost surely, V1 · x̂0 is almost surely well defined and we do
not require the matrices be invertible. In [BFPP19] the authors showed that, assuming
purification and matrix irreducibility, these Markov chains admit unique invariant measures
νinv. The matrix irreducibility assumption is weaker than the strong irreducibility one used
for products of i.i.d. matrices. It only requires that there is a unique non trivial minimal
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common invariant subspace to the matrices charged by µ. In the same reference, the
convergence towards the invariant measure is shown to be geometric in Wasserstein distance
uniformly with respect to the initial measure. This is our starting point. Indeed, such
strong convergence result often leads to finer limit theorems for the chain. However, since
(x̂n) is in general not νinv-irreducible (see Section 8), the usual proofs require adaptations.

First, in Section 3, we show a LLN for any continuous function g on P(Cd):

1

n

n−1
∑

k=0

g(x̂k) −→
n→∞

Eνinv
(g), a.s.

whatever is the distribution ν of the initial state x̂0. This result cannot be extended to L1

functions since, following [MT09, Theorem 17.1.7], it would imply quantum trajectories are
positive Harris and therefore νinv-irreduccible (see [MT09, §9]) and, as already mentioned,
we provide a counter example to that property in Section 8. This result is a generalization
of [KM04, Theorem 5] which applies only to affine functions in πx̂.

Second, in Section 4, we show that for any Hölder continuous function g, the Poisson
equation admits a continuous solution g̃, that is

(3) (I − Π)g̃ = g − Eνinv
(g) =: g.

The continuity of the solution is important since the LLN holds only for continuous func-
tions. Then, as usual, the solution g̃ allows for the approximation of

Sn(g) :=

n−1
∑

k=0

g(x̂k)

by a martingale Mn(g) with uniformly bounded increments. This leads to several limit
theorems inherited from limit theorems for martingales. In particular, in Section 5 we
show a CLT:

lim
n→∞

Sn(g)√
n

= N (0, γ2g), in law, with γ2g = Eνinv
(g̃2 − (Πg̃)2)

and its functional version. In Section 6 we show a LIL:

lim sup
n→∞

±Sn(g)
√

2n log log(n)
= γg, a.s.

In Section 7, we show a MDP: for any function n 7→ a(n) such that limn→∞
a(n)
n

= 0 and
limn→∞

n
a(n)2

= 0 and z ∈ R,

lim
n→∞

sup
ν

∣

∣

∣

∣

n

a(n)2
log Eν

(

exp
(

a(n)
n
zSn(g)

))

− 1
2
z2γ2g

∣

∣

∣

∣

= 0,

with the supremum taken over the distribution of x̂0. Moreover, if γ2g > 0, for any Borel
set B ⊂ R,

lim
n→∞

sup
ν

n

a(n)2
logPν(

1
a(n)

Sn(g) ∈ B) = − inf
y∈B

y2

2γ2g
.
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If γ2g = 0, if 0 is not in the closure of B,

lim
n→∞

sup
ν

n

a(n)2
logPν(

1
a(n)

Sn(g) ∈ B) = −∞,

if 0 is in the interior of B,

lim
n→∞

sup
ν

n

a(n)2
logPν(

1
a(n)

Sn(g) ∈ B) = 0.

Notice that since Mn(g) has uniformly bounded increments, the LLN could be proved
using the martingale LLN and the density of Hölder continuous functions in the Banach
space of continuous functions equipped with the supremum norm. However, since in general
the existence of the solution to Poisson equation is not needed for the proof of the LLN,
we preferred the proof presented here. Indeed, it may turnout useful in situations where
the existence of a solution to Poisson equation cannot be proved easily, like when Cd is
replaced by an infinite dimensional Hilbert space.

There exists a continuous time version of quantum trajectories (see [BG09, BVHJ07]).
As shown in [Pel08, Pel10, BBB13], they are approximations of the discrete time version
we study here. Adapting our proofs, especially using the methods and results of [BFPP21]
instead of [BFPP19] and up to possible standard technical adaptations, all our results
translate to continuous time quantum trajectories.

Before we state and prove the main results, in Section 2, we make precise the notation
we use and recall some useful properties of quantum trajectories. At the end, in Section 8,
we present an example of quantum trajectory to which our results apply yet the Markov
chain does not verify the usual ϕ-irreducibility or contractivity assumptions.

2. Notations and preliminaries

2.1. Measurement process and Quantum trajectory. In this article, we mostly follow
the notations and definitions of [BFPP19]. We refer the reader to it for more details and
comments.

Let Ω :=Md(C)
N. We equip it with its cylinder set σ-algebra. More precisely, let M be

the Borel σ-algebra on Md(C). For n ∈ N, let On be the smallest σ-algebra on Ω making
the sets {(v1, v2, . . . ) ∈ Ω : v1 ∈ A1, . . . , vn ∈ An} measurable for any A1, . . . , An ∈ M.
Then the smallest σ-algebra O containing On for all n ∈ N makes Ω measurable. Let B be
the Borel σ-algebra on P(Cd), and denote

Jn = B ⊗On, J = B ⊗O.
This makes

(

P(Cd)×Ω,J
)

a measurable space. We identify sub-σ-algebra {∅,P(Cd)}×O
with O, and equivalently identify any O-measurable function f with the J -measurable
function f satisfying f(x̂, ω) = f(ω).

For i ∈ N, we consider the random variables Vi : Ω →Md(C),

(4) Vi(ω) = vi for ω = (v1, v2, . . .),
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and we introduce On-mesurable random variables (Wn) defined for all n ∈ N as

Wn = Vn . . . V1.

Let ν be a probability measure over (P(Cd),B). We extend it to a probability measure
Pν over (P(Cd)× Ω,J ) by setting, for any S ∈ B and any set On ∈ On,

(5) Pν(S ×On) :=

∫

S×On

‖Wn(ω)x‖2dν(x̂)dµ⊗n(ω).

Equation (1) ensures that (5) defines a consistent family of probability measures and, by
Kolmogorov’s theorem, this defines a unique probability measure Pν on P(Cd) × Ω. In
addition, the restriction of Pν to B ⊗ {∅,Ω} is, by construction, ν. In the sequel we
shall refer systematically to Pν even if the involved r.v. does not imply O (this allows a
unification of the notations all along the paper).

We now define the random process (x̂n). For (x̂, ω) ∈ P(Cd)× Ω let x̂0(x̂, ω) = x̂. Note
that for any n, the definition (5) of Pν imposes

Pν(Wnx0 = 0) = 0.

This allows us to define a sequence (x̂n) of (Jn)-adapted random variables on the probability
space (P(Cd)× Ω,J ,Pν) by letting

(6) x̂n := Wn · x̂,
whenever the expression makes sense, i.e. for any ω such that Wn(ω)x 6= 0, and extending
it arbitrarily to the whole of Ω. The process (x̂n) on (Ω × P(Cd),J ,Pν) has the same
distribution as the Markov chain defined by Π and initial probability measure ν. We
always work with this construction of the Markov chain. Namely, for any n ∈ N, x̂n is a
Jn-measurable random variable.

From a physical point of view, a sequence ω = (v1, v2, . . .) is interpreted as the results
of measurements that a physical apparatus records. Conditionally on these results, the
Markov chain (x̂n) is updated. Like hidden Markov chain models, ω = (v1, v2, . . .) repre-
sents the observed process whereas (x̂n) is not directly measured. Note that if µ is a sum
of Dirac measures, that is for example

µ =

k
∑

i=1

δAi
,

the quantum trajectory is defined by

x̂n+1 = Ai · x̂n =
Âixn

‖Aixn‖
with probability ‖Aixn‖2.

These quantum trajectories are the most commonly encountered in the physics literature.
A measurement apparatus produces a number i ∈ {1, . . . , k} as an outcome and the system
state is updated conditionally to this information.

We focused our definitions on pure states, namely system states that can be represented
by elements of P(Cd). Equivalently, these states are represented by rank one orthogonal
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projectors on Cd. It is often useful in quantum mechanics to consider a more general set
of states, density matrices. They are elements of the convex hull of rank one projectors:

Dd := convex{πx̂ : x̂ ∈ P(Cd)} = {ρ ∈Md(C) : ρ ≥ 0, tr ρ = 1}.
Quantum trajectory definition can be extended consistently to density matrices introducing
the process (ρn) defined by

ρn+1 =
Vn+1ρnV

∗
n+1

tr(Vn+1ρnV ∗
n+1)

with Vn+1 ∼ tr(v∗vρn)dµ(v)

conditioned on the value of ρn ∈ Dd. However, since the set of pure states is stable under
this random dynamics and our standing assumption (Pur) implies ρn converges almost
surely to the set of pure states as n grows according to [MK06], we limit ourselves to the
pure state formulation of quantum trajectories.

Density matrices are useful to describe average states and restrictions of the measures
Pν to the outcome σ-algebra O. To that end, for any probability measure ν over P(Cd),
let

(7) ρν := Eν(πx̂).

By definition, ρν ∈ Dd.
We define probability measures over Ω that depend on a density matrix. For ρ ∈ Dd

and any set On ∈ On, let

(8) P
ρ(On) :=

∫

On

tr
(

Wn(ω)ρ W
∗
n(ω)

)

dµ⊗n(ω).

Again using (1), this defines a probability measure over (Ω,O) through Kolmogorov ex-
tension theorem.

The measures Pν can be expressed using the newly defined ones. For any S ∈ B and
A ∈ O,

(9) Pν(S ×A) =

∫

S

P
πx̂(A) dν(x̂).

As proved in [BFPP19, Proposition 2.1], the marginal of Pν on O is the probability measure
Pρν .

We will manipulate some metric-related notion such as Hölder continuity. We thus equip
P(Cd) with the metric

d(x̂, ŷ) =
√

1− |〈x, y〉|2 = ‖πx̂ − πŷ‖∞.

2.2. Some preliminary results on Π. The proof of geometric convergence towards the
invariant measure in [BFPP19] relies on two assumptions:

Assumptions
(Pur) Any orthogonal projector π such that for any n ∈ N, πv∗1 . . . v

∗
nvn . . . v1π ∝ π for

µ⊗n-almost all (v1, . . . , vn), is of rank one.
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(Erg) There exists a unique minimal subspace E 6= {0} of Cd such that vE ⊂ E for all
v ∈ supp µ.

As mentioned in [BFPP19], while formulated in terms of the measure µ, assumption
(Erg) depends only on the quantum channel

φ : ρ 7→
∫

Md(C)

vρv∗ dµ(v).

The assumption (Erg) is equivalent to φ accepting a unique fixed point ρinv in Dd. Then
E = (ker ρinv)

⊥. Especially, assumption (Erg) with E = C
d is equivalent to assuming φ is

irreducible (see [Wol12, Section 6.2] for formulations of this notion of irreducibility).
Unless stated otherwise, all the results of the present article assume the same two as-

sumptions hold. We do not mention them explicitly each time.

We refer to [BFPP19] for a complete discussion regarding the link with the usual as-
sumptions in the context of i.i.d product of random matrices (see [BL85] for a reference
on this subject). Let us mention that, as proved in [BFPP19, Appendix A], (Pur) is
equivalent to the contractivity assumption. Concerning (Erg), as already mentioned in
Introduction, it is weaker than the strong irreducibility condition.

The convergence obtained in [BFPP19] is expressed in terms of Wasserstein metric. A
convergence in total variation is not accessible as is proved by the example of Section 8.
Wasserstein metric of order 1 between two probability measures σ and τ on a metric space
(X, d) is defined by

W1(σ, τ) = inf
P

∫

X×X

d(x, y)dP (x, y)(10)

where the infimum is taken over all probability measures P overX×X such that P (dx,X) =
σ(dx) and P (X, dy) = τ(dy). For X compact, using Kantorovich–Rubinstein duality the-
orem it can be expressed as

W1(σ, τ) = sup
f∈Lip1(X)

∣

∣

∣

∣

∫

X

f dσ −
∫

X

f dτ

∣

∣

∣

∣

,

where Lip1(X) = {f : X → R s.t. |f(x)−f(y)| ≤ d(x, y)} is the set of Lipschitz continuous
functions with constant one.

Then, the main result of [BFPP19] is the following theorem, numbered Theorem 1.1 in
the original reference.

Theorem 2.1. The Markov kernel Π accepts a unique invariant probability measure νinv.
Moreover, there exists m ∈ {1, . . . , d}, C > 0 and 0 < λ < 1 such that for any probability

measure ν over
(

P(Cd),B
)

,

(11) W1

(

1

m

m−1
∑

r=0

νΠmn+r, νinv

)

≤ Cλn.
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We finish these preliminaries with a result that was overlooked in [BFPP19]. Indeed
no proof of the existence of an invariant measure was provided. An invariant measure
exists if Π maps continuous functions to continuous function. In other words if Π is Feller.
As we will need this property, we provide a short proof. Note that the conclusion of the
proposition holds even if (Erg) and (Pur) do not hold.

Proposition 2.2. The operator Π is Feller, that is for every continuous function f , Πf
is continuous.

Proof. Let f be a continuous function on P(Cd), then for all x̂, we have

(12) Πf(x̂) =

∫

Md(C)

f(v · x̂)‖vx‖2dµ(v).

We need to show that x̂ 7→ Πf(x̂) is continuous. Since P(Cd) is compact, f is bounded
and

ψ : x̂ 7→ f(v · x̂)‖vx‖2
is continuous or can be extended to a continuous function whenever vx = 0. The map
ψ is bounded by ‖f‖∞‖v‖2 which is independent of x̂ and µ integrable since v 7→ ‖v‖ is
assumed square integrable with respect to µ. Lebesgue’s dominated convergence theorem
implies the continuity and the proposition is proved. �

3. Law of Large Numbers

This section is devoted to the Law of Large Numbers. We show the following theorem.

Theorem 3.1. If the assumptions (Erg) and (Pur) hold, for every initial measure ν over
(P(Cd),B) and every continuous function g on P(Cd),

lim
n→∞

1
n
Sn(g) = lim

n→∞

1

n

n−1
∑

k=0

g(x̂k) = Eνinv
(g), Pν − a.s.

As explained in Section 8, this theorem cannot be extended to every L1(Pνinv
) function

since it would imply the Markov chain (x̂n) is νinv-irreducible as a consequence of [MT09,
Theorem 17.1.7]. In Proposition 8.2 we provide an explicit example of L1 function g for
which Sn(g) = 0 for every n ≥ while νinv(g) = 1.

3.1. Harmonic functions. We recall that, in the context of Markov chains, harmonic
functions are measurable functions f such that Πf = f . They are deeply related to
ergodic properties of Markov chains – see [MT09, §17.1].

Proposition 3.2. If the assumptions (Erg) and (Pur) hold, all continuous harmonic
functions for Π are constant.

Proof. Let x̂ ∈ P(Cd), introduce for all n ∈ N∗

νn(x̂) =
1

n

n−1
∑

k=0

δx̂Π
k.
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Since P(Cd) is compact, the sequence of measures νn(x̂) is tight and by Prokhorov’s
theorem, there exists a weak limit ν∞(x̂) along a subsequence (nl)l. Since Πf = f
by assumption and f is continuous, Πf is continuous. The weak convergence implies
liml→∞ νnl

(x̂)Πf = ν∞(x̂)Πf . Since νn(x̂)Π = νn(x̂)− 1
n
(δx̂ − δx̂Π

n), it follows ν∞(x̂)Π =
ν∞(x̂). Theorem 2.1 implies ν∞(x̂) = νinv. If f is harmonic, f(x̂) = Eνn(x̂)(f) for any n ∈ N.
If moreover f is continuous, the weak convergence of νn(x̂) implies f(x̂) = Eν∞(x̂)(f) =
Eνinv

(f). Hence f is constant and the proposition is proved. �

For any continuous function g : P(Cd) → C, let us introduce the function g∞ defined by

g∞(x̂) = Px̂

({

1
n
Sn(g) −−−→

n→∞
Eνinv

(g)
})

,

for all x̂ ∈ P(Cd). We prove that this function is constant by applying Proposition 3.2. To
this end, we need the two following lemmas which imply the continuity. Before expressing
the lemmas let us introduce the maximum likelihood estimator of the initial state

(13) ẑn(ω) = argmax
x̂∈P(Cd)

‖Wnx‖2

and its evolved version

(14) ŷn =Wn · ẑn.
Proposition 3.5 in [BFPP19] (or Lemma 2.3 in the same reference) proves that ŷn is a good
estimator of x̂n. We use this property to replace (x̂n) by (ŷn) in g∞.

Lemma 3.3. Let g be a continuous function on P(Cd). For any x̂ ∈ P(Cd),

g∞(x̂) = P
πx̂

({

1

n

n−1
∑

k=0

g(ŷk) −−−→
n→∞

Eνinv
(g)

})

.(15)

Proof. Proposition 3.5 in [BFPP19] implies

d(x̂n, ŷn) −−−→
n→∞

0, Px̂ - a.s.

Since g is a continuous function and P(Cd) is compact, uniform continuity implies

1

n

n−1
∑

k=0

(g(x̂k)− g(ŷk)) −−−→
n→∞

0, Px̂ - a.s.

This way it is clear that g∞ satisfies for all x̂ ∈ P(Cd)

g∞(x̂) = Px̂

({

1

n

n−1
∑

k=0

g(ŷk) −−−→
n→∞

Eνinv
(g)

})

.

The set
{

1
n

∑n−1
k=0 g(ŷk) −−−→

n→∞
Eνinv

(g)
}

is O mesurable then Equation (9) yields the lemma

by taking ν = δx̂ and S = P(Cd). �

We will use the next lemma to prove the continuity of g∞.



LIMIT THEOREMS FOR QUANTUM TRAJECTORIES 11

Lemma 3.4. For all states ρ, σ ∈ Dd, we have the following estimation in total variation
distance

‖Pρ − P
σ‖TV := sup

A∈O
|Pρ(A)− P

σ(A)| ≤ ‖ρ− σ‖1,

where ‖ · ‖1 is the trace norm defined by ‖A‖1 = tr(
√
A∗A).

Proof. Since sets O such that there exists n ∈ N such that O ∈ On form a generating family
for O and since the upper bound is independent of O, following [Wal00, Theorem 0.7], it
is sufficient to prove the inequality for such sets. Let thus On ∈ On for an arbitrary n ∈ N,

|Pρ(On)− P
σ(On)| =

∣

∣

∣

∫

On

tr
(

WnρW
∗
n

)

dµ⊗n −
∫

On

tr
(

WnσW
∗
n

)

dµ⊗n
∣

∣

∣

=
∣

∣

∣
tr
(

(ρ− σ)

∫

On

W ∗
nWndµ

⊗n
)

∣

∣

∣

≤ tr
(

|ρ− σ|
∫

On

W ∗
nWndµ

⊗n
)

≤ ‖ρ− σ‖1,

where for the first inequality, we used that | tr(AB)| ≤ tr(|A|B) for any B positive semi-

definite and A self adjoint with |A| =
√
A∗A, and for the second one, we used that

∫

Md(C)n
W ∗

nWndµ
⊗n = IdCd. �

Proposition 3.5. The function g∞ is continuous and harmonic, hence constant.

Proof. From Proposition 3.2, it is sufficient to prove g∞ is continuous and harmonic. Let
x̂ and ŷ be elements of P(Cd), using Lemma 3.3 and the fact that ŷn is O-measurable,

|g∞(x̂)− g∞(ŷ)|

=

∣

∣

∣

∣

∣

P
πx̂

({

1

n

n−1
∑

k=0

g(ŷk) −−−→
n→∞

Eνinv
(g)

})

− P
πŷ

({

1

n

n−1
∑

k=0

g(ŷk) −−−→
n→∞

Eνinv
(g)

})
∣

∣

∣

∣

∣

≤ ‖Pπx̂ − P
πŷ‖TV

≤ ‖πx̂ − πŷ‖1
≤ 2 d(x̂, ŷ).

We used that for a rank r matrix A, ‖A‖1 ≤ r‖A‖∞. Hence g∞ is 2-Lipschitz, therefore
continuous.

The harmonicity of g∞ is a classical result and one can follow the proof of [MT09,
Proposition 17.1.6]. For sake of completeness, we reproduce it here in our context. Let
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x̂ ∈ P(Cd)

Πg(x̂) =Ex̂

(

Px̂1

(

lim
n→∞

1

n
Sn(g) = Eνinv

(g)

))

=Ex̂

(

Px̂

(

lim
n→∞

1

n

n−1
∑

k=0

g(x̂k+1) = Eνinv
(g)

∣

∣

∣

∣

∣

J1

))

=Px̂

(

lim
n→∞

[

n + 1

n

1

n + 1
Sn+1(g)−

1

n
g(x̂0)

]

= Eνinv
(g)

)

=g(x̂).

The passage from line 1 to line 2 uses the Markov property and the remainder uses the
fact that g is bounded as a continuous function on a compact space. �

We turn to the proof of the Law of Large Numbers.

3.2. Proof of the Law of Large Numbers, Theorem 3.1. The proof is split in two
parts. First Theorem 3.1 is proved with respect to Pνinv

using Birkhoff’s ergodic theorem
and [BFPP19, Proposition 3.5]. Then, the result is extended to any initial probability mea-
sure ν using g∞ as is done for positive Harris Markov chains in [MT09, Proposition 17.1.6].

Before we prove Theorem 3.1 with respect to Pνinv
we prove the invariance of this measure

with respect to the shift

Θ : P(Cd)× Ω → P(Cd)× Ω

(x̂, v1, v2, . . . ) 7→ (v1 · x̂, v2, v3, . . . ).
Lemma 3.6. The probability measure Pνinv

is Θ-invariant.

Proof. Let f : P(Cd)× Ω → R be continuous and bounded. Then,

Eνinv
(f ◦Θ) =

∫

f(v1 · x̂, v2, . . . )dP
πx̂(v1, v2, . . . )dνinv(x̂).

By definition dPπx̂(v1, v2, . . . ) = ‖v1x‖2dP
πv1·x̂(v2, v3, . . . )dµ(v1), thus,

Eνinv
(f ◦Θ) =

∫

f(v1 · x̂, v2, . . . )dP
πv1·x̂(v2, v3, . . . )‖v1x‖2dµ(v1)dνinv(x̂).

By invariance of νinv with respect to Π,

Eνinv
(f ◦Θ) =

∫

f(x̂, v2, . . . )dP
πx̂(v2, . . . )dνinv(x̂).

A change of variables yields Eνinv
(f ◦Θ) = Eνinv

(f). �

We can now prove the LLN with respect to Pνinv
.

Proposition 3.7. Let g be a continuous function on P(Cd). The LLN is satisfied for the
invariant measure νinv, that is

1
n
Sn(g) −→

n→∞
Eνinv

(g), Pνinv
- a.s.
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Proof. This proof is an adaptation of [MT09, Section 17.1]. By definition, Sn(g) can be
written

Sn(g) =

n−1
∑

k=0

g ◦ ζ ◦Θk(x̂, v1, v2 . . . )

with for all x̂ and all v = (v1, v2, . . .)

ζ(x̂, v1, v2, . . . ) = x̂.

Following Lemma 3.6, the probability measure Pνinv
is Θ-invariant. Hence, Birkhoff’s

ergodic theorem for stationary processes implies,

lim
n→∞

1
n
Sn(g) = Xg Pνinv.

- a.s.

with Xg a Θ invariant random variable.
Since g is continuous (and therefore uniformly continuous), the convergence d(x̂n, ŷn) −−−→

n→∞

0 Pνinv
-almost surely implies

lim
n→∞

1

n

n−1
∑

k=0

g(ŷk) = Xg Pνinv
- a.s.

Since the sequence (ŷn)n is O-measurable, so is Xg. For O-measurable functions, Θ is the
left shift (v1, v2, . . . ) 7→ (v2, v3, . . . ). Since Pρνinv is left shift ergodic as a consequence of
[BFPP19, Proposition 3.4] (see also [KM03, Section 5]), Xg is Pρνinv - a.s. constant. Then,
from the definition of P

ρνinv ,

Xg = E
ρνinv (Xg) = Eνinv.

(Xg) = Eνinv.
(g), Pνinv.

- a.s.

�

Now, we have all the ingredients to prove Theorem 3.1

Proof of Theorem 3.1. Proposition 3.7 shows that

Pνinv

({

1

n

n−1
∑

k=0

g(x̂k) −−−→
n→∞

Eνinv
(g)

})

= 1,

which can be written as
∫

P(Cd)

g∞(x̂)dνinv(x̂) = 1.

Since the integrand is no greater than one, it means that it is equal to one. For Pνinv
-almost

every x̂, g∞(x̂) = 1 and since Proposition 3.5 implies g∞ is constant, g∞(x̂) = 1 for all
x̂ ∈ P(Cd) and the theorem is proved. �
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4. Poisson equation and martingale approximation

The remaining limit theorems are proved using the existence of a continuous solution g̃
to the Poisson equation

g̃ −Πg̃ = g = g − Eνinv
(g)

We prove such a solution exists as long as g is α-Hölder for some α ∈ ]0, 1] where 1-Hölder
means Lipschitz.

Once a continuous solution g̃ is found, Sn(g) can be approximated by the (Jn)-martingale

(16) Mn(g) :=
n
∑

k=1

g̃(x̂k)−Πg̃(x̂k−1).

Indeed,
Sn(g) = g̃(x̂0)− g̃(x̂n) +Mn(g).

Since g̃ is continuous and therefore uniformly bounded, (Mn(g))n has bounded increments
and

(17) |Sn(g)−Mn(g)| ≤ osc(g̃) ≤ 2‖g̃‖∞,
almost surely, where osc is the oscillation defined by osc(f) = supx̂,ŷ |f(x̂)− f(ŷ)|.

First we prove a geometric convergence for Hölder functions which will be a key ingredient
in the sequel.

Lemma 4.1. There exists 0 < λ < 1 such that for any g : P(Cd) → C Hölder continuous,
there exists C > 0 such that for any probability measure ν and all n ∈ N we have

(18)

∣

∣

∣

∣

∣

1

m

m−1
∑

r=0

Eν [g(x̂mn+r)]− Eνinv
[g(x̂)]

∣

∣

∣

∣

∣

≤ Cλαn

where α is the Hölder exponent of g.

Proof. For a coupling Pn between 1
m

∑m−1
r=0 νΠ

mn+r and νinv,

1

m

m−1
∑

r=0

Eν [g(x̂mn+r)]− Eνinv
[g(x̂)] = EPn

(g(x̂)− g(ŷ)).

Since g is α-Hölder continuous, there exists C such that

|EPn
(g(x̂)− g(ŷ))| ≤ CEPn

(d(x̂, ŷ)α).

Using that x 7→ xα is concave, Jensen inequality implies,

|EPn
(g(x̂)− g(ŷ))| ≤ C (EPn

(d(x̂, ŷ)))α .

The coupling Pn being arbitrary we can take an infimum over it, so that
∣

∣

∣

∣

∣

1

m

m−1
∑

r=0

Eν [g(x̂mn+r)]− Eνinv
[g(x̂)]

∣

∣

∣

∣

∣

≤ CW α
1

(

1

m

m−1
∑

r=0

νΠmn+r, νinv

)

.

Then Theorem 2.1 yields the lemma. �
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A major upside in the above lemma is the uniformity of the bound with respect to
the initial measure. We often exploit this property in the sequel and in particular in the
following proof of existence of a continuous solution to the Poisson equation (3).

Proposition 4.2. Let g : P(Cd) → C be Hölder continuous. If the assumptions (Erg) and
(Pur) hold, then the Poisson equation

(19) (Id− Π)g̃ = ḡ,

admits a continuous solution g̃. Two continuous solutions of the Poisson equation (19) are
equal up to an additive constant.

As a consequence the martingale approximation of Equation (17) holds. That is,

(20) sup
n

|Sn(g)−Mn(g)| ≤ osc(g̃) ≤ 2‖g̃‖∞

almost surely.

Proof. Without loss of generality, we assume g = ḡ. Let

f (r)
n =

nm+r−1
∑

k=0

Πkg,

for r ∈ {0, ..., m − 1}. Proposition 2.2 implies Π preserves the continuity, hence f
(r)
n is

continuous for all n ∈ N and r ∈ {0, ..., m− 1}.
For all x̂ and k ≥ 0, denote νk,x̂ = δx̂Π

k, then for all p ≤ q and all x̂ ∈ P(Cd)

∣

∣f (r)
p (x̂)− f (r)

q (x̂)
∣

∣ =
∣

∣

∣

qm+r−1
∑

k=pm+r

Πkg(x̂)
∣

∣

∣
=
∣

∣

∣

qm−1
∑

k=pm

Πk
(

Πrg(x̂)
)
∣

∣

∣

≤ m

∣

∣

∣

∣

∣

q−1
∑

k=p

1

m

m−1
∑

l=0

ΠrΠkm+lg(x̂)

∣

∣

∣

∣

∣

= m

∣

∣

∣

∣

∣

q−1
∑

k=p

1

m

m−1
∑

l=0

νr,x̂Π
km+lg

∣

∣

∣

∣

∣

≤ m

q−1
∑

k=p

Cλαk ≤ mC

1− λα
λαp,

(21)

where the constants C and λ are the ones from Lemma 4.1 and are thus uniform in νr,x̂
It follows the sequence {f (r)

p }p≥0 is uniformly Cauchy and converges therefore uniformly

towards a continuous function f
(r)
∞ . The equality (Id−Π)f

(r)
n = g−Πnm+rg and Lemma 4.1

imply the uniform convergence

lim
n→∞

(Id−Π)
( 1

m

m−1
∑

r=0

f (r)
n

)

= g − lim
n→∞

1

m

m−1
∑

r=0

Πnm+rg = g.(22)

Since (Id− Π) is a bounded operator with respect to the uniform norm,

(Id− Π)

(

1

m

m−1
∑

r=0

f (r)
∞

)

= g.
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Hence, g̃ = 1
m

∑m−1
r=0 f

(r)
∞ is a solution to Poisson equation (19). As a finite sum of contin-

uous functions, it is also continuous.
In order to show uniqueness up to an additive constant, let g̃1 and g̃2 be two continuous

solutions of Equation (3), then g̃1 − g̃2 satisfies Π(g̃1 − g̃2) = g̃1 − g̃2. Since g̃1 − g̃2 is
continuous and harmonic, it is constant by Proposition 3.2. �

In the remaining sections we state some limit theorems that are consequences of the
martingale approximation of Equation (17).

5. Central Limit Theorem

This section is devoted to the proof of a FCLT. We define a version of Sn as a contin-
uous function interpolating between the partial sums S⌊nt⌋ for t ∈ [0, 1]. For any Hölder
continuous function g and t ∈ [0, 1] let

(23) sn(t) := S⌊nt⌋(g) + (nt− ⌊nt⌋)(S⌊nt⌋+1(g)− S⌊nt⌋(g)).

We recall that γ2g = Eνinv
(g̃2 − (Πg̃)2) with g̃ a solution to the Poisson equation (3).

Theorem 5.1. Let g : P(Cd) → C be Hölder continuous and such that Eνinv
(g) = 0. If the

assumptions (Erg) and (Pur) hold,

(1) If γ2g > 0, for any initial measure ν,
(

sn(t)
√

nγ2g

)

t∈[0,1]

L−−−→
n→∞

B ≡ (Bt)t∈[0,1],

where B is a unidimensional Brownian motion and the convergence is meant for
the process.

(2) If γ2g = 0, then
sup
t∈[0,1]

|sn(t)| ≤ 6 osc(g̃), Pνinv
- a.s.

and for any measure ν, for any t ∈ [0, 1],

lim
n→∞

∥

∥

∥

∥

sn(t)√
n

∥

∥

∥

∥

L2(Pν)

= 0.

Proof. First, assume γ2g > 0. We apply the Central Limit Theorem for martingales. For
t ∈ [0, 1] and any n, let

mn(t) :=M⌊nt⌋(g) + (nt− ⌊nt⌋)(M⌊nt⌋+1(g)−M⌊nt⌋(g)).

We first show (mn(t))t converges to a Brownian motion. We prove the following two
properties:

a) Pν almost surely

1

n

n
∑

k=1

E[(Mk(g)−Mk−1(g))
2|Jk−1] −−−→

n→∞
γ2g .
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b) For all ε > 0, Pν almost surely

1

n

n
∑

k=1

E

[(

Mk(g)−Mk−1(g)
)2

1{(Mk(g)−Mk−1(g))2≥εn}|Jk−1

]

−−−→
n→∞

0.

Item b) follows directly from supk ‖Mk(g) −Mk−1(g)‖∞ ≤ 2‖g̃‖∞. Indeed that implies
the terms in the sum on the left hand side vanish for n large enough. Hence the left hand
side is null for n ≥ 4‖g̃‖2∞/ε.

Item a) follows from the LLN. For any k ∈ N,

E[(Mk(g)−Mk−1(g))
2|Jk−1] = E[(g̃(x̂k)−Πg̃(x̂k−1))

2|Jk−1]

=
(

Πg̃2(x̂k−1)− (Πg̃(x̂k−1))
2
)

= h(x̂k−1),

(24)

where h(·) = Πg̃2(·)− (Πg̃(·))2. Since Π is Feller (see Proposition 2.2) and g̃ is continuous,
h is a continuous function. Then, Theorem 3.1 and γ2g = Eνinv

(h) yield Item a).
Theorem 4.1 in [HH80] implies

(

mn(t)
√

nγ2g

)

t≥0

L−−−→
n→∞

B.

We turn to (sn(t))t. Proposition 4.2 implies

(25) sup
t∈[0,1],n∈N

|mn(t)− sn(t)| ≤ 6 osc(g̃).

Thus,

(26) sup
t∈[0,1]

∣

∣

∣

∣

∣

sn(t)−mn(t)
√

nγ2g

∣

∣

∣

∣

∣

−−−→
n→∞

0, Pν - a.s.

Then Slutsky’s lemma implies Item (1).

Second, assume γ2g = 0. By the martingale property, Eνinv
(M2

⌊nt⌋(g)) =
∑⌊nt⌋

k=1 Eνinv
((g̃(x̂k)−

Πg̃(x̂k−1))
2). Taking a conditional expectation with respect to Jk−1 inside the expectation

leads to

Eνinv
(M2

⌊nt⌋(g)) =

⌊nt⌋
∑

k=1

Eνinv
(h(x̂k−1)) .

Invariance of νinv implies,

Eνinv
(M2

⌊nt⌋(g)) = ⌊nt⌋γ2g = 0.

Hence, M⌊nt⌋(g) = 0 Pνinv
-almost surely. Similarly, M⌊nt⌋+1(g) = 0 Pνinv

-almost surely.
Then, Proposition 4.2 yields the first part of Item (2).
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For an arbitrary measure ν over P(Cd), the martingale property implies

Eν(M
2
⌊nt⌋(g)) =

⌊nt⌋
∑

k=1

ν(Πk−1h).

Then, Theorem 2.1 and Proposition 2.2 imply 1
⌊nt⌋

Eν(M
2
⌊nt⌋(g)) −−−→

n→∞
γ2g = 0. Similarly,

1
⌊nt⌋+1

Eν(M
2
⌊nt⌋+1(g)) −−−→

n→∞
γ2g = 0. Then Proposition 4.2 yields the L2-norm convergence

of the second part of Item (2). �

Remark 5.2. The convergence in L2-norm when γ2g = 0 should also hold Pν almost surely.
However, such a result requires a finer analysis of the function h. In [BHP23], h is shown to
be Hölder continuous. That implies supn Eν(M

2
n(g)) <∞ by Lemma 4.1. Then the almost

sure convergence follows from Doob’s martingale convergence theorem as in the proof of
[MT09, Theorem 17.1.7].

Remark 5.3. The case γ2g = 0 is somewhat trivial. We therefore concentrate on the
situation where γ2g > 0.

6. Law of Iterated Logarithm

This section is devoted to the the Law of Iterated Logarithm. It shows that at only a
slightly faster speed (log log n) the weak convergence of the CLT is lost.

Theorem 6.1. Let g : P(Cd) → C be Hölder continuous and such that Eνinv
(g) = 0.

Assume (Erg) and (Pur) hold. Let g̃ be a continuous solution to the Poisson equation (3)
and γ2g = Eνinv

(g̃2 − (Πg̃)2). Assume γ2g > 0. Then for any initial measure ν,

lim sup
n→∞

±Sn(g)
√

2nγ2g log log(n)
= 1 Pν - a.s.

Proof. As for the FCLT, Proposition 4.2 allows us to prove the statement only for Mn(g)
instead of Sn(g). We apply the theorem of [Sto70].

Let

s2n :=
n
∑

k=1

Eν [(Mk(g)−Mk−1(g))
2|Jk−1]

and
un =

√

2 log log(s2n).

Following (24), since Π is Feller according to Proposition 2.2, h is continuous and Theo-
rem 3.1 implies 1

n
s2n −−−→

n→∞
γ2g , Pν - a.s.. Hence,

s2n −−−→
n→∞

+∞, Pν - a.s.

Then, since almost surely,

|Mn(g)−Mn−1(g)| ≤ 2‖g̃‖∞,
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following the remark at the end of [Sto70, Section 3], the theorem in the introduction of
the same reference applies and

lim sup
n→∞

±Mn(g)

snun
= 1, Pν - a.s.

Since s2n/n −−−→
n→∞

γ2g , Pν - a.s., we have the almost sure equivalences sn ∼ √

nγ2g and

un ∼ √
2 log log n as n grows. These equivalences yield the theorem. �

7. Moderate Deviation Principle

Our final limit theorem concerns the probability of deviation from the law of large
numbers for rates in n faster that the

√
n of the CLT and slower than the linear one of the

LLN. The Moderate Deviation Principle shows that at any of these rates the probability
of deviation is essentially gaussian with variance γ2g .

Theorem 7.1. Let g : P(Cd) → C be Hölder continuous and such that Eνinv
(g) = 0. Let

t 7→ a(t), t > 0 be a non negative function such that

lim
t→∞

t

a(t)
= lim

t→∞

a(t)√
t
= +∞.

Then, if the assumptions (Erg) and (Pur) hold,

(1) For all z ∈ R,

lim
n→∞

sup
x̂∈P (Cd)

∣

∣

∣

n

a2(n)
log
(

Ex̂

[

exp
a(n)

n
zSn(g)

])

− z2γ2g
2

∣

∣

∣
= 0.

(2) For any Borel subset B of R:

lim sup
n→∞

n

a2(n)
log
(

sup
x̂∈P (Cd)

Px̂

(

1
a(n)

Sn(g) ∈ B
))

≤ − inf
y∈B̄

J(y)

lim inf
n→∞

n

a2(n)
log
(

inf
x̂∈P (Cd)

Px̂

(

1
a(n)

Sn(g) ∈ B
))

≥ − inf
y∈B◦

J(y)

where B̄ denotes the closure of B and B◦ its interior and

J(y) = sup
v∈R

(

yv − 1
2
γ2gv

2
)

=











y2

2γ2
g

if γ2g > 0

0 if γ2g = 0 and y = 0

+∞ if γ2g = 0 and y 6= 0

.

Remark 7.2. If γ2g > 0, y 7→ J(y) is continuous, then, for B with non empty interior, the
inequalities turn into equalities. Hence,

lim
n→∞

n

a2(n)
log

(

sup
x̂∈P(Cd)

Px̂

(

1
a(n)

Sn(g) ∈ B
)

)

= − inf
y∈B

y2

2γ2g
.
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We prove Theorem 7.1 through an application of [Gao96, Theorem 1.1] to (Mn(g))n. In
our context the two assumptions of this theorem are:

(A.1) there exists δ > 0 such that,

sup
x̂∈P(Cd)

sup
n≥0

‖Ex̂(exp(δ|Mn+1(g)−Mn(g)|)|Fn)‖L∞(Px̂) < +∞,

(A.2) the following limit inferior holds:

lim inf
n→∞, n

m
→0

sup
x̂∈P(Cd)

sup
j≥0

∣

∣

∣

1

m
Ex̂

[

m
∑

i=1

(

g̃(x̂n+j+i)− Πg̃(x̂n+j+i−1)
)2
∣

∣

∣
Fj

]

− γ2g

∣

∣

∣
= 0.

Assumption (A.1) is trivially satisfied with an arbitrary δ > 0 since supn∈N |Mn+1(g)−
Mn(g)| ≤ 2‖g̃‖∞ Px̂-almost surely with g̃ a continuous solution to the Poisson equation (3).
Assumption (A.2) requires more work and cannot be derived from [Gao96] since in that
article the Markov chain is assumed Harris recurrent. The next lemma shows a uniform
convergence of the Cesàro mean of Ex̂(h(x̂n)) with h defined in Equation (24) to γ2g . It is
the key to the proof of Assumption (A.2).

Lemma 7.3. Let g : P(Cd) → C and g̃ a continuous solution to the Poisson equation (3).
Then,

lim
n→∞

sup
x̂∈P (Cd)

sup
j≥0

∣

∣

∣

∣

∣

1

n
Ex̂

[

n
∑

i=1

(

g̃(x̂j+i)−Πg̃(x̂j+i−1)
)2

]

− γ2g

∣

∣

∣

∣

∣

= 0.

Proof. Taking the conditional expectation with respect to Jj+i−1,

Ex̂(g̃(x̂j+i)− Πg̃(x̂i+j−1))
2 = Ex̂(h(x̂i+j−1))

with h : x̂ 7→ Πg̃2(x̂)− (Πg̃(x̂))2 the continuous function defined in Equation (24).
Since Lipschitz continuous functions are dense in the set of continuous functions with

respect to the sup norm, for any ǫ > 0 there exists hǫ Lipschitz continuous such that
‖h− hǫ‖∞ ≤ ǫ. It follows that

|γ2g − Eνinv
(hǫ)| ≤ ǫ

and

sup
n∈N

sup
x̂∈P (Cd)

sup
j≥0

∣

∣

∣

∣

∣

1

n
Ex̂

[

n
∑

i=1

h(x̂i+j−1)

]

− 1

n
Ex̂

[

n
∑

i=1

hǫ(x̂i+j−1)

]
∣

∣

∣

∣

∣

≤ ǫ.

Since ǫ is arbitrary and the second bound is uniform in n ∈ N, it remains only to prove

lim
n→∞

sup
x̂∈P (Cd)

sup
j≥0

∣

∣

∣

∣

∣

1

n

n
∑

i=1

Ex̂ [hǫ(x̂j+i−1)]− Eνinv
(hǫ)

∣

∣

∣

∣

∣

= 0

for any ǫ > 0.
First, by the Markov property,

sup
x̂∈P (Cd)

sup
j≥0

∣

∣

∣

∣

∣

1

n

n
∑

i=1

Ex̂ [hǫ(x̂j+i−1)]− Eνinv
(hǫ)

∣

∣

∣

∣

∣

≤ sup
ν∈P(P(Cd))

∣

∣

∣

∣

∣

1

n

n
∑

i=1

Eν [hǫ(x̂i−1)]− Eνinv
(hǫ)

∣

∣

∣

∣

∣

,
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where P(P(Cd)) is the set of probability measures over P(Cd). By definition of the Wasser-
stein distance of order 1, Theorem 2.1 implies there exists C > 0 such that

sup
ν∈P(P(Cd))

∣

∣

∣

∣

∣

1

n

n
∑

i=1

Eν [hǫ(x̂i−1)]− Eνinv
(hǫ)

∣

∣

∣

∣

∣

≤ C 1
n
.

Taking n to infinity yields the lemma. �

Proof of Theorem 7.1. As remarked in [Gao96], it is sufficient to prove Item (1) since then
Gärtner–Ellis theorem (see [DZ09, Theorem 2.3.6]) implies the remainder of the theorem.
We adapt the proof of Theorem 1.3 in [Gao96].

As mentioned before Lemma 7.3, it only remains to prove Assumption (A.2) of Theo-
rem 1.1 in [Gao96]. For m > 0,

sup
x̂

sup
n≥0

sup
j≥0

∣

∣

∣

1

m
Ex̂

[

m
∑

i=1

(

g̃(x̂n+j+i)− Πg̃(x̂n+j+i−1)
)2
∣

∣

∣
Fj

]

− γ2g

∣

∣

∣

= sup
x̂

sup
n≥0

sup
j≥0

∣

∣

∣

1

m
Ex̂j

[

m
∑

i=1

(

g̃(x̂n+i)− Πg̃(x̂n+i−1)
)2
]

− γ2g

∣

∣

∣

≤ sup
ŷ

sup
n≥0

∣

∣

∣

1

m
Eŷ

[

m
∑

i=1

(

g̃(x̂n+i)−Πg̃(x̂n+i−1)
)2
]

− γ2g

∣

∣

∣

Lemma 7.3 implies the convergence to 0 of the first line. This convergence being uniform
in n, it implies

lim inf
n→∞, n

m
→0

sup
x̂∈P(Cd)

sup
j≥0

∣

∣

∣

1

m
Ex̂

[

m
∑

i=1

(

g̃(x̂n+j+i)− Πg̃(x̂n+j+i−1)
)2
∣

∣

∣
Fj

]

− γ2g

∣

∣

∣
= 0,

which is Assumption (A.2) of Theorem 1.1 in [Gao96]. It follows that for all z ∈ R,

lim
n→∞

sup
x̂∈P (Cd)

∣

∣

∣

n

a2(n)
log
(

Ex̂

[

exp
a(n)

n
zMn(g)

])

− z2γ2g
2

∣

∣

∣
= 0.

Since |Sn(g)−Mn(g)| ≤ 2 osc(g̃) almost surely, Item (1) holds and the theorem is proved.
�

8. Keep-Switch example

To illustrate our results and demonstrate quantum trajectories can be relatively singular,
we briefly discuss the “Keep-Switch” model presented in [BCJP21, Section 2.1.2]. Let
µ = δA1

+ δA2
be a measure on M2(C), where

A1 =

(√
p 0
0

√
q

)

and A2 =

(

0
√
p√

q 0

)

with p ∈]0, 1
2
[ and q = 1 − p. Direct computation shows that A∗

1A1 + A∗
2A2 = Id. Since

A∗
1A1 =

(

p 0
0 q

)

is not proportional to the identity, the purification assumption (Pur)
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holds. The matrices A1 and A2 have a common non trivial invariant subspace only if

they have a common eigenvector. The eigenvectors of A1 are multiples of ea =

(

1
0

)

and

eb =

(

0
1

)

. They are not eigenvectors of A2. Hence, µ verifies the ergodicity assumption

(Erg) with E = C2. Direct computation shows that the invariant measure of Theorem 2.1
is νinv = pδêa + qδêb .

This relatively simple example already exhibits some unusual properties. For example,
it is not ϕ-irreducible as defined in [MT09]. It cannot therefore be Harris recurrent.

Proposition 8.1. There does not exist a non trivial positive measure ϕ over P(Cd) such
that the Markov chain associated to µ is ϕ-irreducible.

Proof. Assume such a measure ϕ exists. Then Π1{êa,êb}(êa) = 1 implies ϕ(P(Cd)\{êa, êb}) =
0. Since ϕ is non trivial, ϕ({êa, êb}) > 0. However, setting e+ = ea + eb, Pê+(∪n{x̂n ∈
{êa, êb}}) = 0 as a consequence of Pê+(∪n{〈ea, xn〉 = 0 ∨ 〈eb, xn〉 = 0}) = 0. Hence, there
does not exists ϕ such that the Markov chain is ϕ-irreducible. �

As mentioned at the beginning of Section 3, since the Markov chain is not Harris re-
current, following [MT09, Theorem 17.1.7], there must exist a non continuous L1(νinv)
function such that the LLN does not hold.

Proposition 8.2. Let g = 1{êa,êb}, then

Eνinv
(g) = 1

but for any x̂ ∈ P(Cd) \ {êa, êb}, any n ≥ 0,

Sn(g) = 0, Px̂ - a.s.

Proof. The fact that νinv(g) = 1 follows from the expression of the invariant measure.
For the proof that Sn(g) = 0, as in the proof of previous proposition, for any x̂ ∈

P(Cd) \ {êa, êb}, Px̂(∪n{x̂n ∈ {êa, êb}}) = 0. Hence g(x̂k) = 0 for all n Px̂ - a.s. and the
proposition holds. �

The place dependent IFS defined by pi : x̂ 7→ ‖Aix‖2 and fi : x̂ 7→ Ai ·x̂ is not contracting
as defined in [BDEG88] either. Note that since A1 and A2 are invertible, f1 and f2 are well
defined on P(C2).

Proposition 8.3. The place dependent IFS defined by the Markov kernel Π is not con-
tracting. Namely,

sup
x̂,ŷ

Ex̂(d(V1 · x̂, V1 · ŷ))
d(x̂, ŷ)

≥ 1.

Proof. Take x̂ = êa and ŷ = êb, then d(x̂, ŷ) = 1 and A1 · x̂ = x̂, A1 · ŷ = ŷ, A2 · x̂ = ŷ and

A2 · ŷ = x̂. Hence, Ex̂(d(V1·x̂,V1·ŷ))
d(x̂,ŷ)

= 1 and the proposition is proved. �

For this example, the variance γ2g takes a simple form.
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Proposition 8.4. For any g : P(Cd) → C Hölder continuous,

γ2g = Eνinv

(

(g(x̂)− Eνinv
(g(x̂)))2

)

= pg2(êa) + qg2(êb)− (pg(êa) + qg(êb))
2.

Proof. Since supp νinv = {êa, êb}, it is sufficient to compute g̃(êa) and g̃(êb). Direct com-
putation shows there exists g̃ solution of the Poisson equation (3) such that g̃(êa) =
g(êa) − νinv(g) and g̃(êb) = g(êb) − νinv(g). Indeed, Πg(êa) = Πg(êb) = νinv(g). More-
over, νinv((Πg̃)

2) = 0. Hence, γ2g = νinv(g̃
2) = Eνinv

(g(x̂)). �
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