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Resolving the Fairness Issues in Bus-Based
Optical Access Networks

Nizar Bouabdallah, Andre-Luc Beylot, Emmanuel Dotaro, Member, IEEE, and Guy Pujolle

Abstract—Packet-based optical access ring is becoming a
promising solution in metropolitan networks. Its performance de-
pends mainly on how optical resource sharing takes place among
the different competing access nodes. This network architecture
has mostly been explored with regard to synchronous transmis-
sion, i.e., slotted wavelength-division multiplexing (WDM) ring.
However, in this paper, we focus on the performance of asyn-
chronous transmission-based networks with variable packet sizes.
Analytical models are presented in an attempt to provide explicit
formulas that express the mean access delay of each node of the
bus-based optical access network. We prove that in such a net-
work, fairness problems are likely to arise between upstream and
downstream nodes sharing a common data channel. Furthermore,
we show that sharing the channel’s available bandwidth fairly
but arbitrarily between access nodes, as in slotted WDM rings,
does not resolve the fairness problem in asynchronous system.
In this regard, we exhibit the inherent limitations of the token
bucket access rate-based algorithm once applied to asynchronous
transmission bus-based networks.

To alleviate the aforementioned problem, we device a new
strategy called traffic control architecture using remote descrip-
tors. The proposed solution is based on a preventive mechanism
to grant access to the shared resource. As illustrated in this paper,
the proposed solution alleviates the performance degradation and
the resource underutilization, while achieving fairness among bus
nodes.

Index Terms—Access delay evaluation, bus-based optical access
network, fairness control, medium access control (MAC) protocol.

1. INTRODUCTION

VER THE last decade, networks have been witnessing
O a perpetual growth in data traffic. This shift, driven pri-
marily by the proliferation of internet, has created a rising de-
mand for robust networks, with increasingly high link capacity
and node throughput. Due to the new incumbent challenges,
the operators are progressively migrating toward optical core
networks taking advantage of the tremendous transmission ca-
pacity offered by the optical technology. Thanks to the imple-
mentation of wavelength-division multiplexing (WDM) in core
networks, the relentless need for more capacity may have been
satisfied. However, at the boundaries of backbone networks, es-
pecially at metropolitan and local area networks, an efficient so-
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lution for transporting and switching huge amounts of data still
needs to be found.

In next-generation metropolitan networks, Internet traffic will
be marked by three major characteristics. First of all, packet-
based data traffic of bursty nature will become prevalent. The
second characteristic is more related to the fact, that traffic will
fluctuate heavily and randomly, which brings us to the third
characteristic. Internet traffic will continue to grow during the
next few years up to, and eventually beyond, 1 Tbit/s. Con-
sequently, the architecture of next-generation metro networks
must evolve to enable tackling these new challenges. In this re-
gard, three major enabling factors are identified as crucial for the
evolution process of metropolitan networks’ architecture: op-
tics, packet switching, and protocol convergence.

Indeed, packet switching constitutes the necessary ingredient
needed for building bandwidth efficient and flexible networks
[1]. Asynchronous transmission, which is more suitable for
bursty traffic in comparison with slotted WDM rings, must
be jointly addressed in the future. Moreover, to minimize the
complexity due to layering overhead (overlay schemes such
as Internet protocol (IP) over asynchronous transfer mode
(ATM) over synchronous digital hierarchy/synchronous optical
network (SDH/SONET), the packet-based traffic must be ac-
commodated directly onto optical resources. In this context, the
maturing work on generalized multiprotocol label switching
(GMPLS) [2] paves the way for the introduction of unique
control plane architecture compliant with any underlying
switching and transport technology, while also providing traffic
engineering features.

In the metropolitan segment, infrastructures are generally
organized over a ring topology. This topology type represents
a significant investment for carrier operators, and is currently
being upgraded to support WDM features. In such networks,
packets are electronically buffered at the access nodes’ level
and are transmitted all optically throughout the ring. Generally
speaking, packets’ buffering is not performed at intermediate
nodes in order to reduce the number of expensive transceivers
and to avoid additional processing in the network. To cope with
the requirements of next-generation metro networks, a new
architecture named dual bus optical ring network (DBORN)
has been proposed. The DBORN architecture will be described
in this paper, but for more detailed information the reader is
invited to refer to [3].

The performance of metro ring networks depends mainly on
how optical resource sharing takes place among the different
competing access nodes. So, both collision-free transmission
and fair sharing of the common bandwidth among ring nodes
must be ensured. A medium access control (MAC) protocol is



needed to avoid collisions on the individual WDM channels
shared among competing nodes. The proposed MAC protocol
must consider the case of nonslotted WDM rings. But, even
though the MAC protocol enables collision-free transmission
over the shared medium, yet it does not address the inherent fair-
ness issues, which are pronounced in the case of shared medium
networks.

In fact, since several source nodes share a common channel,
one node may grab all the available bandwidth, and possibly
starve the downstream nodes competing to access the same
channel. Protocols at various levels [such as MAC or call
admission control (CAC)] must be introduced to ensure good
utilization of the transmission resources and to alleviate fair-
ness problems. We present herein analytical models that aim
to illustrate the aforementioned issue. The key behavior metric
in such networks is the access delay at each node contending
for the shared data medium access. In general, fairness control
mechanisms limit the transmission of upstream nodes in an
attempt to keep enough bandwidth for downstream stations [4],
[5]. Although these schemes may be efficient in the case of
slotted WDM rings, yet, they do not perform well in the case of
asynchronous transmission-based architectures like DBORN.
Indeed, we notice that sharing the common bandwidth fairly
but arbitrarily among bus nodes, like in slotted WDM ring, does
not resolve the fairness problem within asynchronous system.
In this regard, we demonstrate the limitations of the token
bucket (TB) access rate-based algorithm, used traditionally to
regulate the transmission of each bus node.

As a result, a new bandwidth allocation algorithm must be
proposed for the asynchronous systems. The main challenge
when designing this new protocol is to be able to reconcile two
opposing objectives. First, to control the access as determinis-
tically as possible to ensure acceptable packet latency during
service delivery. Second, to allow the nodes to take full advan-
tage of the available bandwidth, thus increasing the ring band-
width usage efficiency. Hence, the expected benefits are both
the optimization of resource usage and quality-of-service (QoS)
delivery.

We suggest, in this context, a novel control traffic protocol
that aims to solve the fairness issue. The proposed solution,
the so-called traffic control architecture using remote descrip-
tors (TCARD ), presented briefly in [6], is based on a preven-
tive mechanism when granting access to the resource, i.e., free
bandwidth is reserved by each node according to the traffic re-
quirements of its downstream partners. We show also how this
new protocol deals with the above limitations, through a perfor-
mance evaluation study. As illustrated hereafter, the proposed
solution relieves the performance degradation and the resource
subutilization, while achieving fairness among bus nodes.

The remaining parts of this paper are organized as follows.
Section II emphasizes the MAC context including a descrip-
tion of the ring network along with its main features. Analyt-
ical models for evaluating the access delay performance of each
ring node are developed in Section III. Then, Section IV vali-
dates the accuracy of the models by comparing the analytical re-
sults with that obtained by means of simulations, and it discusses
the effects of unfair access to the data channel. The fairness is-
sues and the TB scheme limitations are presented in Section V.
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Fig. 1. Overview of DBORN network and node architecture.

Then, Section VI provides a detailed description of the pro-
posed control mechanism TCARD. Section VII demonstrates,
through simulation results, how TCARD can achieve fairness
and improves the network performances. Finally, conclusions
are drawn in Section VIII.

II. NETWORK ARCHITECTURE AND MAC DESIGN

This section describes the DBORN architecture along with
its main features and the proposed MAC protocol.

A. DBORN Architecture

DBORN can be described as a unidirectional fiber split into
downstream and upstream channels spectrally disjoint (i.e., on
different wavelengths). The downstream bus, initiated at the hub
node, is a medium shared for reading purposes, while the up-
stream bus, initiated in the ring nodes, is a multiple access-
writing medium. Note that all the transmissions in the ring are
performed between the hub and the ring nodes. Therefore, in
the downstream direction, DBORN is a point-to-multipoint net-
work, and in the upstream direction it is a multipoint-to-point
network.

Let us consider IV nodes placed in the unidirectional ring,
as shown in Fig. 1. Each node serves one or more access net-
works. With regard to the direction from the access networks to
the feeder ring, the ring node plays the role of a concentrator.
Buffered packets are transmitted along the upstream bus toward
the hub. In fact, packets travel along the ring without any electro-
optic conversion at intermediate nodes. Thus, we deal with the
optical transparency propriety of the transit traffic through inter-
mediate ring nodes. The hub terminates upstream wavelengths
and electronically processes the packets. According to its desti-
nation, a packet is forwarded either into the backbone or through
the downstream bus to reach the ring nodes which are being
destined. In the latter case, the ring node picks up a copy of
the downstream signal, originating from the hub, by virtue of a
splitter in order to recover its corresponding packets. Once split,
the main signal is no more processed at the node level and it con-
tinues its path to serve the other ring nodes, since a wavelength
channel could be shared in reception by several nodes. However,



the ring node terminating the copied channel, electronically pro-
cesses the data packets contained therein, and delivers them to
users.

In its straightforward version, each node is equipped with
one optical packet add-drop multiplexer (OPADM) and one pair
of optical transceivers. The pair of transceivers encompasses
a transmitter that is fixed tuned to the node’s home transmis-
sion wavelength, and a fixed receiver that receives data from
the node’s home reception wavelength. The OPADM at each
node adds the local traffic to the upstream home channel using a
combiner, and drops packets contained in the downstream home
channel by the means of a splitter. It is important to note that the
home wavelength could be shared among several nodes during
both reception and emission. This architecture offers several
advantages, such as the ability to use a single upstream and a
single downstream wavelength, the ability to provision a frac-
tional wavelength capacity to each ring node, a reduced cost of
maintenance (due to passive devices use), and both multicast
and broadcast capabilities.

B. DBORN Features

As a matter of fact, the spectral separation allows the use of a
simple passive structure for the optical part of ring nodes. This
architecture inherits the advantages of passive optical networks
(PONs) technology viewed by many as an attractive solution to
the last mile problem [7]. Passive components (couplers, fiber
delay lines) are mature and low-cost components. Here, the nov-
elty relies on the asynchronous optical transmission based on
the burst mode transceivers. Such equipments, experimentally
validated and already used in PONs, require only slight modifi-
cations with respect to synchronous transceivers. Therefore, no
limitation is foreseen, either on the physical feasibility or on the
complexity of optical components.

Moreover, optical transparency is one of the key features
that differentiate DBORN from existing solutions (such as
NG-SONET/SDH and RPR). Thus, ring nodes will need trans-
ceivers for their local traffic only. In addition, we recall the
ability to provide a fraction of the wavelength capacity to each
ring node thanks to statistical multiplexing feature, a single
wavelength for all upstream nodes, a single head-end receiver
at the hub, so on and so forth. Hence, the hub transceiver needs
are also reduced.

Indeed, current metro ring networks usually fall into two cat-
egories. Either they are based on wavelength circuit switching,
keeping SDH/SONET framing to transport different types of
client (Ethernet, ATM, IP, SONET, etc.), or they are more packet
oriented relying on opaque approaches (switching packets elec-
tronically), such as the resilient packet ring (RPR) case. In
this regard, switching packets directly in the optical domain,
as with DBORN, appears as an attractive solution for future
metro networks taking benefits from both packet flexibility
and optical transparency. A key advantage of optical packets is
to provide a subwavelength granularity to take benefits from
statistical multiplexing gain. Moreover, optical transparency
reduces the number of transceivers in the network. In this
context, DBORN is attempt to develop a simple architecture
for high-speed optical access networks, which deals with the
aforementioned requirements.

A cost comparison have already been drawn in [3] and [8] be-
tween DBORN and most prominent optical ring solutions. Re-
sults reveal that DBORN can achieve a significant equipment
savings. Based upon the obtained results, we can draw the fol-
lowing conclusions. Compared with the circuit switching ap-
proach, the gain is approximately 30%, due to the reduction
of the number of transceivers, thanks to statistical multiplexing
gain. For instance, SONET rings provide point-to-point circuits
among ring nodes. With a dedicated circuit, SONET provides
guaranteed bandwidth and delay. However, the primary limita-
tion of SONET rings is bandwidth inefficiency. If all nodes re-
quire circuits to all other nodes, an N node ring suffers from
the N-squared problem as each node requires N — 1 circuits.
Even for moderate values of IV, the total ring capacity is quickly
exhausted.

Compared with the RPR solution, the gain can reach 60%,
due to the transparency of the DBORN ring nodes. Indeed, un-
like a DBORN node, which only deals with its local traffic, each
RPR node has to cope with the total traffic on the ring, thus in-
creasing considerably the total cost of transceivers in the net-
work. Recall that RPR networks do not have a true optical node
because lightpaths do not pass through nodes, i.e., traffic at each
node is processed electronically. In such opaque networks, light-
paths are established only between neighboring nodes. Each
node has a single IP router that routes traffic from all the light-
paths. The opaque ring has the advantage of being able to effi-
ciently use the link bandwidth for time-varying traffic thanks to
spatial reuse feature. Hence, opaque rings minimize the number
of required wavelengths in the network.

However, as nodes do not have optical pass-through, this re-
sults in maximum transceiver cost. For instance, in a typical car-
rier network, each link may have 16 wavelengths, each carrying
10 Gb/s traffic data. Suppose a ring node needs to terminate only
one lightpath worth of traffic. In this case, the node would ide-
ally pass through the remaining 15 lightpaths in optical form
without processing them. On the other hand, an opaque ring
node would require the traffic from all 16 wavelengths to be
received, possibly switched through an electronic IP router, and
retransmitted. This operation can have a great impact on the net-
work cost. It is worthwhile to note that, in practice, the trans-
ceiver cost predominates the cost of the number of wavelengths
in the network.

C. MAC Design

In terms of logical performance, the main issue is related
to the collision-free packet insertion on a shared writing bus,
i.e., the upstream wavelengths. Since the path in transit remains
transparent and passive (neither active optical device nor elec-
tronic conversion are employed to handle transit frames), no
packet is dropped once transmitted on the ring. Hence, traffic
control mechanisms are required at the electronic edge of the
ring nodes to avoid collision with transit traffic during own data
emission.

As stated earlier, we believe that asynchronous transmission
allows better use of resources compared with synchronous
transmission. Authors in [9] showed the limitations of the
time-division multiple-access (TDMA) approach due to the
lack of statistical multiplexing. Indeed, a considerable amount
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of bandwidth is wasted due to time slots not being filled to their
full capacity. To reduce the cost of metro access networks, it is
important to utilize bandwidth effectively. Thus, the future of
synchronous transmission, relying on TDMA approach, looks
rather grim. Asynchronous transmission, on the other hand,
appears to be the preferred choice. Hence, we focus in this
paper on contention-based media access protocol (something
similar to CSMA) rather than time sharing solution.

We note that ring nodes can not detect a collision once it
occurs (because of optical directional proprieties of optical
splitter/combiner). The hub however could detect a collision
and informs the nodes about collision occurrence by sending
a jam signal. However, propagation delays in metro networks,
which can exceed 100 Km in length, generally reduce the
efficiency of such a scheme. So the well-known access protocol
carrier sense multiple access/ collision detection (CSMA/CD)
is not appropriate. However, the other extension CSMA/CA
(collision avoidance) stands out as the solution of choice.
Nevertheless, this mechanism has to be adapted to the optical
networks environment.

In a fixed-slotted ring system with fixed-packet size, void
(i.e., slot) filling can be carried out immediately upon its de-
tection, since the void duration is a multiple of the fixed-packet
size duration. The detected void is, therefore, guaranteed to pro-
vide a minimum duration of one fixed-packet length. However
in nonslotted ring systems with variable packet length and arbi-
trary void duration, it is very likely for a collision to occur if a
packet is immediately transmitted upon the detection of a void’s
edge.

To meet these requirements, each ring node must retain the
upstream traffic flow within the optical layer, while monitoring
the medium activity. So, as shown in Fig. 2, each ring node
first uses an optical splitter to separate the incoming signal into
two identical parts: the main transit signal and its copy used
for control purposes. With regard to the control part, as in [10],
low bit rate photodiodes (ph)—typically 155 MHz—are used to
monitor the activity of the upstream wavelengths. Once a free
state of the medium is detected, the MAC unit measures the size
of the progressing void.

To do so, a fiber delay line (FDL) is introduced on the transit
path to delay the upstream flow by one maximum frame duration
augmented by the MAC processing time. The length of the FDL

is slightly larger than the maximum transmission unit (MTU)
size allowed within the network, in order to provide the MAC
unit with sufficient time to listen and to measure the medium
occupancy. The ring node will begin injecting a packet to fill the
void only if the null period is large enough (i.e., at least equal
to the size of the packet to be inserted). Undelivered data will
remain buffered in the electronic memory of the ring node until a
sufficient void space is detected. This way, collision free packet
insertion on the upstream bus from the add port is ensured.

However, considering only this basic mechanism, head of the
line (HoL) blocking and fairness issues arise. A direct result
would be performance degradation for ring nodes that are close
to the hub node on the upstream bus. Additional flow control
mechanisms must be, thus, considered, both at the MAC layer
and at the upper layers of edge nodes.

III. ANALYTICAL MODELS
A. Framework

In this section, we will analyze the performance of the net-
work in terms of access delay. The proposed MAC protocol,
which is based on CSMA/CA principle, avoids collision be-
tween local and transient packets competing to access the shared
medium. As described earlier, the MAC protocol detects a gap
between two packets on the optical channel, then it tries to in-
sert a local packet into the perceived gap. However, in such an
environment, fairness issues could arise.

In the current study, the network is composed of N ring
nodes sharing a common medium (e.g., one wavelength) used
to contact the hub. Packets arrive to each node according to
a Poisson process with the same arrival rate A in order to
exhibit the fairness issue (the analysis presented in this paper
can easily be extended to unbalanced traffic conditions). We
assume that the transmission time of the packets S forms a
sequence of independent identically distributed (i.i.d.) random
variables, distributed according to some common distribution
function fg with a mean £ [S], a second moment £ [S?], and
a Laplace transform B*. Moreover, we assume that the length
of the packets emitted by the different nodes has the same
distribution. The input load p; of anode 7 z = 1,...,N) is
consequently equal to

pi=p=AE[S]. ey

The aim of this paper is to determine the mean waiting time
(or the access delay) of the different nodes £ [W;], defined as the
time spent by a packet in the queue ¢ until successfully starting
its transmission. Once a packet is emitted, it will not be blocked
anymore and will only experience constant delays up to the hub.

We will first study the performance of the first two nodes.
An exact model is presented. Approximate analytical methods
are then proposed to extend the results to the following nodes,
giving upper and lower bounds of the waiting time.

B. Analysis of the First Two Nodes

In order to simplify the analysis, let us primarily consider the
first two nodes.

The traffic of the first node has a higher priority to access
the medium. The head-of-line packet of the second queue can
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only access the channel if the medium is free for a sufficient
time period, larger than its transmission time (Fig. 3). So, the
emission process of the second node depends on the activity of
the first one. The first queue can be simply modeled by an M/G/1
queue. Hence, the waiting time of the first node is given by
AE [52]

2(1-p)

So in the remainder study, we will focus on the second queue
analysis. This method will be iterated to determine the perfor-
mance of the other nodes.

In this paper, the “link state” refers to the state of the link
when a packet, from a ring node, attempts to access the data
channel. The wavelength channel can be in one of two states:
free (idle) or occupied (busy). It is obvious that for packets from
the upstream node, i.e., node 1, the channel is always idle. How-
ever, when packets from the downstream node, i.e., node 2, try
to access the channel, the latter can be either free or occupied
by upstream traffic. It is important to note in this regard that the
state of the medium, as seen by node 2, alternates continuously
between an idle and a busy period.

Let {A; (t),t € R} denote the arrival process of packets to
the queue 1.

As the delays due to the propagation from node 1 to node 2
(A1) and to the FDL (As) are constant, the whole system can
be analyzed as a priority queue with preemptive repeat identical
(PRI) discipline [11]. The arrival process of packets is defined
as, A (t) = Ay (t — A) + Ag (t), where traffic 1 has the higher
priority and A = Aj 4+ A,. The workload for the queue consists
of two classes of jobs. The objective is to determine the average
waiting time for jobs of each class in the queue. Note that the
waiting time of the higher priority class E [W;] is simply the
waiting time in an ordinary M/G/1 queue, as described in (2).
Next, we will focus on the waiting time of the class ¢ customers
where 7 > 2.

Under a preemptive repeat policy, service is interrupted
whenever an arriving customer has higher priority than the one
in service. The new arrived customer begins service at once. A
preempted job will restart service from the beginning as soon
as there are no higher priority jobs remaining in the queue.
In other words, the preemptive repeat strategy stipulates that
the work already done on an interrupted job is lost. In this

EW,] = @)

case, the transmission time of the interrupted packet may be
resampled according to the service time distribution after every
preemption (preemptive repeat different discipline) or it may
be the same as in the first service attempt (preemptive repeat
identical discipline). In this study, we adopt the PRI discipline
since it coincides with the real behavior of the network.

We can consequently apply the results presented in [11] based
on [12]. Let C; denote the completion time of a class 7 customer
(i.e., the time between starting and finishing service, including
the preemption time). Let S; be the transmission time of the
packet of class 2 that is chosen first. Suppose that 7 preemptions
occur because of the arrival of 7 packets of class 1. Let I(n) be
the service time futilely expended due to the nth preemption,
and B(n) be the duration of the nth preemption. Note that 7(n)
is the nth unusable idle period encountered by the packet, while
trying to access the data channel and B(n) is the nth busy period
of packets of class 1. The completion time C5 for a packet of
class 2 can be written as

n=1 n=1

Which leads to

X114 ., = B*(=\) -1
E[Cs] = —, with X1 = —————.
[Ca] 1, wi 1,1 \

The mean waiting time may be derived as follows. In [11], the
mean waiting time F [75] is the time spent by a class 2 packet
from its arrival until service begins. It does not include the com-
pletion time. The mean response time E [Rs] is consequently

equal to

“)

E[Ry] = E[Zs] + E[Cs]. %)

As explained before, we refer in this paper to the waiting time,
as the time spent by a packet in the queue until its transmis-
sion successfully begins. The mean waiting time F [W5] can be
written as

E[Ws] = E[Ry] - E[S]. (6)

In the case of p traffic classes, we have (7) shown at the bottom
of the page. With

pf =Y AXka ®)
k=1
Xp1= B( (;k_ 11)))\/\) 1, X.11=E[S] 9)
Xk

_2{B* (26— DN =B (=-DN+E-1)AB" (= (k-DN}

N k—1)A
(10)
X0 = E[SY. (11)

p —
0 (Tual1=pt )+

2(B*(—2(k—1)A\)—2B" (—(k—1)A\)+1)p; |
(k—1)A)?

LIVARES
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Solving (7) for p = 2, we get (12), as shown at the bottom of

the page. We can determine the mean waiting time of the second
node queue, which is given by

EWs] = E[Z:]+ E[Cs] - E[S]. (13)
C. Extension to N Nodes
1) An Upper Bound for the Mean Waiting Time: Un-

fortunately, the previous method cannot be applied to the
following nodes. Indeed, in the single priority queue with PRI
discipline, the emission time already elapsed on an interrupted
job is lost and cannot be used anymore by lower priority jobs
(z+1,..., N). However, in reality, if the idle period is not long
enough to support the queue ¢ head-of-line packet, the medium
remains free and this idle period can be used by downstream
nodes.

Let us consider the example depicted in the Fig. 4. All the
queues are supposed to be empty at arrival epochs. Let ¢; denote
the arrival instants of packets Pi on the different queues and
s; their transmission time. In the model with one server under
PRI discipline, the server starts serving the arriving packet of
the third node (P3). The arrival of a packet in the second node
(P2) interrupts the service of P3 still present in the server. This
latter returns to the head of its priority class, whereas P2 starts
its service immediately. While serving P2, a new packet arrives
to the first queue (P1). The service of P2 is preempted and the
service of P1 starts at once. Finally, packets of class 2 and 3 have
to remain in their queues until the passage of the class 1 packet,
in order to try once more to access the shared medium.

However, this is not what happens in reality. Let us now see
the real network behavior under the same scenario (Fig. 5). Due
to the early arrival of the packet P1 in the first queue, as depicted
in Fig. 5(b), the second node detects an idle period insufficient
to transmit its packet P2 since

t1+A—t2<82. (14)

The medium remains free and the left idle period can be used

the passage of P1 and attempts once more to access the medium.
Moreover, as
t1+ 2A —t3 > s3 (15)

the third node detects, thanks to the MAC protocol, a suitable
idle period [Fig. 5(c)]. Thus, unlike the analytical model anal-
ysis of the system, P3 is sent before the passage of P1 [Fig. 5(d)].
Therefore, the real waiting time of the class 3 customers is lower
than the results claimed by the approximate analytical model.

Using this method, it can be shown that the analysis of
the system with a single priority queue will lead to an upper
bound of the mean waiting time for the downstream node k,
where k£ > 2

E[W,] < EW/[] = E[Z] + E[Ci] - E[S].  (16)
Where E[Z}] is derived using (7) and
X511
FE|Cy] = ———. 17
[Ck] T (17)

2) Lower Bound for the Mean Waiting Time: Conversely, the
following method leads to a lower bound for the waiting time.
In each node, the upstream traffic has a higher priority than the
local traffic. So, the emission process of the local queue depends
only on the activity of the upstream nodes and the profile of
busy and idle periods generated by upstream flows. The method
consists on aggregating all the upstream traffics in a single flow.
The packets of the aggregated flow arrive according to a Poisson
process. Then, we analyze each node as a single queue with
two traffic classes under PRI priority discipline, where the local
traffic has the lower priority.

This approximate analysis leads to an underestimation of the
mean response time because it may cause longer busy period du-
ration and consequently longer idle period duration as well. In
reality, the free bandwidth seen by a downstream node is much
more fragmented than the one generated by the aggregated up-
stream flow. One then obtains the following results by applying
the method of Section I1I-B to each node k£ with two flow classes
(i.e., upstream and local traffic) with respective arrival rates

A =Ek=-1A X=X (18)
It corresponds to “equivalent loads™:
o B, e = ps e )
Pro1 =M1 B[Sl pp = XN B ]+W
(19)

Based on (13) the lower bound of the waiting time is given by

by the downstream node, i.e., node 3. The packet P2 has to wait EWW,1=E[Z ]+ E[C,]—E[S]. (20)
)\<E' [57] + 2(1—p){B*(—2/\)—3*(—A)+/\B’*(—A)} n 2p(B*(—2)\);22B*(—)\)+1)>
E[Z,] = (12)

20— p) 2 — B (V)
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Respectively, from (4) and (12), we have (21)—(22), as shown at
the bottom of the page.

D. Example

Different packet length distributions can be considered. In
this paper, we consider packets of variable length (50, 500, and
1500 bytes) more or less representative of the peaks in packet
size distribution in Ethernet. Let p; be the probability of the
different packet sizes and d; the corresponding emission time.

The mean waiting time of the first queue (2), of the second
queue (13), and the bounds on the waiting times for the fol-
lowing nodes (16) and (20) can be derived using the following
parameters:

E[SM =) pidf, B*(s)=) pie . (23)

IV. NUMERICAL RESULTS AND FAIRNESS ISSUES

To evaluate the accuracy of the proposed analytical models,
we compare their results with those obtained from simulations
carried out using network simulator 2. In order to meet this

Evolution of the network state in the time: (a) att = #; + s1; (b)att = t5; (c) att = t3;and (d) att = t3 + s3.

purpose, additional modules have been developed to model the
DBORN and MAC architectures. In the following, only a subset
and a synthesis of the results are presented. In all our simula-
tions, unless otherwise specified, we assume that: 1) all the ring
nodes share a common upstream wavelength that runs at 1 Gb/s;
2) the packets arrive according to a Poisson process; 3) the ar-
rival rate of the packets at each node is the same in order to high-
light the fairness issues; and 4) all the ring nodes transmit only
to the hub. In the remaining part of this paper, the traffic load p
denotes the average traffic load sourced from every node to the
hub. Furthermore, we consider packets of variable length (50,
500, and 1500 bytes) more or less representative of the peaks
in packet size distribution in Ethernet. The total traffic volume
comprises 50% of 1500 Bytes, 40% of 500 Bytes, and 10% of
50 Bytes packets size.

The analysis results of access delay for the first two nodes
are presented in Fig. 6, revealing a perfect match with the sim-
ulation results: analytical results practically coincide with the
simulation results. We observe the following.

e Under light traffic load, the access delay of the down-
stream node is bigger than that of the upstream node. As

B () -t
SR v (7 ey
<2(1pk1){B*(2>\k1)B;x()\kl)+)\BH(>\kl)} + 2PA7-71(B$(72A;—1>\)272B+(7A;71)+1) +)\;71E [S2]>
E[Z;]= (22)

2(1=ppq) (1= ry)
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traffic.

a result, the fairness issue is pronounced even under light
traffic load.

e Under high traffic load, the performance difference be-
tween the upstream and downstream nodes sharing the
optical channel increases. The main reason for this fact is
that under high load condition the upstream node will grab
more bandwidth, thus leaving less capacity to the down-
stream node.

The analysis results in this special scenario are significant. We
observe that even when the upstream node uses a small part of
the available bandwidth, the downstream nodes’ performance is
strongly affected. The fairness issue is always present in shared
medium networks. This is mainly due to the lack of organiza-
tion during the emission process in the network. In fact, the
mismatch, between the idle period distribution resulting from
the upstream nodes’ utilization of the medium and the packets’
size distribution of the downstream node, often leads to band-
width waste, as well as fairness problems with regard to resource
access.

Indeed, the poor performance is not due to the saturation
of the medium: For instance, the fairness issue is pronounced
even when the channel occupancy is no more than 20%. Un-
fortunately, the available bandwidth is divided mostly among
useless idle periods (voids), which can not be filled by new
packets emanating from the downstream node. A finer analysis
of the problem shows that it results from the combination of two
factors.

1) Wasted voids (i.e., voids smaller than the minimum packet
size).

2) Inadequacy of voids with respect to the first packet at the
head of the first-in—first-out (FIFO) insertion buffer of the
ring node.

Once a packet of maximum size is at the head of the insertion
buffer, it blocks the emission process until finding an adequate
void: this is the well-known HoL blocking problem. Monitoring
the distribution of voids on the medium reveals a low probability
of finding regular and sufficiently large available room. Thus,
sharing the bandwidth fairly but arbitrarily between nodes is
not sufficient to ensure satisfactory results. The sharing process
must, thus, be done smartly in order to preserve a maximum
of useful available bandwidth for downstream nodes. In gen-
eral, fairness control mechanisms limit the transmission of up-
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variable-packet size traffic.

stream nodes to keep enough bandwidth for downstream sta-
tions. These schemes may be efficient in the case of slotted
WDM rings. However, as it appears, they do not perform well in
the case of asynchronous transmission-based architectures like
DBORN. To bore out our predictions, we evaluate in the next
section the performance of the network when the TB rate-based
access algorithm is implemented at each ring node.

The analysis results for the general case of six-node bus, de-
picted in the Fig. 7, emphasize the abovementioned results. The
traffic load p sourced by each node is 0.05. The access delay of
each node is found to increase monotonically when progressing
toward the hub. Indeed, the closest nodes to the hub encounter
relatively large delays. In contrast, upstream nodes (numbers
1-4), which grab gradually the available bandwidth, are satis-
fied and benefit from short access delay. We insist that the per-
formance degradation of downstream nodes is not due to the
medium saturation since the medium occupation is not beyond
30%. This example exhibits the fairness issue already seen in the
particular case of two nodes. The upper and lower bound curves
are very close to the simulation result curve. So, the approximate
analytical models can achieve high accuracy. But, we make the
observation that the bounds become less accurate for the closest
nodes to the hub, especially, the upper one. This negligible dif-
ference, well below 5% for the lower bound for instance, is ex-
pected since the approximations concern more and more nodes
when coming near the hub.

The accuracy of the lower and upper bounds is studied further
in the Fig. 8, which presents the evolution of the access delay of



node 3 in function of the load p. This plot shows that approxi-
mate methods are highly accurate when the load of each node
is relatively low. However, these models become less accurate
with the increase of the load.

In this paper, the exact analytical model handling the case
of two-node ring is studied revealing a good match with the
simulation results. However, it can be easily extended to more
nodes without major modifications but still approximations have
to be accounted for. The approximate models are shown to be
accurate but we point out that they loss slightly this accuracy
with the increase of the load and the number of ring nodes.

V. TOKEN BUCKET (TB) LIMITATIONS

Usually, a TB is used to police a traffic flow. Such a policer
checks and ensures that the traffic flow fits inside a traffic en-
velope. For a source of traffic the specification of the envelope
deals either with the peak rate or the sustainable rate with an
associated burst size. These specifications have to be provided
when making a reservation with either the resource reservation
protocol (RSVP) in the case of IntServ or may be specified in
a service level specification (SLS) when using DiffServ. For in-
stance, in the DiffServ model, the customer contracts an SLS
with the provider in which the profile of the aggregate traffic is
specified.

Although variations exist, there are two basic parameters as-
sociated with the operation of a TB: the bucket size b that is the
maximum acceptable size of packets’ burst; and the token gener-
ation rate r, which is the maximum sustainable bit rate. A packet
passing through a TB needs to obtain tokens equal to its packet
size. Tokens are accumulated at a rate r bits/s up to a maximum
equal to the bucket size b. The available tokens are decremented
when a packet passes through the TB. If the number of tokens is
not sufficient to transmit an arriving packet, then the connection
is classified as violating its negotiated throughput. The TB may
discard the packet at the entrance of the subnetwork when the
algorithm is used for policing purposes. Alternatively, if the al-
gorithm is used for shaping purposes, the violating packet may
be buffered at the TB and allowed to enter the subnetwork only
when enough tokens are available. In this paper, the TB is used
as a shaper.

The simulation results of eight-node bus when TB is enabled
are depicted in the Fig. 9. The traffic load p sourced by each node
is 0.1, i.e., the average rate traffic sent by each node is 0.1 Gb/s.
The sustainable bit rate allowed by the TB is set successively to
0.09, 0.1, and 0.11 Gb/s at each node. Besides, the maximum
burst size b is set to 10000 bytes and the capacity of the elec-
tronic buffer at each node is set to 1 Mbytes. Results emphasize
the above presented expectations and show the inefficiency of
the TB scheme. The access delay of each node is found to in-
crease monotonously when progressing toward the hub for both
cases: when TB algorithm is enabled or disabled. Indeed, the
closest nodes to the hub encounter relatively large delays, which
is incompatible with performances needed in metropolitan net-
works. Meanwhile, upstream nodes (numbers 1 to 4), which
grab gradually the available bandwidth, are found to be satis-
fied and benefit from short access delay.
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We insist on the fact that the performance degradation of
downstream nodes is not due to the medium saturation since
the medium occupation does not exceed 80%. This example ex-
hibits the fairness issue already seen and highlights the limita-
tions of TB mechanism to alleviate this problem. Even if the
traffic sourced by upstream nodes does not violate the negoti-
ated throughput, it causes unacceptable packet delay to down-
stream nodes sharing the same channel. Certainly, thanks to the
TB algorithm, the free bandwidth (stated in bit/s) allocated to
each node is theoretically sufficient to handle its traffic. How-
ever, the main issue pertains to the inappropriate distribution of
the free bandwidth. This limitation concerns not only the TB al-
gorithm but all the methods based on the arbitrary limitation of
upstream nodes emission in order to satisfy downstream ones
sharing the same channel.

Hence, we suggest preserving bandwidth (represented by
idle periods) by upstream nodes in order to satisfy downstream
nodes’ requirements in an organized way. A basic rule consists
of avoiding random division of the resource, which would
lead to inadequacy between idle periods length and the packet
size. Therefore, the control mechanism must prevent greedy
upstream stations from taking more than their fair share by
forcing them to keep idle periods of sufficient size. In other
words, the control mechanism required in this context must
regulate the distribution of idle and busy periods.

VI. PROPOSED PrOTOCOL: TCARD

To regulate the transmission of a node, we can either use
open loop schemes such as the TB algorithm or closed loop
schemes based on end-to-end exchange of control messages and
back pressure mechanisms. The latter solution involves a large
processing overhead per individual packet and requires large
buffers at the input node. Furthermore, in a high-speed envi-
ronment like optical networks, where end-to-end propagation
delays are much larger than the transmission time of a typical
packet, the effectiveness of such closed loop schemes which re-
lies mainly on some sort of feedback information from the net-
work becomes questionable. In this regard, recently, there has
been much emphasis on open loop control schemes, where the
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goal in this context is shifted more toward the prevention of un-
fair optical resources’ sharing, rather than toward the attempt of
reacting to it. An example of the open loop scheme is the TB
rate-based control scheme put into action in the case of slotted
WDM ring. However, as explained earlier, this same mecha-
nism presents several limitations when dealing with the fairness
problem in the case of asynchronous transmission. Indeed, it is
difficult to throttle a source emission and to control at the same
time the corresponding idle period distribution when using TB
rate-based access control.

To cope with the factors mentioned in the previous paragraph,
we suggest a new preventive control mechanism that forces a
node to conform to its allocated bandwidth, and it also pre-
vents the random division of the resource capacity. Let us con-
sider N nodes sharing a common unidirectional channel trav-
eling to the hub and let us consider more specifically the sth
node of the bus. Unlike the TB algorithm which is based on the
ith node traffic descriptor, the TCARD algorithm relies on the
specification of the aggregate traffic sourced at the downstream
nodes (z + 1,..., N). The TCARD mechanism is based on the
distribution and the gathering of remote information (descrip-
tors) relative to the traffic requirements contracted by down-
stream ring nodes sharing the same resource. For each ring node
i (¢ = 1,...,N), the aggregate descriptor reflects the traffic
needs of its downstream neighbors. This information is then
used to constrain the access of the node ¢ to the medium.

The basic operation of such a scheme is simple. To describe
it, let us consider an anti-token pool at the node %, where anti-to-
kens are generated at fixed time intervals that correspond to the
specified average rate of the aggregate downstream traffic. Un-
like the TB scheme where each token represents the permission
to transmit one bit, each TCARD anti-token prevents the node ¢
from transmission on a detected idle period for a fixed amount
of time d. This idle period of size d is reserved for downstream

nodes. Following this reservation, an anti-token is removed from
the anti-token pool. Packets arriving to the node enter first to the
input buffer. Thanks to the MAC protocol, the node listens and
measures the void duration present in the medium. If the de-
tected null period is smaller than d, i.e., the anti-token cannot
be placed, the void could be used by the node for its own usage
purpose as long as the cumulative size of frames to be sent is
smaller than the current void size. If the detected null period
is equal or greater than d, it is used mainly for the release of
one anti-token if the anti-token pool is not empty, otherwise,
the void can be used by the node for transmission. The arrival
of an anti-token to the pool during the transmission of a packet
does not preempt the emission process. The anti-token has to
wait the packet service completion in order to be served. The
TCARD algorithm is depicted in Fig. 10.

Hence, the main idea behind TCARD lies in the preserva-
tion of bandwidth (represented by voids) by upstream nodes in
order to satisfy downstream nodes’ requirements. However, or-
ganized and sensible reservation schemes must be applied to
fully benefit from the protocol efficiency. A basic rule consists in
avoiding random division of the resource leading to inadequacy
between the idle period length and the packet size distributions.
Indeed, in order to guarantee for a downstream node the ability
to transmit packets of maximum size, the length d of a reserved
void (which consumes one anti-token) must be at least equal to
the MTU size. On the other hand, the maximum length of an idle
period that can be reserved is limited by the FDL length adopted
in the MAC design. As stipulated earlier, the FDL length used
is slightly larger than the MTU size allowed on the network.
Therefore, to fulfill the aforementioned requirements the dura-
tion d that has to be adopted must be equal to the time required
to transmit the MTU on the shared medium.

To illustrate the TCARD mechanism, we present a simple
three-node bus example. The nodes share a common channel



that runs at 1 Gb/s. We assume that the sustainable bit rate ne-
gotiated by each node and stipulated in its own SLS is 0.3 Gb/s.
We consider traffic of variable packet size where the MTU is
equal 1500 bytes. Considering the TCARD scheme, the first
node must reserve 0.6 Gb/s in average of available bandwidth
for the downstream nodes, i.e., nodes 2 and 3. As explained be-
fore, the reserved bandwidth is representative of idle periods of
1500 bytes. Thus, the anti-tokens at node 1 are generated peri-
odically at a rate equal to (0.6 - 10°)/(1500 - 8) anti-tokens/s.
Note that a reserved void can be exploited by a downstream
node either to transmit a packet of maximum size or to emit a
burst of smaller frames. In addition, similarly to the first node,
the second node reserves 0.3 Gb/s of available bandwidth for
the third node. The reserved bandwidth is also representative of
voids of 1500 bytes.

The proposed method presents two obvious advantages.
First, the reservation scheme adopted by each node avoids
the random division of the available bandwidth seen by its
downstream neighbors. Second, the average rate of traffic
transmitted by each node is no more limited by the sustainable
rate specified in the SLS as in the TB case. Considering again
the previous example, if the first node, for instance, uses only
a small part of its available bandwidth, the second node can
benefit of its reserved part, as well as of the unused part of
the first node. Hence, this approach would allow the excess
bandwidth to be used by other ring nodes. Conversely, the TB
algorithm limits the transmission of each node to its sustainable
rate independently from the current resource usage state. This
feature is certainly a major differentiator of TCARD with re-
spect to the TB mechanism. It allows certainly the improvement
of the resource utilization.

VII. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
fairness control protocol. We keep the same assumptions used
within the simulations presented in Sections III and V. We con-
sider aring of eight nodes sharing the same wavelength traveling
to the hub. Each node receives traffic from the access networks
to be forwarded toward the hub at a mean rate of 0.1 Gb/s. Thus,
the traffic sourced by all the ring nodes represents 80% of the
wavelength capacity. In addition, in this section, we assess the
access delay and the packet loss rate (PLR) at each ring node. As
explained before, the anti-token generation at each node within
TCARD is configured to reflect the average amount of traffic ex-
pected at downstream nodes. Moreover, the bandwidth reserved
for downstream nodes’ use purpose is representative of voids of
1500 bytes in order to comply with packets of maximum size.
For instance, the TCARD anti-tokens are generated at the first
node at a rate of (0,1 -7-10?)/(1500 - 8) anti-tokens/s.

We first compare the performance of each ring node when
TCARD is enabled, when the TB algorithm is enabled, and
when both TCARD and TB algorithms are disabled.

Fig. 11 depicts the average access delay experienced by
packets arriving to each node. Results confirm the limitations
of the TB algorithm and highlight the fairness issue already
discussed. We point out that the performance degradation,
when TCARD is disabled, is not due to the medium saturation
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80% of the medium capacity.

since the channel occupancy is below 70%. Recall that the
input load is 80%. This difference is simply due to the packet
loss resulting from buffer overflow of downstream nodes.

On the other hand, TCARD enables fairness and better use of
the resource by sharing efficiently the bandwidth between com-
peting nodes. The mean access delay is around 160 ps for all
the nodes. Unlike the TB case, the performance of the down-
stream nodes when going closer to the hub is not affected by
the upstream nodes. In addition, simulations show that TCARD
improves the resource utilization, which increases from 70% to
80%. We point out however that the delay recorded at upstream
nodes is slightly increased, with respect to the case where no
fairness control mechanism is applied, but still remains below
170 ps. This is because TCARD algorithm imposes more con-
straints on upstream nodes in order to preserve usable band-
width for downstream ones.

Fig. 12 depicts the PLR at each ring node. As expected, when
TCARD is disabled, packet loss occurs more and more when
approaching the hub due to the node buffer overflow. Indeed,
downstream nodes do not find suitable idle period to transmit
their packets. In particular, the loss rate registered at node 8 is
above 99% in the absence of any control mechanism and ex-
ceeds 80% when TB is enabled. In contrast, with TCARD, no
packet loss is recorded in the network. In this case TCARD
never incurs loss due to its efficient share of bandwidth among
nodes.
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Figs. 13 and 14 depict, respectively, the access delay and the
PLR at each node in an extremely loaded environment. Each
node receives traffic from the access networks to be forwarded
toward the hub at a mean rate of 0.12 Gb/s. Thus, the traffic
sourced by all the ring nodes represents 96% of the wavelength
capacity. In this case, TCARD and TB enable nearly the same
access delay for upstream nodes (Fig. 13). More precisely, the
access delay enabled by TCARD is slightly larger than the one
presented by TB. This result is expected, since in these condi-
tions, both TCARD and TB limit each node transmission to its
contracted sustainable bit rate. Indeed, there is no excess avail-
able bandwidth that can be exploited by TCARD-enabled nodes.
Recall that unlike the TB algorithm, which limits the transmis-
sion of each node to its sustainable rate independently from the
current resource usage state, TCARD allows ring nodes to ben-
efit from the possible excess bandwidth on the shared medium.
However, in this particular case, there is no available excess
bandwidth since the medium capacity is entirely utilized. In
addition, TCARD imposes more constraints to each node in
order to preserve useful bandwidth to its downstream neigh-
bors, which explains the minor increase of the access delay
recorded at upstream nodes with respect to the TB case. How-
ever, when coming closer to the hub, the access delay explodes
with TB due to the arbitrary bandwidth reservation. In contrast,

with TCARD, the access delay remains unchanged when ap-
proaching the hub.

On the other hand, all the ring nodes exhibit a similar loss rate,
well below 6%, when TCARD is enabled (Fig. 14). The packet
loss is distributed fairly among the ring nodes. Conversely, no
packet loss is recorded at upstream nodes when TB is con-
sidered. In this case, packet loss occurs more and more when
approaching the hub due to the node buffer overflow. Indeed,
downstream nodes do not find suitable idle period to transmit
their packets. In particular, the loss rate registered at node 8
is above 99%. We point out however that the packet loss rate
recorded at upstream nodes is slightly increased, when TCARD
is applied, but still remains below 6%. This is because TCARD
algorithm imposes more constraints on upstream nodes in order
to preserve usable bandwidth for downstream ones.

Moreover, it is meaningful to compare the input buffer utiliza-
tion at each node among different strategies. Fig. 15 reports the
input buffer utilization for the cases where TCARD is enabled,
where the TB algorithm is enabled, and where both TCARD
and TB algorithms are disabled. The input buffer utilization
is plotted as a function of the physical node location and the
medium load. Based upon this results, we draw the following
conclusions.

e If TCARD is disabled, the input buffer utilization in-
creases with the medium load and when coming closer
to the hub. As expected, unfairness problems are always
present even when TB algorithm is applied. We notice
also that for moderate and heavy load, downstream nodes
buffer utilization exceeds 90%. This results in buffer
overflow and induces high packet loss rate.

e If TCARD is enabled, the input buffer utilization only
depends on the medium load evolution. In other words,
it does not depend on the physical node location. More-
over, the input buffer utilization is always below 6% even
under heavy loaded medium. We underline, in this con-
text, that upstream nodes input buffer utilization is slightly
increased, with respect to the TB case, since TCARD im-
poses more constraints to upstream nodes in order to pre-
serve useful bandwidth for downstream stations.

Next, we investigate the choice of the void length d that is
set intuitively to the maximum packet size. We keep the same
simulation scenario. Each node tries to forward 0.1 Gb/s worth
of traffic toward the hub. Here, we consider two variants of
TCARD: one in which the duration d of a preserved void is set
to the transmission time of a packet of 1500 bytes, and one in
which d is set to the transmission time of 1000 bytes. In other
words, the amount of available bandwidth reserved by each node
for its downstream partners is still the same but its distribution
changes. For instance, the anti-tokens are generated at the first
node at a rate (0.1 -7 - 10?)/(1500 - 8) anti-tokens/s when d
corresponds to 1500 bytes, whereas the anti-token generation
rate is set to (0.1-7-107)/(1000 - 8) in the second case. Recall
that d is limited by the FDL size which is 1500 bytes. Simula-
tion results presented in Figs. 16 and 17 show that TCARD has
a lower success when each generated anti-token corresponds to
a void size of 1000 bytes. The fairness issue is not entirely re-
solved since the downstream nodes do not find adequate void for
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packets of maximum size. Some nodes (in particular node 8) still
suffer from starvation problem. Thus, arbitrate sharing of the
bandwidth between nodes is not sufficient to ensure satisfying
results. The sharing of the bandwidth must be done smartly in
order to preserve a maximum of useful bandwidth for down-
stream nodes. Consequently, TCARD configuration is a key cri-
terion to achieve good performances.

Input load Y ' 1
(c)

Input buffer utilization of each ring node. (a) Both TCARD an TB are disabled. (b) TB is enabled. (c) TCARD is enabled.

VIII. CONCLUSION

This paper provides the analysis of shared bus network’s be-
havior with asynchronous transmission. We analyzed the system
performance in terms of access delay required by each node
to inject a packet on the shared medium. The analysis results
showed that fairness issues are likely to arise between upstream
and downstream nodes even under light loads. We observed that
sharing the available bandwidth fairly and arbitrarily between
nodes does not resolve the fairness problem. In this regard, we
exhibited the limitations of the TB rate-based access algorithm.
Consequently, an additional flow control mechanism has to be
considered, not only to limit the transmission of the upstream
nodes but also to organize their emission process. We suggested
a new protocol called TCARD, based on a preventive reserva-
tion scheme, to alleviate the fairness problem. The reservation
process consists in forcing the upstream nodes to ensure enough
available bandwidth for downstream nodes’ transmission pur-
pose. The simulation results showed how the proposed solution
alleviates the performance degradation and the resource subuti-
lization, while achieving fairness among bus nodes.

There are some practical issues that remain to be studied.
For instance, in this paper, we have not addressed the ability
of TCARD mechanism to deal with traffic of different class-of-
service (CoS). As we can see from the TCARD description,
the algorithm is based on anti-token generation process. The
generation of anti-tokens is representative of idle period pro-
files expected by downstream nodes. The role of the anti-token
generation may differ according to the CoS required by the
downstream nodes: typically, the “best effort” anti-tokens gen-
eration may reflects the sustainable rate of best effort traffic
expected by downstream nodes, while “real-time services” anti-
tokens generation can correspond to the peak rate in order to
guarantee the service. Therefore, the virtual reservation process
could be QoS-aware and can take into account the various ser-
vice requirements.
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