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UNIVERSALITY OF SPIN CORRELATIONS IN THE ISING

MODEL ON ISORADIAL GRAPHS

DMITRY CHELKAKA,B, KONSTANTIN IZYUROVC, AND RÉMY MAHFOUFA

Abstract. We prove universality of spin correlations in the scaling limit of

the planar Ising model on isoradial graphs with uniformly bounded angles and

Z–invariant weights. Specifically, we show that in the massive scaling limit,
i. e., as the mesh size δ tends to zero at the same rate as the inverse temperature

goes to the critical one, the two-point spin correlations in the full plane behave

as

δ−
1
4 E [σu1σu2 ] → C2

σ · Ξ (|u1 − u2|,m) as δ → 0,

where the universal constant Cσ and the function Ξ(|u1−u2|,m) are indepen-
dent of the lattice. The mass m is defined by the relation k′− 1 ∼ 4mδ, where

k′ is the Baxter elliptic parameter. This includes m of both signs as well as

the critical case when Ξ(r, 0) = r−1/4.
These results, together with techniques developed to obtain them, are suf-

ficient to extend to isoradial graphs the convergence of multi-point spin cor-

relations in finite planar domains on the square grid, which was established
in a joint work of the first two authors and C. Hongler at criticality, and by

S. C. Park in the sub-critical massive regime. We also give a simple proof of

the fact that the infinite-volume magnetization in the Z–invariant model is
independent of the site and of the lattice.

As compared to techniques already existing in the literature, we streamline

the analysis of discrete (massive) holomorphic spinors near their ramification

points, relying only upon discrete analogues of the kernel z−1/2 for m = 0 and

of z−1/2e±2m|z| for m 6= 0. Enabling the generalization to isoradial graphs

and providing a solid ground for further generalizations, our approach also
considerably simplifies the proofs in the square lattice setup.

1. Introduction

1.1. General context. Isoradial graphs, or, equivalently, rhombi tilings, were in-
troduced by Duffin [27] as a natural family of embedded planar graphs admitting
a nice discretization of complex analysis and potential theory. They latter at-
tracted considerable attention both in the physics and the mathematics commu-
nities in connection with lattice models of two-dimensional statistical mechanics.
Although the latter live on abstract planar graphs with some additional structure,
e. g., weights on edges, it often turns out that embedding the graph isoradially
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sheds light on the behavior of the model at or near criticality. By now, there
is an extensive literature on statistical mechanics on isoradial graphs; e. g., see
[5, 6, 7, 31, 30, 22, 21, 26, 33, 40, 44, 46] and references therein. Apart from be-
ing a natural framework for establishing universality, an additional motivation to
study models on isoradial graph is that they form a flexible family to approximate
arbitrary Riemann surfaces [46, 21, 22], for which regular lattices are too rigid.

A relevance of rhombi tilings for the two-dimensional statistical mechanics can
be described as follows. As uncovered by Baxter [1, 2, 3], many models of statistical
mechanics with local interactions have Z-invariant weights. The “invariance” here
refers to the fact that the Y–∆ transform of the graph on which the model is defined
leaves unchanged the partition function and many (if not all) observables of interest.
As Baxter has shown, the flexibility this entails allows one to solve many such
models exactly. Although these algebraic techniques does not directly rely upon
embedding of graphs into the complex plane, it turns out that representing them
as isoradial grids allows one to give a direct geometrical meaning to the parameters
of the corresponding R-matrices. This is more than a numerical coincidence as
the small mesh size limits of critical 2D lattice models are expected to have more
symmetries than just the symmetries of the lattice: e. g., in this setup one expects
the scaling, rotational and even conformal invariance. To exhibit such a symmetry,
one needs to pick embeddings of graphs and the isoradial/rhombic lattices are
known to be the correct choice provided that one can reformulate the lattice model
under consideration using this geometric framework. For rhombic lattices, the Y–∆
moves are nothing but the so-called cube flips, which allow one to transform (big
pieces of) different lattices into each other without affecting quantities of interest.
Apart from being at the heart of physicists’ predictions of the universality for
Z-invariant lattice models, this idea also recently led to a rigorous proof of the
rotational invariance of several Z-invariant lattice models; we refer the interested
reader to [30] for further details.

In this paper we consider the critical and near-critical (aka massive) Ising model
on isoradial graphs with Z-invariant weights. Before discussing our main results,
let us first briefly mention the results available in the square grid setup. For the
critical model (see also [10, 11] for more details), the convergence and conformal
invariance was proven by Smirnov [51] for basic fermionic observables; by Hongler
and Smirnov [36, 34] for the energy density correlations; and by the first two au-
thors and Hongler [15] for spin correlations. Gheissari, Hongler, Park, Viklund and
Kytölä studied more general local fields in [32, 35] and a unified framework to treat
mixed correlations of all primary fields (i. e., fermions, energy densities, spins and
disorders) was recently developed in [16]. Another aspect of conformal invariance is
the convergence of interfaces and loop ensembles in the domain walls representation
of the model to SLE3 and CLE3; see [14] and [4], respectively. Beyond the critical
case, the massive limit of spin correlations in smooth domains and of fermionic
observables in general (i .e., not necessarily smooth) ones was recently treated by
S. C. Park in [47] and [48], respectively.

The universality – within the isoradial family – of basic fermionic observables
was shown in [20] for the critical model and, very recently, in [48] for the massive
one. These results admit a direct extension to the energy density correlations as
the energy density field – in sharp contrast to spins themselves – can be directly
expressed via fermions. However, the analysis of spin correlations is considerably
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more subtle. Of the aforementioned work, the proofs given in [15, 47] relied espe-
cially heavily on the properties of the square lattice, and hence they did not admit
a simple generalization to the isoradial case. In this paper, we provide the missing
ingredients and prove the universality for spin correlations on isoradial graphs, both
in the critical and in the massive setup. This also paves a way to a proof of the
universality of correlations of all primary fields [16] on isoradial graphs and possibly
beyond, although we do not discuss it here.

1.2. Main results. We work with the Z-invariant Ising model defined on (sub-
sets of) an infinite planar isoradial grid Γ◦,δ; note that the dual grid Γ•,δ is also
isoradial with the same radii, and Λδ := Γ◦,δ ∪ Γ•,δ forms a rhombi tiling of mesh
size δ. Throughout the paper, we assume that all rhombi tilings satisfy the following
bounded angle property for some (fixed) θ0 > 0:

BAP(θ0) : no rhombus has an angle smaller than 2θ0.

The Z-invariant weights (per edge in the low-temperature – aka the domain walls –
expansion of the model on Γ◦,δ or, equivalently, in the high-temperature expansion
of the dual model on Γ•,δ) are given by

xe = exp[−2β◦J◦e ] = tanh[β•J•e ] = tan 1
2 θ̂e, sin θ̂e = sn

(
2K
π θe | k

)
, (1.1)

where θe is half of the angle of the rhombus containing e adjacent to a vertex
of Γ•,δ (see Fig. 2), and K = K(k) is the complete elliptic integral of the first
kind; see [24, Eq. 19.2.8] (we routinely refer to the Digital Library of Mathematical
Functions [24] in the above format). Thus, the edge weights are determined by
the isoradial embedding of the graph plus a single temperature-like parameter, the
elliptic modulus k ∈ (0, 1)∪ iR, or equivalently the nome q ∈ R; see [24, Eq. 22.2.1].
We refer the reader to a recent work of Boutillier, de Tilière and Raschel [8, 9, 23]
for an extensive discussion of thus defined Ising model and its links with dimers
and uniform spanning trees. Note that (1.1) agrees with the parametrization used
in [9] for the interaction parameters β•J•e while we will typically work with the dual
model defined on Γ◦,δ (i. e., we usually assign spins to faces of Γδ = Γ•,δ).

The critical point is k = q = 0, in which case θ̂e = θe. The case q > 0 and
k ∈ (0, 1) gives rise to a sub-critical model on Γ•,δ and a super-critical model
on Γ◦,δ while q < 0 and k ∈ iR correspond to the opposite situation. (Thus, the
nome q has the same monotonicity as the temperature in the model on Γ◦,δ.) Also,
note that the parametrization (1.1) is symmetric with respect to exchanging the
roles of Γ•,δ and Γ◦,δ in the following sense: one also has

tanh[β◦J◦e ] = exp[−2β•J•e ] = tan 1
2 θ̂
∗
e, sin θ̂∗e = sn

(
2K
π θ
∗
e | k∗

)
,

where θ̂e + θ̂∗e = π
2 = θe + θ∗e and the dual elliptic parameter k∗ is given by

k∗ =
ik√

1− k2
⇔ q∗ = −q . (1.2)

This transform is nothing but a simple way of writing the Kramers–Wannier duality
(e. g., see [28, Section 7.5] and [9, Section 4.5]) in the elliptic context. We study
the massive scaling limit, as δ → 0 and simultaneously q → 0, with the relation

q = 1
2mδ (1.3)

between the two, where the parameter m ∈ R is called mass, alluding to a massive
field theory conjecturally describing this limit. As a particular case, we study the
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scaling limit at criticality, m = 0. Our results are uniform with respect to lattices
satisfying the uniformly bounded angles assumption BAP(θ0) for a fixed θ0 > 0,
hence we do not assume that Λδ at each scale are related to each other in any way.

Throughout our paper, we use the notation E(m) to denote the expectation in
the Z-invariant Ising model defined on the isoradial grid of mesh size δ with the
elliptic parameter obtained from δ via (1.3). We write E(m),w and E(m), f for
expectations considered in finite domains in order to specify the wired and free
boundary conditions, respectively. Also, in Proposition 1.5 we use the notation E+

for the infinite volume limit of the sub-critical model with plus boundary conditions.

Theorem 1.1. For each m ∈ R there exists a function Ξ(·,m) : R+ → R+ such
that the following holds in the massive scaling limit q = 1

2mδ → 0:

δ−
1
4E(m)

Γ◦,δ
[σu1

σu2
] → C2

σ · Ξ(|u2 − u1|,m) as δ → 0 , (1.4)

where the constant Cσ = 2
1
6 e

3
2 ζ
′(−1) is independent of both the rhombic lattice Λδ

and the mass m. One has Ξ(r, 0) ≡ r− 1
4 and Ξ(r,m) ∼ r− 1

4 as r → 0 for all m.

Proof. See Section 4.4 for the case m = 0 and Section 4.6 for m 6= 0. �

Remark 1.2. The explicit expression for Ξ(r,m) in terms of Painlevé III transcen-
dents is given by a celebrated formula of Wu, McCoy, Tracy and Barouch [52, 50, 39]
for the massive model on the square grid ; see also [47, Corollary 1.2 and Section 4.2].
The main content of Theorem 1.1 is that this result holds universally within the
class of isoradial graphs; note in particular that the constant Cσ does not depend
on the local geometry of Λδ near u1,2. A similar result was hinted by Dubédat [26,
Proposition 27] for magnetic correlators of the Gaussian free field; presumably,
at criticality the convergence (1.4) can be alternatively derived therefrom via the
combinatorial bosonization correspondence [25].

The left-hand side of (1.4) is a correlation in the infinite-volume thermodynamic
limit, i. e., the limit of correlations in increasing finite domains Ωδ1 ⊂ Ωδ2 ⊂ . . . ⊂ Γδ

for a fixed temperature parameter q. The existence of such a limit can be shown by
standard monotonicity arguments and RSW bounds at criticality; see Section 2.3
for details. Theorem 1.1 then concerns another limit as one lets both q, δ → 0 so
that q = 1

2mδ. In fact, to prove Theorem 1.1 we rely upon the fact that the RSW
bounds are uniform with respect to δ and q, which allows us to work in (sufficiently
large) finite domains Ωδ instead of Γδ. In particular, along the way we prove the
convergence and universality for spin-spin correlations in smooth simply connected
domains with appropriate boundary conditions: wired if m ≤ 0 and free if m ≥ 0.
Our analysis also implies the following:

As in [15] and [47], one of the key ingredients of our proof in the case m ≤ 0 is
a (uniform) convergence result for the “discrete logarithmic derivatives”

log
E(m),w

Ωδ
[σu′1σu2 ]

E(m),w

Ωδ
[σu1

σu2
]

= Re
[
(u′1 − u1)A(m)

Ω (u1, u2)
]

+ o(δ) (1.5)

where u′1 ∼ u1 are nearest neighbors on the lattice Γ◦,δ and the quantityA(m)
Ω (u1, u2)

is expressed via the scaling limit of spinor fermionic observables; see Section 1.3
for a more detailed discussion. This result extends without any effort to multi-spin
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correlation, leading to convergence results for ratios of such correlations:

E(m),w

Ωδ
[σu′1σu′2 . . . σu′n ]

E(m),w

Ωδ
[σu1

σu2
. . . σun ]

→
〈σu′1σu′2 . . . σu′n〉

(m),w
Ω

〈σu1
σu2

. . . σun〉
(m),w
Ω

as δ → 0 , (1.6)

where the “continuum correlation functions” in the right-hand side are defined as

〈σu1
σu2

. . . σun〉
(m),w
Ω := exp

∫
Re
[∑n

s=1A
(m)
Ω (us, u1, . . . , us−1, us+1, . . . , un)dus

]
,

with an appropriate multiplicative normalization. Once the convergence (1.6) is
established, the asymptotics (1.4) together with usual RSW-type arguments are
enough to fix the explicit multiplicative normalization of the correlation functions.
Thus, our analysis also implies the following:

Theorem 1.3. The results of [15, Theorem 1.2] for m = 0 and [47, Theorem 1.1]
for m < 0 asserting convergence

δ−
n
8 E(m),w

Ωδ
[σu1

σu2
. . . σun ] → Cnσ · 〈σu1

σu2
. . . σun〉

(m),w
Ω as δ → 0

of multi-point spin correlations in discrete approximations Ωδ of bounded simply
connected domains Ω (with smooth boundaries if m < 0), hold true, without any
change, for the massive Ising model on isoradial grids with Z-invariant weights.

We stress once again here that not only the continuous correlation functions are
universal within this class of the lattices/weights, but also the constant Cσ in front.

Proof. The proof of (1.6) in the case n = 2 is given in Corollary 4.11 for m = 0
and in Corollary 4.19 for m < 0. Since the analysis is local, it extends without
any change to the case n > 2. Given (1.6), the rest of the proofs in [15] and [47]
amount to fixing the overall normalization by sending the points us pairwise to
each other or to the boundary of Ω, and the only part of that argument that relied
on the specific properties of the square lattice was the computation of the full-plane
two-point correlation. This ingredient is now supplied by Theorem 1.1. �

Remark 1.4. In order to prove Theorem 1.1 for m > 0 we rely upon an analogue
of [15, Theorem 1.7] which gives the convergence of the ratio of the two-point
correlations in dual Ising models. Thus, similarly to a work of S. C. Park [47], our
methods do not directly imply an analogue of Theorem 1.3 for m > 0. However,
we believe that the techniques developed in this paper for the analysis of spinor
fermionic observables near their branching points allow to prove such a convergence,
at least in smooth simply connected domains, following the framework of [16].

A sharp control of the discrete logarithmic derivative (1.5), in principle, suffices
to recover the scaling function Ξ(r,m) in the statement of Theorem 1.1, but not the
fact that the constant Cσ is lattice-independent. In order to complete the proof,
we use an additional gluing argument (see Section 2.4 for details), showing that
a finite piece of an arbitrary isoradial grid can be glued, staying within the same
family, to a piece of a regular (rectangular) lattice, so that the sizes of these pieces
and the distance between them are comparable. Then, we can move the spins from
the irregular part to the regular one, controlling how the correlation changes in the
process, and establishing universality.

A similar argument can be applied to analyze the magnetization in the infinite-
volume limit of the sub-critical model on a fixed isoradial grid Γ◦, say, with δ = 1.
As a by-product of our analysis of the massive model, we also get the following
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result. We are not aware of its detailed proof in full generality in the literature,
although it was probably known, at least for some particular lattices, in the folklore.

Proposition 1.5 (Baxter’s formula). For q < 0, the infinite-volume magnetiza-
tion in the sub-critical Ising model on Γ◦ with Z-invariant weights is universal:

E+
Ωn

[σu]→ (k∗)
1
4 as Ωn ↑ Γ◦ and EΓ◦ [σu1

σu2
]→ (k∗)

1
2 as |u1 − u2| → ∞.

For q > 0, similar results hold for the model on Γ• with k∗ replaced by k.

Proof. See Section 4.1. As in the case of Theorem 1.1 and the constant Cσ, we
do not compute these limits explicitly, but rather show that they are universal.
To this end, we glue a large enough piece of a given isoradial grid to a piece of a
rectangular lattice, on which we can apply the celebrated Onsager–Yang result [53,
45] in the form given by Baxter [3, Eq. 7.10.50]; see also [17, Section 3] for a
simplified derivation. (Note that the elliptic parameter k in [9] corresponds to k′

of Baxter; see footnote in [9, Section 2.2.2].) �

1.3. Techniques and related projects. The general strategy of our proof of the
key convergence result (1.5) follows that of [15, 47]. One introduces an observ-
able, a properly normalized spin-fermion-disorder correlator, which, as a function
of the position of the fermion, is a massive s-holomorphic spinor living on a dou-
ble cover of the original discrete domain ramified at the positions of the spin and
the disorder. (The notion of massive s-holomorphic functions on isoradial graphs
and the regularity theory thereof were independently developed in a recent work
of S .C .Park [48]; see Section 3.1 for more details.) We then prove the conver-
gence of this observable to a massive holomorphic (i. e., satisfying the Dirac equa-
tion ∂f + imf = 0) limit as δ → 0; uniformly away from the boundary and from
the branching points.

After this is done, one uses the fact that both spin-spin correlations in (1.5) can
be recovered from the values of the observable by placing the fermion next to the
disorder. We thus need a way to express a value of a massive s-holomorphic spinor
next to its ramification point in terms of its values at a definite distance therefrom.
This is where our main technical innovation comes into play: we introduce a very
simple version of the Cauchy integral formula for spinors that allows one to do such
a reconstruction using an explicit full-plane kernel, the discrete analogue of a spinor
e∓i

π
4 · z− 1

2 e±2m|z|. Such kernels were essentially constructed by Dubédat in [26] for
the critical case m = 0; we extend his construction to the massive setup using the
theory of massive discrete exponentials, recently developed by Boutillier, de Tilière
and Raschel in [8, 9]. The construction and the asymptotic analysis of the required
branching kernels are presented in Section 5.

Recall that in [15, 47] a considerably more complicated reconstruction procedure
was employed. In particular, it also required an explicit construction of discrete
analogs of the kernels e∓i

π
4 z

1
2 (or their massive modifications) and an argument

based on the symmetrization procedure and the discrete Beurling inequality; this
technique is unavailable in the isoradial setup due to the lack of symmetries of the
lattice. Thus, not only our new argument enables generalization of the results to
the isoradial setup, it also leads to a much simpler proof in the square lattice case.
In particular, the companion paper [16] devoted to a unified treatment of mixed
correlations of primary fields, borrowed the arguments of the present paper in what
concerns the analysis near the branching points. Moreover, this Cauchy formula
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can be written in a purely abstract form without any assumption on the embedding
or weights of the model under consideration (see Lemma 3.14), which paves the way
for further generalizations of the convergence results for spin correlations beyond
the Z-invariant setup; cf. recent results on the convergence of fermionic observables
on the so-called s-embeddings of planar weighted graphs [12].

Another – though not strictly necessary for our analysis – new idea implemented
in this paper is a re-embedding of the massive Z-invariant Ising model on Λδ into
the complex plane using the aforementioned s-embeddings Sδ; see Section 3.3 for
more details. This allows us to benefit from a general regularity theory developed
for s-holomorphic functions on s-embeddings in [12, Section 2] and [18, Section 6].
Under this procedure, the original massive s-holomorphic observables on Λδ and
new s-holomorphic observables on Sδ are linked by a simple explicit formula given
in Proposition 3.21, which immediately allows us to deduce the a priori regularity
of massive s-holomorphic functions on Λδ from the results of [12, 18]. Also, this pro-
vides a concrete illustration of a general phenomenology, which says that the mass
in a planar Ising model manifests itself as the mean curvature of an s-embedding
of the model into the Minkowski space R2+1; see [12, Section 2.7] for a discussion.
Though, as already mentioned above, these re-embedding techniques are not nec-
essary for the analysis of the Z-invariant model (e. g., see [48], where the relevant
a priori regularity estimates developed directly on Λδ), we believe that they are
flexible enough to be applied to less rigid setups.

Recall that throughout this paper we assume that all isoradial grids satisfy the
uniform bounded angles property BAP(θ0), which plays an essential role in several
places of our analysis as we frequently use the fact that the graph distances on
rhombic lattices are comparable with Euclidean ones: e. g., when passing from (1.5)
to (1.6). However, there are certain indications that this assumption is not strictly
relevant, at least at criticality. Notably, similar techniques can be applied to a 2D
graphical expansion (e.,g., see [37, 42] and references therein) of the quantum 1D
Ising model, leading to similar convergence results for correlation functions; we refer
the interested reader to a forthcoming paper [43] for more details. This expansion
can be thought of as a 2D Ising model on a rectangular grid with an infinitesimally
small aspect ratio, a limit that obviously cannot be achieved under BAP(θ0).

Finally, in terms of a framework developed in the companion paper [16] for the
analysis of mixed correlations of primary fields in (possibly) multiply connected
domains, this paper provides the following “building blocks”:

• an explicit construction and asymptotic analysis of required infinite-volume
kernels G[u], G[v] and G(a) (see Section 5 for more details);
• analysis of the two-point spin correlation in the full plane (Theorem 1.1).

Note that a work [48] of S. C. Park contains two more such “building blocks”, namely

• a “quantitative convergence” of basic fermionic FK-Ising observables;
• uniform RSW-type estimates for the massive FK-Ising model; cf. [29].

Thus, the only remaining input required to extend the results of [16] to the massive
Z-invariant model on isoradial grids is the analysis of solutions to certain Riemann-
type boundary value problems for massive holomorphic functions in continuum
(which is considerably more complicated for m 6= 0 than at criticality, cf. [48]).
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Organization of the paper. We start Section 2 by fixing the notation and recall-
ing the definition of the Z-invariant Ising model. We then recall the construction of
fermionic observables via Kadanoff–Ceva order-disorder formalism, the propagation
equation, and Smirnov’s “integrating the square” procedure. We also recall a con-
struction of the infinite volume limit of the model and describe the “star extension”
procedure, which allows to glue a big piece of a given rhombic lattice to a regular
one. In Section 3, we review the “massive discrete complex analysis” techniques,
namely, the a priori regularity of “massive s-holomorphic functions” constructed
from solutions to the spinor propagation equation, and the fact that subsequential
limits of such functions satisfy the Dirac equation. We also state the properties of
the massive discrete holomorphic full-plane “kernels” used in our proofs, and intro-
duce the aforementioned Cauchy integral formula. In Section 4, we prove the main
results of the paper. For convenience of the reader we start with the critical case
and then refer to it when discussing the massive setup. In Section 5, we construct
the required full-plane kernels and perform the asymptotic analysis of thereof, using
the “massive discrete exponentials” of Boutillier, de Tilière, and Raschel [8].

Acknowledgements. We are grateful to S. C. Park for many fruitful discussions
of the massive Ising model. We also would like to thank Cédric Boutillier, Béatrice
de Tilière, Jhih-Huang Li, Ioan Manolescu, Paul Melotti and Yijun Wan for helpful
comments and remarks. D. C. is a holder of the ENS–MHI chair funded by the
MHI, whose support is gratefully acknowledged. The work of K. I. was supported
by Academy of Finland via academy project “Critical phenomena in dimension
two: analytic and probabilistic methods”. The work of D. C. and R. M. was also
partially supported by the ANR-18-CE40-0033 project DIMERS.

2. Preliminaries and basic facts

2.1. Notation: graphs, double covers, spin-disorder correlations. We rely
upon the spin-disorder formalism of Kadanoff and Ceva [38]; e. g. see [11, Sec-
tion 2] or [16, Section 2] for more details and [13] for links of this approach with
other combinatorial formalisms used to study the planar Ising model. For a planar
graph G = G•, let

• G◦ be the graph dual to G• (note that we typically work with the planar
Ising model defined on G◦ and not on G•);

• Λ(G) be a planar graph whose set of vertices is the union of G• and G◦,
with edges connecting adjacent vertices v ∈ G• and faces u ∈ G◦ of G;

• ♦(G) be the graph dual to Λ(G), we often call its vertices z ∈ Λ(G) quads
referring to this duality (note that all faces of Λ(G) have degree four);

• Υ(G) be the medial graph of Λ(G) (i. e., vertices of Υ(G) are in a bijective
correspondence with edges (uv) of Λ(G)), we often call its vertices c ∈ Υ(G)
corners referring to the fact that they are in a bijective correspondence with
corners of faces of G◦ (or of G = G•, note that faces of Υ(G) correspond
either to v ∈ G• or to u ∈ G◦ or to z ∈ ♦(G));

• Υ×(G) be a double cover of Υ(G) that branches around each of its faces
(e. g., see [46, Fig. 27] or [20, Fig. 6] or [12, Fig. 3]);

• more generally (e. g., see Fig. 1 for an example with $ = [v, w]), given a
subset $ of vertices of Λ(G) = G• ∪G◦ let
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v

w

v

w

Figure 1. Left: local structure of a double cover Υ×[v,w] of the

medial graph Υ; vertices v ∈ Γ• and w ∈ Γ◦ are marked in gray.
Right: local structure of the corresponding double cover Υ[v,w].

– Υ$(G) be a double cover of Υ(G) branching only around w ∈ $,
– Υ×$(G) be a double cover ramified at all faces of Υ(G) except $.

In our paper the graph G is usually a discrete domain on an isoradial grid Γδ = Γ•,δ

of mesh size δ → 0, which approximates a planar bounded simply connected domain
Ω ⊂ C. We use the notation Ωδ ⊂ Γδ for such approximations. We will often view
vertices (dual vertices, etc.) as complex numbers giving their position in C.

We often speak about spinors defined on double-covers of graphs, which are
functions on the double cover in question whose values at two lifts of the same
vertex differ by the sign. Provided that an embedding of all these graphs into the
complex plane is fixed, an important example of a spinor on Υ×(G) is given by

ηc := ς · exp
[
− i

2 arg(v(c)− u(c))
]
, ς := ei

π
4 , (2.1)

where u(c) ∈ G◦ and v(c) ∈ G• are endpoints of the edge (u(c)v(c)) corresponding
to the corner c. A particular choice of the prefactor ς is unimportant but influences
the notation in what follows; we choose the value ei

π
4 in order to keep the presen-

tation consistent with [20] and [48] (note however that [15] and [47] use another
convention ς = i).

The (ferromagnetic) nearest-neighbor Lenz–Ising model on the dual graph G◦

is a random assignment of spins σu ∈ {±1} to the faces u of G such that the
probability of a spin configuration σ = (σu) is proportional to

PG[σ ] ∝ exp [β◦
∑
u∼w J

◦
e σuσw ] , e = (uw)∗, (2.2)

where a positive parameter β◦ = 1/kT is called the inverse temperature, the sum
is taken over all pairs of adjacent faces u,w of G (equivalently, edges e of G or
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quads z ∈ Λ(G)), and J◦ = (J◦e ) is a collection of positive interaction constants
indexed by edges of G. Below we use the following parametrization of β◦J◦e :

xe = tan 1
2 θ̂e := exp[−2β◦J◦e ]. (2.3)

Note that the quantities xe ∈ (0, 1) and θ̂e := 2 arctanxe ∈ (0, 1
2π) have the same

monotonicity as the temperature (β◦)−1. We also often write θ̂z instead of θ̂e if
a quad z ∈ Λ(G) corresponds to an edge e of G. On isoradial graphs, we depart

from arbitrary parameters θ̂z and restrict to Z-invariant weights given in terms of
a global elliptic parameter k and geometric angles θe of the embedding by (1.1).

Note that tan θ̂z = (1 + 4q) · tan θz +O(q2) as q → 0, which implies that

θ̂z − θz = 4q · sin θz cos θz +O(q2) = 2δm sin θz cos θz +O(δ2) (2.4)

in the massive limit q = 1
2mδ → 0. In particular, θ̂z = θz at criticality.

We denote by E(m),w

Ωδ
the expectation under the measure (2.2) with Z-invariant

weights given by (1.1), with q = 1
2mδ. We will omit δ when we consider a fixed

lattice of mesh δ = 1. The superscript w stands for wired boundary conditions:
since we use the convention that spins σu are assigned to faces of Ωδ, instead
of considering a single outer face uout of Ωδ one can think about all boundary
points u ∈ Γ◦,δ as being wired to each other. Sometimes, we also fix the spin of
uout to be +1 (i. e., impose ‘+’ boundary conditions) and write E+

Ωδ
instead of Ew

Ωδ .

The Kramers–Wannier duality (e. g., see [28, Section 7.5]) provides a link be-
tween the Ising model (on faces of Ωδ) described above and another nearest-neighbor
Ising model defined on vertices of Ωδ with interaction parameters β•J•e such
that tanh[β•J•e ] = exp[−2β◦J◦e ] or, equivalently, sinh[2β◦J◦e ] sinh[2β•J•e ] = 1. In
terms of the parametrization (2.3) this duality reads as

exp[−2β◦J◦e ] = tan 1
2 θ̂z, exp[−2β•J•e ] = tan 1

2 θ̂
∗
z , θ̂z + θ̂∗z = 1

2π.

The angles θ̂∗z also admit parametrization (1.1) with a dual elliptic parameter k∗;
the relation is simplest in terms of the nome q∗ = −q; see (1.2). We denote the

expectation in this dual model (defined on vertices of Ωδ) as E(−m), f

Ω∗,δ
, where the su-

perscript f stands for free boundary conditions and emphasizes that no restrictions
on the boundary spins are imposed.

We use the Kadanoff–Ceva disorder variables: for a subset γ of edges of G•, put

µγ :=
∏
u∼w:(uw)∩γ 6=∅ e

−2β◦J◦(uw)∗σuσw .

Up to the sign, the correlations of these variables with spins only depend on ∂γ
viewed as a chain modulo 2. Hence, we will simply write

µγ = µv1 . . . µvm , where ∂γ = {v1, . . . , vm}

inside such correlations. We have the following identity:

Ew
Ωδ [µv1 . . . µvmσu1

. . . σun ] = E f
Ω∗,δ [µu1

. . . µunσv1 . . . σvm ], (2.5)

where u1, . . . , un ∈ Ω◦,δ, v1, . . . , vm ∈ Ω•,δ, and both n,m are assumed to be even
(otherwise, these correlators do not make sense); in fact, both sides of (2.5) lead
to the same sums over subgraphs of Ωδ = Ω•,δ if one uses the low-temperature
expansion for the left-hand side and the high-temperature expansion for the right-
hand one. In particular, the disorder variables µ are dual objects to spins σ under
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v0

v1

u0

u1

c00

c01 c10

c11

z

θz

θ∗z

c00

c01
c10

c11

z

θ̂z

θ̂∗z

Figure 2. Left: Local notation at a quad z = (v0u0v1u1) ∈ ♦.
Identity (2.6) expresses the value X(c00) of a Kadanoff–Ceva
fermionic observable as a linear combination of X(c01) and X(c10)

with coefficients cos θ̂z = cn
(

2K
π θz | k

)
and sin θ̂z = sn

(
2K
π θz | k

)
.

Right: Following [47, 48], to define the value F (z) ∈ C of
the corresponding massive s-holomorphic function (aka Smirnov’s
fermionic observable) at z ∈ ♦, we imagine a tilted rhombus with

edges e±i(θ̂z−θz)(vp − uq) centered at z and then apply the usual
definition [20] of s-holomorphic functions to this ‘virtual’ rhombus.

the Kramers–Wannier duality. We refer the reader to [38, 13, 11, 16] for more
details on the Kadanoff–Ceva formalism.

Remark 2.1. Recall also that under a natural rule for tracking the signs [16, Section
2.2], both sides of (2.5) change the sign when one of the vertices vp makes a turn
around one of uq; in other words one should view (2.5) as a spinor defined on an
appropriate double cover of the set (Ω•,δ)×m× (Ω◦,δ)×n with the removed diagonal
(vp = vp′ or uq = uq′ for some p 6= p′ or q 6= q′). In full generality, the extension
of (2.5) onto the diagonal requires certain technicalities in fixing the signs. However,
no problems of that kind arise in the simplest setup m = 2 that we only need below.

2.2. Fermionic observables and functions HX . The Kadanoff–Ceva fermionic
variable χc is formally defined as χc := µv(c)σu(c) and the corresponding fermionic
observables read as

X$(c) := Ew
G

[
χc µv1 . . . µvm−1

σu1
. . . σun−1

]
, c ∈ Υ×$(G),

where $ = {v1, . . . , vm−1, u1, . . . , un−1} and we assume that both n,m are even.

Remark 2.2. Due to Remark 2.1, X$ is a spinor on the double cover Υ×$(G). This
implies that the product ηcX$(c), where ηc is given by (2.1), is a spinor on the
double cover Υ$(G), which branches only over points from $; see Fig. 1.

It is well known (e. g., see [46] or [13, Section 3.5] and references therein) that
Kadanoff–Ceva fermionic observables satisfy the so-called propagation equation

X(c00) = X(c01) cos θ̂z +X(c10) sin θ̂z , (2.6)

which holds for each corner c00 and its neighbors c01, c10 on the corresponding double
cover Υ×$(G) such that all three are incident to the same quad z; see Fig. 2 for the
notation. A consequence of this identity is that, given a fermionic observable X,
one can define (up to an additive constant) a function HX on the graph Λ(G) by
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prescribing its increments between neighboring vertices uq ∈ G◦ and vp ∈ G• as

HX(vp)−HX(uq) := (X(cpq))
2. (2.7)

(Note that for the critical Ising model on Z2, this is nothing but Smirnov’s defi-
nition from [51, Lemma 3.6]; see also Section 3.1 below.) More generally, if two
observables X1, X2 are (locally) defined on the same double cover Υ×$(G), then one
can extend the above definition and introduce a function H[X1, X2], also defined
up to an additive constant, by setting

H[X1, X2](vp)−H[X1, X2](uq) := X1(cpq)X2(cpq) (2.8)

(this quantity does not depend on the lift of cpq onto Υ×$(G); cf. Lemma 3.14.)

Remark 2.3. From the combinatorial perspective, considering a discrete simply
connected domain Ωδ ⊂ Γδ with wired boundary conditions boils down to iden-
tifying all ‘white’ vertices along the boundary with each other. In particular, all
the values of HX (or of H[X1, X2]) at ‘white’ boundary vertices u ∈ ∂Ω ∩ G◦ are
the same, i. e., the function HX |G◦ always has Dirichlet boundary conditions in
this case. However, note that this is not the case for boundary values of HX on
‘black’ boundary vertices. Nevertheless, there exists a trick (originally suggested
in [20, Section 3.6] in the critical setup) which allows to modify the grid Λδ near
the boundary of Ωδ staying in the isoradial family and artificially define HX on
new obtained ‘black’ vertices so that it also has Dirichlet boundary values and all
required ‘discrete complex analysis estimates’ hold true; see Remark 3.10 below.

It is also convenient to extend the definition of HX to the set ♦(G) as follows:

HX(vp)−HX(z) := X(cp0)X(cp1) cos θ̂z,

HX(z)−HX(uq) := X(c0q)X(c1q) sin θ̂z,
(2.9)

where cp0 and cp1 are assumed to be chosen as neighbors on Υ×$(G) to avoid the
ambiguity in the sign; note that this definition is consistent with (2.7) due to the
propagation equation (2.6). Let Λ(G) ∪ ♦(G) denotes a planar graph whose edges
consist of all edges of Λ(G) and edges linking each vertex z ∈ ♦(G) to its four
neighbors z ∼ w ∈ Λ(G).

The following lemma holds for all planar graphs and all interaction parameters.

Lemma 2.4. Let a function HX be (locally) constructed via (2.9) and (2.7) from
a fermionic observable X defined on a double cover Υ×$(G). Then, HX satisfies

• the maximum principle on Λ(G) ∪ ♦(G) except at points of $ ∩G•;
• the minimum principle on Λ(G) ∪ ♦(G) except at points of $ ∩G◦.

Proof. See [12, Proposition 2.10], which proves both the maximum and the min-
imum principles for HX in absence of (non)branching vertices, i. e., if $ = ∅.
If $ 6= ∅, note that the value at a vertex u ∈ $ ∩ G◦ is always smaller than
the values at neighboring vertices from G• due to (2.7), thus HX cannot attain a
maximum at u. Similarly, HX cannot attain a minimum at a point v ∈ $∩G•. �

Remark 2.5. Let w ∈ $ be an isolated point of $ and assume that X(c) = 0 at
one of the nearby corners w ∼ c ∈ Υ×$(G). Then, it is easy to see that the function
HX satisfies both the maximum and the minimum principle near w as its values at
two neighboring vertices (one from G◦, the other from G•) of c are the same.
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2.3. Infinite-volume of the Ising model with q 6= 0 and RSW estimates.
Given an isoradial grid Λδ of mesh size δ and a point u ∈ C we denote by ΛδR(u) a
discretization of the square box

[Reu−R ,Reu+R]× [Imu−R , Imu+R]

on Λδ with appropriate boundary conditions which can vary depending on the
context. We write ΛδR instead of ΛδR(0) if u = 0 and skip the superscript if δ = 1.

It is well-known that spin-spin correlations EG[σuσw] in the Ising model on a
finite graph can be written as the probability that u and w are connected in the
so-called Fortuin–Kasteleyn (or random cluster) representation of the model; e. g.,
see [28, Section 7] for more details.

For the critical (i. e., m = 0) Ising model on isoradial grids it is well known that
the following Russo–Seymour–Welsh-type estimate holds uniformly with respect to
boundary conditions:

P
[

there exists a wired circuit in the annulus Λ3R(u) r ΛR(u)
]
≥ p0 > 0.

(For a proof, one can, e. g., use [20, Theorem C] to show that crossings of rectan-
gles with self-dual (i. e., wired/free/wired/free) boundary conditions have probabil-
ity uniformly bounded away from zero, and then apply the proof of [29, Proposi-
tion 2.10]; see also [12, Section 5.6].) In particular, the existence of such circuits
implies the uniqueness of the infinite-volume Gibbs measure in the critical FK-Ising
model and allows one to speak about infinite-volume correlations EΛ[σuσw].

Assume now that q = 1
2mδ ≤ 0. By monotonicity with respect to interaction

parameters, the (uniform with respect to boundary conditions) existence of wired
circuits in annuli Λ3R(u) r ΛR(u) also holds in this case. This allows one to define
the infinite-volume limit of the sub-critical FK-Ising model on Λ and, moreover,
implies the following uniform estimate:

for each ε > 0 there exists A = A(ε) � 1 such that for all m ≤ 0
and all D ≥ 1 one has

(1− ε) · E(m),w
ΛAD(u)[σuσw] ≤ E(m)

Λ [σuσw] ≤ E(m),w
ΛAD(u)[σuσw] (2.10)

provided that |w − u| ≤ D.

Indeed, the latter inequality in (2.10) is trivial due to the monotonicity with respect
to boundary conditions. The former follows from the fact that

E(m), f
ΛAD(u)[σuσw] ≥ P(m), f

ΛAD(u)rΛD(u)

[
there exists a wired circuit

]
× E(m),w

ΛAD(u)[σuσw],

which holds due to the FKG inequality and the monotonicity of the probability
that u and w are connected with respect to a domain. (Note that the first factor
can be made arbitrary close to 1 by choosing A ≥ 3blog ε/ log(1−p0)c+1.)

Remark 2.6. One can similarly use dual-wired circuits in order to define the infinite-
volume limit of the off-critical FK-Ising model on Λ and the infinite-volume spin-
spin correlations for m ≥ 0. It is also worth noting that in the massive regime
q = 1

2mδ, δ → 0, one also has uniform RSW-type estimates for both primary and
dual crossings/circuits on scales R � 1; see [29] and [48] for more details. Of course,
this is a much deeper property of the massive Ising model as compared to the simple
monotonicity with respect to m discussed above.
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2.4. ‘Star extension’ of a finite box on an isoradial grid. In order to prove
the universality of spin-spin correlations with respect to a grid, i. e., the fact the

correlations on two isoradial grids Γ◦,δ1 and Γ◦,δ2 behave in a similar way, we typically
consider a ‘mixed’ rhombic lattice that contains large pieces of both Λδ1 and Λδ2 and
analyse the Ising model on this lattice. This strategy relies upon a possibility to
‘glue together’ boxes of size R cut from different isoradial grids, with an additional
requirement that these two pieces are located at O(R) distance from each other.

Clearly, no problem arises if Λδ1 comes from a rectangular lattice while Λδ2 = δZ2

(or, more generally, if both Λδ1,2 are obtained from rectangular lattices); see Fig. 3.
Consider now an irregular rhombic lattice Λ satisfying the bounded angles prop-
erty BAP(θ0). In this section we show that one can construct a new rhombic
lattice [ΛR(u)]? satisfying the property BAP(θ0) such that

• Λ and [ΛR(u)]? have the same box ΛR(u) of size R centered at u;

• the modified lattice [ΛR(u)]? contains infinite wedge-shaped subsets of rect-
angular grids located at distance at most O(R) from the point u; here and
below the implicit constant in the estimate O(R) depends on θ0 only.

It is worth noting that these properties are scale invariant and thus the same pro-
cedure can be applied to rhombic lattices Λδ (with mesh size δ < R) instead of Λ.

Recall that a train-track on Λδ is a (infinite) sequence of adjacent rhombi such
that they share a common direction of edges, called the transversal direction of
the train-track (e. g., see [41] for a discussion of this notion). The construction
of [ΛR(u)]? goes in two steps, see also Fig. 3:

• Step 1. Let ΘR(u) ⊃ ΛR(u) be the connected component of the set of
quads z ∈ ♦ such that both train-tracks passing through z intersect ΛR(u).

Lemma 2.7. The set ΘR(u) has diameter O(R) and is train-track-convex, i. e., if
two rhombii lying on the same train-track belong to the set ΘR(u), then the whole
segment of the train-track between these rhombi belong to ΘR(u).

Proof. The train-track-convexity of the set ΘR(u) readily follows from its defini-
tion. Indeed, denote by T the set of all train-tracks that intersect the box ΛR(u).
Let z1, z2 ∈ ΘR(u) lie on the same train track t ∈ T and let z ∈ t be located
between z1 and z2. Denote by t′ the second train track passing through z; note
that it must intersect ΘR(u) since this set is connected. By definition of ΘR(u) this
implies that t′ ∈ T and hence z ∈ ΘR(u).

To estimate the diameter of ΘR(u), note that for each t ∈ T the number of
quads in t ∩ΘR(u) cannot exceed the total number |T | of train-tracks in T (since
each of the remaining train-tracks t′ ∈ T can intersect t at most once). Thus, the
estimate diam ΘR(u) = O(R) follows from |T | ≤ 2|∂ΛR(u)| = O(R). �

The train-track convexity of ΘR(u) implies that it is simply connected and its
boundary ∂ΘR(u) is a simple closed broken line such that no quad adjacent to it
from outside can have two sides on ∂ΘR(u). Let us divide these adjacent quads
into (maximal) arcs τk, each of which is a part of a single-train track tk. The
above observation means that as we follow the boundary counterclockwise, the
transversal directions of these train tracks also rotates counterclockwise, and the
bounded angles property BAP(θ0) implies that it rotates at least 2θ0 between two
consecutive arcs; in particular, there are at most π/θ0 arcs. The construction
of [ΛR(u)]? concludes as follows:
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Figure 3. Top: the ‘star extension’ procedure for a rectangular
box on a Penrose rhombic tiling. The box is shown in blue and
the rest of the corresponding set Θ is in yellow. The boundary of
Θ consists of nine train-tracks, extended infinitely outwards, the
wedge-shaped parts of regular lattices are in green. The open-
ing angles of the wedges are bounded from below by 2θ0 of the
BAP(θ0) property. For Penrose rhombic tilings, 2θ0 = π

5 ; thus,
in this case the boundary of Θ could not consist of more than
ten train tracks. Bottom: a gluing of a regular rhombic lattice
corresponding to a rectangular grid Λrect with the square one.
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• Step 2. Duplicate (infinitely many times) each of the boundary arcs τk ⊂ tk
of ΘR(u) in the transversal direction of tk and fill the remaining wedge-
shaped regions (of angle at least 2θ0) by regular rhombic tilings; see Fig. 3.

We call [ΛR(u)]? a star extension of ΛR(u). (In fact, we slightly abuse the notation
since [ΛR(u)]? is not defined only by ΛR(u) and also depends on the structure of Λ
near this box. However, this does not create any confusion in what follows.)

3. Discrete complex analysis techniques

3.1. Massive s-holomorphic functions on isoradial grids. In this section we
discuss the notion of massive s-holomorphic functions on isoradial grids; see also
a recent paper [48] where this notion is discussed in more detail. Similarly to the
critical case (see [20, Section 3.2]), given a real-valued Kadanoff–Ceva fermionic
observable (i. e., a real-valued spinor on a subset of Υ×(Λδ) satisfying the propaga-
tion equation (2.6)) one can construct a complex-valued Smirnov fermionic F (m),δ

observable (defined on a subset of ♦δ) in such a way that the propagation equa-
tion (2.6) for X(m),δ is replaced by the identities between projections of F (m),δ onto
certain directions; see Definition 3.1 below.

The ’abstract’ definition (2.7) of functions H
(m),δ
X can be then – again, similarly

to the critical case – thought of as considering the primitive of a discrete differential
form 1

2 Im[(F (m),δ(z))2dz], which turns out to be closed on both Γ•,δ and Γ◦,δ up
to certain local multiples that disappear in the limit δ → 0; see Lemma 3.3 and
Remark 3.4 below. In Proposition 3.8 (see also 3.10) we prove (at least, for small
enough δ) that the function H(m),δ is subharmonic on Γ•,δ provided that m ≤ 0
and superharmonic on Γ◦,δ provided that m ≥ 0, thus generalizing to the massive
setup a (rather mysterious) observation made by Smirnov in [51] for the critical
Ising model on the square grid.

Further, we briefly discuss the a priori regularity properties of massive s-holo-
morphic functions; see Proposition 3.11, this statement was obtained in [48]. We
also suggest an alternative approach to this regularity theory, which relies upon a
general framework developed in [12] and uses an s-embedding of the massive Ising
model on Λδ into the complex plane; see Section 3.3 for more details. Finally, this
reduction to the framework of [12] also directly implies that massive s-holomorphic
functions on Λδ satisfy the discrete maximum principle (up to a multiplicative
constant); see Lemma 3.12 below.

The following definition is adopted from [48].

Definition 3.1. Let z ∈ ♦δ be a quad of a rhombic lattice Λδ with mesh size δ.
Given a real-valued spinor X(m),δ satisfying the three-terms identity (2.6) on cor-
ners adjacent to z we define a complex value F (m),δ(z) by requiring that

Pr [F (m),δ(z) ; η̂c,zR ] = δ−
1
2 · η̂c,zX(c) for all c ∼ z , (3.1)

where

η̂c,z := ηc · exp
[
∓ i

2 (θ̂z − θz)
]

= ς · exp
[
− i

2 (arg(v(c)− z)± θ̂z)
]

and the ± sign is chosen so that arg(v(c)− u(c)) = arg(v(c)− z)± θz; see Fig. 2.

Remark 3.2. Functions F (m),δ : ♦δ → C satisfying the condition (3.1) were called
massive s-holomorphic in [48] by analogy with more common s-holomorphic func-

tions that appear in the case m = 0 (and hence θ̂z = θz); see [51, 20]. However,
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note that the values ηcX
(m),δ(c) differ from the values F (m),δ(c) used in [51, 20, 48]

and other related papers by the factor δ−
1
2 . We adopt this convention on different

scalings of Kadanoff–Ceva (real-valued) and Smirnov (complex-valued) fermionic
observables as it better fits the general framework developed in [12].

Lemma 3.3. Let H
(m),δ
X and F (m),δ be constructed from the spinor X(m),δ via

identities (2.7) and (3.1), respectively. Then (see Fig. 2 for the notation),

H
(m),δ
X (v1)−H(m),δ

X (v0) =
cos θ̂z

cos θz
· 1

2 Im
[
(F (z))2 · (v1 − v0)

]
,

H
(m),δ
X (u1)−H(m),δ

X (u0) =
sin θ̂z

sin θz
· 1

2 Im
[
(F (z))2 · (u1 − u0)

]
.

Similar identities hold for functions H[X
(m),δ
1 , X

(m),δ
2 ] = 1

4

(
H

(m),δ
X1+X2

−H(m),δ
X1−X2

)
.

Proof. Both formulas easily follow from a similar computation for m = 0 (e. g.,

see [20, Proposition 3.6]) performed for a ‘virtual’ rhombus with half-angle θ̂z in-
stead of θz; see Fig. 2 and [48, Lemma 2.5]. (The additional factor 1

2 appears due to
a tiny mismatch between the notation used in our paper and that in [51, 20, 48].) �

Remark 3.4. Below we often refer to the identities from Lemma 3.3 by writing

H
(m),δ
X =

1

2

∫ [(m),δ]

Im
[

(F (m),δ(z))2dz
]

(or simply
∫ [δ]

if m = 0). Though this identity is not true ‘as is’ even for dis-

crete contour integrals due to the presence of additional factors cos θ̂z/ cos θz and

sin θ̂z/ sin θz in one-step increments, these factors (uniformly under the assump-
tion BAP(θ0)) disappear as δ → 0. In other words, if functions F (m),δ convergence
to a continuous function f , then the corresponding functions H(m),δ converge to
the function h := 1

2

∫
Im[(f(z))2dz].

The following lemma and its corollary are adopted from [48, Section A.1]. They
imply that limits of massive s-holomorphic functions on refining isoradial grids Λδ,
if they exist, are massive holomorphic, i. e., satisfy the equation (3.2).

Lemma 3.5. Let u−vu+ be a half-rhombus of an isoradial grid Λδ oriented coun-
terclockwise (i. e., either u− = u0, v = v1, u+ = u1 or u− = u1, v = v0, u+ = u0

in the notation of Fig. 2) and X(m),δ satisfies the identities (2.6). Then,

sin 1
2 (θ̂z + θz)

2 sin θz
F (m),δ(z) (u−− u+) + F (m),δ(c−)(v − u−) + F (m),δ(c+)(u+− v)

=
sin 1

2 (θ̂z − θz)
δ sin θz cos θz

F (m),δ(z) ·Area(u−vu+) ,

where the value F (m),δ(z) is defined by (3.1) and F (m),δ(c±) := ηc± ·δ−
1
2X(m),δ(c±).

A similar identity (with the prefactor cos 1
2 (θ̂z +θz)/2 cos θz in the first term) holds

for half-rhombi of the form v−uv+.



18 DMITRY CHELKAK, KONSTANTIN IZYUROV, AND RÉMY MAHFOUF

Proof. Let v−u± = δ · ei(φv∓θz), where φv := arg(v− z). It follows from (3.1) that

F (m),δ(c±) = ςe−
i
2 (φv∓θz) · 1

2

[
F (m),δ(z) · ςe i2 (φv∓θ̂z) + F (m),δ(z) · ςe− i

2 (φv∓θ̂z)
]

= 1
2

[
F (m),δ(z) · e± i

2 (θz−θ̂z) + F (m),δ(z) · ie−iφv± i
2 (θ̂z+θz)

]
,

recall that ς = ei
π
4 . The desired identity follows by a straightforward computation

as u+ − u− = 2δ · ieiφv sin θz and Area(u−vu+) = δ2 sin θz cos θz. �

Corollary 3.6. Let F (m),δ be massive s-holomorphic functions on isoradial grids Λδ

satisfying the uniform bounded angles condition BAP(θ0). Assume that F (m),δ

converge (on a certain open set U ⊂ C) to a function f (m) : U → C as δ → 0.
Then, f (m) is differentiable and satisfies the massive holomorphicity equation

∂f (m) + imf (m) = 0 . (3.2)

Proof. It follows from the asymptotics (2.4) that

sin 1
2 (θ̂z + θz)

2 sin θz
→ 1

2
,

sin 1
2 (θ̂z − θz)

δ sin θz cos θz
→ m as δ → 0 ,

uniformly with respect to z (provided that the condition BAP(θ0) holds). There-
fore, summing the identity of Lemma 3.5 over any subset V ⊂ U with smooth
boundary, and passing to the limit, leads to the identity

1

2

∮
∂V

f (m)(z)dz = m

∫∫
V

f (m)(z)dA(z),

which is nothing but the weak form of the equation i∂f (m) = mf (m). A massive
version of Morera’s theorem (or Cauchy integral formula) then implies that any
weak solution is differentiable. �

Remark 3.7. It is easy to see that, if f (m) satisfies the massive holomorphicity
equation (3.2), then the primitive h(m) := 1

2

∫
Im[(f (m)(z))2dz] is well defined

and ∆h(m) = −4m|f (m)|2. In particular, the function h(m) is subharmonic if m ≤ 0.

In the next proposition we show that the subharmonicity property mentioned in
Remark 3.7 also holds for discrete primitives of massive s-holomorphic functions on
isoradial grids; a property that we need in the proof of Proposition 4.7. Note that
the paper [48] also contains estimates of the discrete Laplacian

[∆•,δH(m),δ](v) := (µδ(v))−1
n∑
s=1

tan θs · (H(m),δ(vs)−H(m),δ(v)), (3.3)

where v1, . . . , vn ∈ Γ•,δ are the neighbors of v ∈ Γ•,δ and µδ(v) = 1
2δ

2
∑n
s=1 sin 2θs

is an appropriately chosen normalizing factor, which is irrelevant in what follows.

Proposition 3.8. Let m ≤ 0 and δ ≤ δ0(θ0) be small enough. Then, for each isora-
dial grid Λδ satisfying the condition BAP(θ0) and for each spinor X(m),δ satisfying
the propagation equation (2.6) near v, we have

[∆•,δH(m),δ](v) ≥ 0, v ∈ Γ•,δ ,

where the function H(m),δ is constructed from X(m),δ via the identity (2.7). In
other words, H(m),δ is discrete subharmonic on Γ•,δ if m ≤ 0.
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Remark 3.9. Similarly, the function H(m),δ is superharmonic on Γ◦,δ if m ≥ 0.
If m = 0, then both these properties hold (see [51, Lemma 3.8] and [20, Proposi-
tion 3.6]), which considerably simplifies the analysis at criticality.

Proof. We adopt the notation used in the proof of [20, Propostion 3.6]. Let xs ∈ R,
s = 1, . . . , n, be the values of the spinor X(m),δ at corners surrounding v. Then,

[∆•,δH(m),δ](v) = (µδ(v))−1
n∑
s=1

tan θs cot2 θ̂s ·
[
x2
s + x2

s+1 ∓ 2(cos θ̂s)
−1xsxs+1

]
,

where the sign ∓ stands for − if s = 1, . . . , n−1 and for + if s = n (this convention
corresponds to the fact that the double cover Υ×(Λδ), on which the spinor X(m),δ

is defined, branches around v). We now expand this quadratic form in the param-

eter q → 0. Since tan θ̂s = (1 + 4q) tan θs +O(q2) for all s = 1, . . . , n, this leads to
the expression

(1− 8q)Q
(n)

θ1,...,θn
(x1, . . . , xn)− 8qR

(n)

θ1,...,θn
(x1, . . . , xn) +O(q2),

where the leading term

Q
(n)

θ1,...,θn
(x1, . . . , xn) =

n∑
s=1

cos θs · (x2
s + x2

s+1)∓ 2xsxs+1

sin θs
≥ 0

corresponds to the critical case m = 0 and

R
(n)

θ1,...,θn
(x1, . . . , xn) =

n−1∑
s=1

xsxs+1 sin θs − x1xn sin θn.

From the proof of [20, Proposition 3.6] it is easy to see that the (two-dimensional)

kernel of the form Q
(n)

θ1,...,θn
consists of vectors xs = cst·cosχs, where χs+1 = χs−θs

for all s = 1, . . . , n− 1. A straightforward computation shows that

R
(n)

θ1,...,θn
(cosχ1, . . . , cosχn) = R

(n−1)

θ1,...,θn−2,θn−1+θn
(cosχ1, . . . , cosχn−1)

+ R
(3)

π−θn−1−θn,θn−1,θn
(cosχ1, cosχn−1, cosχn)

and that R
(3)

θ1,θ2,θ3
(cosχ1, cosχ2, cosχ3) = sin θ1 sin θ2 sin θ3 if θ1 + θ2 + θ3 = π.

Therefore, the form R
(n)

θ1;...;θn
is strictly positive definite on the kernel of Q

(n)

θ1;...;θn
,

which proves the required positivity property for small enough δ. �

Remark 3.10. It is worth noting that the so-called ’boundary modification trick’

(used in [20, Section 3.6] to control the boundary values of the function H
(m),δ
X )

admits a straightforward generalization to the massive setup. By definition, on

the wired boundary of a discrete domain Ωδ, the function H
(m),δ
X satisfies Dirichlet

boundary conditions H(m),δ|∂Ω◦,δ = 0 on ’white’ boundary vertices. Following [20],

in order to fit these boundary conditions and the subharmonicity of H
(δ),m
X on

’black’ inner vertices, one replaces each boundary half-rhombus by two rhombi

with twice smaller angles and formally define H
(δ),m
X (v) := 0 on newly constructed

’black’ boundary vertices; see [20, Fig. 7]. For m < 0, such a modification increases
the Laplacian (3.3) evaluated at near-to-boundary vertices since

tan θz cot2 θ̂z · [2x2 − 2(cos θ̂z)
−1x2] = −2x2 tan θz cot θ̂z tan 1

2 θ̂z < −2x2 tan 1
2θz
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due to θ̂z < θz and the monotonicity of the function θ 7→ cot θ tan 1
2θ on (0, 1

2π).

In particular, after the ’boundary modification trick’ from [20, Section 3.6] is
performed, the function H(m),δ remains subharmonic on ’black’ vertices and has
Dirichlet boundary conditions; similarly to the critical setup discussed in [20].

Proposition 3.11. Let refining isoradial grids Λδ satisfy the property BAP(θ0)
and F (m),δ be massive s-holomorphic functions on ♦δ ∩ U . Assume that the func-

tions H(m),δ = 1
2

∫ [(m),δ]
Im[(F (m),δ(z))2dz] remain uniformly bounded on compact

subsets of U as δ → 0. Then F (m),δ are also uniformly bounded and, moreover,
(Hölder-)equicontinuous on compact subsets of U as δ → 0.

Proof. Without loss of generality assume that m ≤ 0, the other case follows by
exchanging the roles of Γ•,δ and Γ◦,δ. There are two different proofs of the required
regularity estimates. For the first one – which actually gives the uniform Lipschitz-
ness of functions F (m),δ – we refer the reader to [48, Section 4.2] and notably to [48,
Propositon 4.6 and Propoition A.7]. In this approach, one first estimates the L2

norms of functions F (m),δ on compacts via the maximum (or oscillations) of H(δ),m.
Then, the pointwise estimate and the Lipschitzness of F (m),δ can be obtained by
applying an appropriate discrete massive Cauchy formula and using asymptotics of
the massive s-holomorphic Cauchy kernel G(a) discussed in Section 5: see defini-
tion (5.15), Proposition 5.8 and asymptotics (5.30). Note also that one can give a
similar proof by first estimating the L4 norm of F (m),δ (i. e., the L2 norm of the
gradient of H(δ),m) via a discrete version of the Caccioppoli inequality applied to
bounded subharmonic (on Γ•,δ ∩ U) functions H(m),δ.

The second proof relies upon an s-embeddings framework developed in [12] and
related to the context of this paper in Section 3.3 below. In this approach, one
re-embeds the isoradial grid Λδ carrying the massive Ising model so as to ob-
tain the Ising model on an appropriate s-embedding Sδ While the (real-valued)
Kadanoff–Ceva fermionic observables X(m),δ and the functions H(m),δ do not de-
pend on a particular way in which the graph is embedded into C, the complex
values (Smirnov’s observables) F (δ),m(z) change to new values FSδ(z) under this
procedure; the relation between the two is given by

F (m),δ(z) = Dδ+(z) · FSδ(z) +Dδ−(z) · FSδ(z) , z ∈ ♦δ ; (3.4)

see Proposition 3.21 for the definition of coefficients Dδ±(z).

The Hölder regularity of massive s-holomorphic functions F (m),δ on (subsets
of) Λδ now follows from the regularity of s-holomorphic functions FSδ on Sδ (see [12,
Section 2.6]) and from the fact that the mappings z 7→ Sδ(z) and z 7→ Dδ±(z) are

uniformly Lipschitz on compact subsets of Λδ due to Theorem 3.19. �

Lemma 3.12. Let Λδ satisfy the property BAP(θ0), F (m),δ be a massive s-holo-
morphic function defined inside a nearest-neighbor contour Cδ ⊂ ♦δ. Then, pro-
vided that δ is small enough (depending on diam(Cδ) and m only) we have

|F (m),δ(·)| ≤ cst(θ0,m,diam(Cδ)) ·maxz∈Cδ |F (m),δ(z)| (3.5)

at all points lying inside Cδ, where the constant does not depend on δ and/or Λδ.

Proof. Without loss of generality, assume that 0 lies inside the contour Cδ and
consider an s-embedding Sδ of the massive Ising model on Λδ (see Section 3.3)
below. Recall that the values F (m),δ(z) and FSδ(Sδ(z)) are related to each other by
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the formula (3.4). The s-holomorphic (on Sδ) function FSδ satisfies the maximum
principle; see [12, Remark 2.9]. Therefore, a similar statement for F (m),δ follows
from the (uniform on bounded subsets) estimates

|Dδ−(z)| / |Dδ+(z)| ≤ cst < 1 and |Dδ+(z)| ≤ cst < +∞.

In their turn, these estimates follow from the identities Dδ± = 1
2 (Fδ1 ∓ iFδi ) and

asymptotics of the functions Fδ1 , Fδi given in Theorem 3.19. �

Remark 3.13. It is worth noting that the massive holomorphicity equation (3.2)
implies that ∆f = 4m2f and thus a usual maximum principle for |f |. The same
holds for massive s-holomorphic functions F (m),δ defined on the square grid δZ2.
Thus, it seems plausible that the constant prefactor in (3.5) is unnecessary at least
as δ → 0. However, we do not know a proof of such a statement for irregular Λδ.

3.2. Full-plane branching discrete kernels and their asymptotics. In our
paper we very often use functions H[X1, X2] constructed from two spinors X1, X2

satisfying the propagation equation (2.6), which are (locally) defined on slightly dif-
ferent double covers Υ×[v](G) and Υ×[u](G), where v ∈ G• and u ∈ G◦ are neighboring

vertices. Let the corner c ∈ Υ(G) be adjacent to both u and v. Note that these two
double covers (non-branching over u and non-branching over v) can be naturally
identified with each other everywhere except the two lifts of c. Let z± ∈ ♦(G) be
two quads adjacent to the edge (uv) of Λ(G) so that u is the next vertex to v when
going around z+ counterclockwise; see Fig. 4. In what follows we assume that

the lifts of c = (uv) onto Υ×[v] and Υ×[u] are identified in such a way that

the structure of these double covers around the quad z+ is the same.
(3.6)

Lemma 3.14. In the setup described above, let us define increments of the func-
tion H[X1, X2] : Λδ → R via the formula (2.8). Then, H[X1, X2] has an addi-
tive monodromy 2X1(c)X2(c) when going around c counterclockwise. In particular,

if X1,2 = X
(m),δ
1,2 are defined on an isoradial grid Λδ and the massive s-holomorphic

functions F
(m),δ
1,2 are constructed from X

(m),δ
1,2 according to Definition 3.1, then

2X
(m),δ
1 (c)X

(m),δ
2 (c) =

1

2

∮ [(m),δ]

Im
[
F

(m),δ
1 (z)F

(m),δ
2 (z)dz

]
, (3.7)

where the discrete integral along a closed contour surrounding c = (uv) in the right-
hand side is understood in the sense of Lemma 3.3 and Remark 3.4.

Proof. Under the convention (3.6), the increments of the functionH[X1, X2] sum up
to zero when going around all quads z ∈ ♦(G) except z = z−. The sum around z−

(when going counterclockwise) is 2X1(c)X2(c) since it would vanish if we used the
opposite convention on the identification of Υ×[v](X1) and Υ×[u](G) in (3.6). �

Remark 3.15. Note that a similar statement holds if, say, the spinor X1 is (locally)
defined on the double cover Υ×(G) while X2 lives on Υ×[v(a),u(a)](G), a ∈ Υ×(G).

If X2 = G(a) is the massive Cauchy kernel on Λδ, this gives a Cauchy-type for-
mula for massive s-holomorphic functions; see Fig. 6, definition (5.15) of G(a),
asymptotics (5.30), and [48, Section A.2] for more details.
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v

u

z− z+

c

v

u

z− z+

c

Figure 4. Local structure of the double covers Υ×[u], u = u(c) (on

the left) and Υ×[v], v = v(c) (on the right). These double covers can

be identified with each other except at lifts of c. When choosing
such a lift (shown as a black triangular node) on both double covers
simultaneously we use the convention (3.6) that their structure
around the quad z+ lying to the right of (uv) is the same.

In our paper we typically apply the formula (3.7) in a situation when F
(m),δ
2 is a

concrete massive s-holomorphic function, namely an analogue of the ’discrete z−
1
2

kernel on Z2’ that was used in [15] (and of its massive analogue constructed in [47]
for m ≤ 0 and w ∈ Γ•,δ). Similarly to the discrete Cauchy formula mentioned
above, this formula provides a tool to reconstruct the value of X1 (or F1) right near
the branching point v from its values on an arbitrary contour surrounding v.

We construct and analyze the aforementioned branching kernels in Section 5;
the main result of this analysis is given by the following theorem. We assume that
m ≤ 0 but formulate the result for both w = v ∈ Γ•,δ and w = u ∈ Γ◦,δ; a similar
result for m ≥ 0 follows by the duality.

Theorem 3.16. Let m ≤ 0 and let an isoradial grid Λδ satisfy the bounded angles

property BAP(θ0). For each w ∈ Λδ there exists a real-valued spinor G
(m),δ
[w] defined

on the double cover Υ×[w](Λ
δ) and satisfying the propagation equation (2.6), such that

G
(m),δ
[w] (c) = 1 for all corners c ∼ w (3.8)

and that the massive s-holomorphic spinor G(m),δ
[w] constructed from G

(m),δ
[w] according

to Definition 3.1 has the following asymptotics as δ → 0:

G(m),δ
[v] (z) = e−i

π
4 ·
(

2

π

)1
2 e2m|z−v|
√
z − v

+ δ ·R(m)
• (z, v) +O(δ2) if w = v ∈ Γ•,δ,

G(m),δ
[u] (z) = ei

π
4 ·
(

2

π

)1
2 e−2m|z−u|
√
z − u

+ δ ·R(m)
◦ (z, u) +O(δ2) if w = u ∈ Γ◦,δ,

where the sub-leading terms R
(m)
• and R

(m)
◦ are uniformly bounded and uniformly

Lipschitz in the second (i. e., v or u) argument provided that |z−w| and |z−w|−1 are
uniformly bounded, and the error terms are uniform under the same assumptions.
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Proof. See Section 5: the spinors G[w] are defined in (5.13–5.14), the identity (3.8)
is checked in Proposition 5.8, and the asymptotics of G[w] are given by (5.28–5.29).
Note that these asymptotics do not contain corrections of order δ; in other words,

the terms R
(m)
◦ , R

(m)
• appear only along the reconstruction of G[w] from G[w] via

Definition 3.1 and thus can be written explicitly. In particular, the fact that they are
bounded and Lipschitz in the second variable trivially follows from (5.28–5.29). �

Remark 3.17. (i) Informally speaking, these kernels can be thought of as properly
re-scaled infinite-volume correlators 〈χcµvσ∞〉 or 〈χcµ∞σu〉, respectively. This in-
terpretation can be made rigorous if w = v ∈ Γ•,δ (and m < 0) by considering a
limit of finite-volume correlators; cf. the proof of Lemma 4.1 given below. Note
that the exponential decay at infinity characterizes such a kernel uniquely up to a
multiplicative normalization. (In fact, it is not hard to deduce from Lemma 2.4 and
Remark 2.5 that already the estimate O(R−1/2−ε) at infinity implies such a unique-
ness property.) Moreover, the fact that (3.8) simultaneously holds for all c ∼ v is
nothing but a re-statement of the universality of the magnetization in the sub-
critical model. However, a similar interpretation for w = u ∈ Γ◦,δ (or w = v ∈ Γ•,δ

and m > 0) is less transparent since in this case the kernel grows when |z−u| → ∞
and thus does not admit a straightforward characterization.

(ii) In the critical case m = 0 the asymptotics simplify to

Gδ[w](z) = e∓i
π
4 ·
(

2
π

) 1
2 (z − w)−

1
2 + O(δ2 · |z − w|− 5

2 ), (3.9)

where the constant prefactor is e−i
π
4 if w = v ∈ Γ•,δ and ei

π
4 if w = u ∈ Γ◦,δ; see

Section 5.3 for details.

(iii) In Section 4.1 we also rely upon the following statement. Let δ = 1, q = 1
2m < 0,

and w = v ∈ Γ•. Then, the spinor G[v] = G
(δ),m
[v] constructed in Theorem 3.16

satisfies the uniform bound

|G[v](c)| = O(exp(−β(q, θ0) · |c− v|)) as |c− v| → ∞, (3.10)

where a constant β(q, θ0) > 0 does not depend on Λ. We discuss this estimate (note
that it does not directly follow from Theorem 3.16) in Section 5.4.

3.3. S-embeddings of the massive isoradial Ising model. In this section we
discuss the link of the massive Ising model on isoradial graphs considered in our
paper with a general framework of s-embeddings recently developed in [12]. From
a certain perspective, the material presented in this section can be viewed as an
illustration of the general construction from [12]. However, note that we also rely
upon this link – namely, upon Proposition 3.21 – when giving an (alternative to [48])
proof of the a priori regularity of massive s-holomorphic functions on isoradial grids
and of the discrete maximum principle for such functions.

Recall that an s-embedding S = SX of a given planar graph carrying a nearest-
neighbor Ising model is constructed out of a complex-valued solution X of the
propagation equation (2.6) or, equivalently, out of two (linear independent) real-
valued solutions X1 and Xi of this equation such that X = ς · (X1 − iXi); recall
that ς = ei

π
4 . This construction boils down to the definition (2.7) applied to X .

Namely, one has

ReSX = 2H[X1,Xi] , ImSX = HX1
−HXi , QX = HX1

+HXi ,
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see [12] for more details on the definition of the auxiliary function QX = H[X ,X ] .

In the context of the massive Ising model on an isoradial grid Λδ, the two
spinors X δ1 , X δi that one uses for a definition of an s-embedding Sδ also give rise
to massive s-holomorphic functions Fδ1 , Fδi via Definition 3.1. Moreover, due to
Lemma 3.3 (and using the notation of Remark 3.4) we have

ReSδ = 1
2

∫ [(m),δ]
Im
[

2Fδ1 (z)Fδi (z)dz
]
,

ImSδ = 1
2

∫ [(m),δ]
Im
[
((Fδ1 (z))2 − (Fδi (z))2)dz

]
, (3.11)

Qδ = 1
2

∫ [(m),δ]
Im
[
((Fδ1 (z))2 + (Fδi (z))2)dz

]
.

Remark 3.18. It is worth emphasizing that there is an enormous freedom in choos-
ing Fδ1 and Fδi and not only those constructed in the forthcoming Theorem 3.19.
If these functions converge (as δ → 0, on compact subsets of C) to certain func-
tions f1, fi, then so do Sδ and Qδ. Moreover, the limit of (3.11) is nothing but
a conformal (or isothermal) parametrization of a constant curvature surface in
the Minkowski space R2+1 by two massive holomorphic (i. e., satisfying the equa-
tion (3.2)) functions f1, fi; see [12, Section 2.7] for a discussion.

Theorem 3.19. Given m ≤ 0, on each isoradial grid Λδ satisfying the prop-
erty BAP(θ0) there exist massive s-holomorphic functions Fδ1 , Fδi such that the
following asymptotics hold uniformly on compact sets as δ → 0:

Fδ1 (z) = exp(−2m Im z) +O(δ), Fδi (z) = i exp(2m Im z) +O(δ).

With a proper choice of additive constants in their definitions, the corresponding
s-embeddings Sδ and the function Qδ have the following asymptotics as δ → 0:

Sδ(z) = Re z + i
4m sinh(4m Im z) +O(δ),

Qδ(z) = 1
4m (1− cosh(4m Im z)) +O(δ),

(3.12)

also uniformly on compact subsets of C.

Proof. See Section 5.2 for the construction and Sections 5.4, 5.5 for the asymptotic
analysis of Fδ1 and Fδi . The asymptotics of Sδ and Qδ easily follow from (3.11). �

In order to apply the results of [12, Section 2] we also need to check that Sδ are
proper s-embeddings, i. e., that no edge intersections arise when we re-embed the
isoradial grids Λδ into the complex plane using Sδ. For the purposes of this paper it
is enough to consider this re-embedding procedure on compact subsets only. Recall
that we denote by ΛδR the discretization of the box [−R,R]× [−R,R] on Λδ.

Proposition 3.20. For each R > 0 there exist δ0 = δ0(R, θ0) > 0 such that the
following holds for all δ ≤ δ0 and all isoradial grids satisfying the property BAP(θ0):

Sδ is a proper embedding of the box ΛδR satisfying the condition Unif(δ), i. e., all
the lengths |Sδ(v) − Sδ(u)|, u ∼ v, of edges in Sδ(ΛδR) are uniformly comparable
to δ and all the angles of quads in Sδ(ΛδR) are uniformly bounded away from 0.

Proof. Let u ∼ v ∈ ΛδR and c ∈ Υ(Λδ) be adjacent to both u and v. It follows from
Definition 3.1 and a trivial estimate η̂c,z = ηc +O(δ) that the edge length

|Sδ(v)− Sδ(u)| = |X δ(c)|2 =
(
|X δ1 (c)|2 + |X δi (c)|2

)
= δ ·

[(
Pr
[
Fδ1 (z); ηcR

])2
+
(

Pr
[
Fδi (z); ηcR

])2
+O(δ)

]
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is uniformly comparable to δ provided that δ ≤ δ0 due to asymptotics of func-
tions Fδ1 and Fδi given in Theorem 3.19. Similarly, if c and c′ correspond to two
adjacent edges of a quad z in Sδ, then it is easy to see that the quantity

δ−1 Im[X δ(c)X δ(c′) ] = δ−1 ·
[
X δ1 (c)X δi (c′)−X δi (c)X δ1 (c′)

]
= |Fδ1 (z)||Fδi (z)| · Im[ ηc′ηc ] +O(δ)

is uniformly bounded away from 0 and thus all the angles of quads in Sδ(ΛδR) are
uniformly bounded from below as required.

Thus, it remains to check that Sδ is a proper embedding of ΛδR. The computation
given above also ensures that the increments Sδ(v)− Sδ(u) around a given vertex
of Sδ (or around a given quad) are cyclically ordered in the same way as the
increments η−2

c = −i · (v − u) on the original isoradial grid Λδ. In other words, all
quads in Sδ are oriented in the same way as in Λδ and quads surrounding a given
vertex do not overlap with each other. Now note that this local property implies
the discrete argument principle: the number of times that Sδ covers a point in C
is equal the winding number of the image in Sδ of a big contour surrounding this
point in Λδ. This winding number is equal to 1 due to asymptotics (3.12) provided
that δ is small enough, which completes the proof. �

Given an s-embedding Sδ : Λδ → C and a spinor Xδ (locally) defined on Υ×(Λδ)
one can construct an s-holomorphic on Sδ function FSδ by requiring that

Xδ(c) = Re
[
ςX δ(c) · FSδ(z) ] (3.13)

(see [12, Proposition 2.5]). The next proposition provides an explicit formula linking
the function FSδ and the massive s-holomorphic function F (m),δ constructed from
the same spinor Xδ via Definition 3.1.

Proposition 3.21. Let a spinor Xδ locally satisfy the propagation equation (2.6)
on Υ×(Λδ), the massive s-holomorphic (on Λδ) function F (m),δ be defined according
to (3.2), and the function FSδ be defined by (3.13). The following identity holds:

F (m),δ(z) = Dδ+(z) · FSδ(z) +Dδ−(z) · FSδ(z) , (3.14)

where the coefficients are given by Dδ±(z) = 1
2 (Fδ1 (z)∓ iFδi (z)).

Proof. For shortness, denote νc := η̂z,c. The formulas (3.2) and (3.13) imply that

δ
1
2 ·
[
νcF

(m),δ(z) + νcF (m),δ(z)
]

= 2X(c) = ςX δ(c)FSδ(z) + ςX δ(c)FSδ(z).

for all c ∼ z; note that these equations uniquely define the value F (m),δ. Therefore,
the formula (3.14) is equivalent to the identity

δ
1
2 ·
[
νcDδ+(z) + νcDδ−(z)

]
= ςX δ(c) = X δ1 (c)− iX δi (c), c ∼ z.

It remains to note that X δ1 (c) = 1
2δ

1
2 · [ νcFδ1 (z) + νcFδ1 (z) ] and similarly for X δi (c),

again due to Definition 3.1. �

4. Proofs of the main results

In this section we prove the main results of our paper. In particular, Theorem 1.1,

i. e., the convergence of the re-scaled infinite-volume correlations δ−
1
4E(m)

Λδ
[σuσw] to

a universal (i. e., independent of Λδ) rotationally invariant limit C2
σ · Ξ(|u− w|,m)

is proven in Theorem 4.13 for m = 0 and in Corollary 4.21 for m 6= 0. Along the
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way, we also prove convergence of spin-spin correlations in discrete approximations
Ωδ ⊂ Γδ of finite C1-smooth domains Ω ⊂ C: see Corollary 4.14 and Theorem 4.20
for the critical and massive cases, respectively.

We start our exposition by giving a proof of Baxter’s formula (Proposition 1.5)
for the magnetization in the infinite-volume sub-critical model on isoradial graphs;
note that already this proof contains two important ideas that we also use later:
gluing isoradial grids to each other via a procedure discussed in Section 2.4 and the
reconstruction of values of spinor observables near their (non-)branching points via
the explicit kernels from Section 3.2. Then, we analyze the spin-spin correlations in
the critical model in Sections 4.2–4.4. Let us repeat that this analysis considerably
simplifies the arguments used, e. g., in [15]. The massive model is discussed in
Sections 4.5, 4.6 basing upon a similar strategy.

4.1. Baxter’s formula for the magnetization in the sub-critical model.
Throughout this section, δ = 1 and q = 1

2m < 0 are fixed.

Lemma 4.1. Let m < 0 and Λ be an infinite isoradial grid of mesh δ = 1 satisfying
the property BAP(θ0). Then, the magnetization E+

Λ [σu] does not depend on u ∈ Γ◦.

Proof. Let z = (v0u0v1u1) be a rhombus on Γ; see Fig. 2 for the notation. Consider
the pointwise limit

X[v0](c) := limR→∞ Ew
ΛR [χcµv0σuout

], c ∈ Υ×[v0],

which can also be thought of as the infinite-volume correlator EΛ[χcµv0σ∞]. The
existence of a limit follows from the fact that for each given c, one can fix a disorder
line γ with ∂γ = {v(c), v0} and write

Ew
ΛR [χcµv0σuout

] = Ew
ΛR

[
σu(c)σuout

∏
u∼w:(uw)∩γ 6=∅ e

−2β◦J◦(uw)∗σuσw
]
,

which is a finite linear combination of multipoint spin expectations since

e−2β◦J◦(uw)∗σuσw = cosh(−2β◦J◦(uw)∗) + σuσw sinh(−2β◦J◦(uw)∗) .

Each of these expectations is decreasing as R → ∞ due to the FKG inequality,
which guarantees the convergence of Ew

ΛR
[χcµv0σuout ].

Note that

X[v0](c00) = limR→∞ Ew
ΛR [σv0σuout

] = E+
Λ [σu0

] and X[v0](c01) = E+
Λ [σu1

].

Let us now consider the function H := H[X[v0],G[v1]], where G[v1] is the ex-
plicit infinite-volume kernel discussed in Theorem 3.16 and Remark 3.17(iii).
Since the two spinors X[v0] and G[v1] are defined on slightly different double-

covers Υ×[v0] and Υ×[v1], the function H has an additive monodromy Z around the

quad (v0u0v1u1). Similarly to the proof of Lemma 3.14, it is easy to see that

1
2Z = −X[v0](c00)G[v1](c00) +X[v0](c10)G[v1](c10)

= −X[v0](c11)G[v1](c11) +X[v0](c01)G[v1](c01),

where we assume that the double covers Υ×[v0] and Υ×[v1] are identified with each

other away from the quad (v0u0v1u1) and that (see Fig. 5)

c11 ∼ c01 ∼ c00 ∼ c01 on Υ×[v0] whilst c00 ∼ c10 ∼ c11 ∼ c01 on Υ×[v1]. (4.1)
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v0 v1

u0

u1

z
v0 v1

u0

u1

z

Figure 5. If v0, v1 ∈ Γ• be two vertices of a quad z = (v0u0v1u1),
the double covers Υ×[v0] (shown on the left) and Υ×[v1] (shown on

the right) can be identified with each other except at lifts of cor-
ners cpq = (vpuq), p = 0, 1, q = 0, 1, surrounding z. In the proof of
Lemma 4.1 we choose these lifts so that the incidence relations (4.1)
hold; these relations are shown by thick black lines in the figure.

On the other hand, the uniform boundedness of X[v0](c) and the exponential decay
of G[v1] (as |c− v1| → ∞; see Remark 3.17(iii) and Section 5.4) imply that Z = 0
as we can move the integration contour in (3.7) far away from the branching. Thus,

X[v0](c00)G[v1](c00) = X[v0](c10)G[v1](c10).

Using the propagation equation (2.6) to write the value G[v1](c00) as a linear combi-
nation of G[v1](c10) and G[v1](c11), and the value X[v0](c10) as a linear combination
of X[v0](c00) and X[v0](c01), one can rewrite the last identity as

X[v0](c00)G[v1](c11) = X[v0](c01)G[v1](c10).

Recall that G[v1](c11) = G[v1](c10) due to the explicit construction of the kernel G[v1].

This implies the desired identity E+
Λ [σu0

] = X[v0](c00) = X[v0](c01) = E+
Λ [σu1

]. �

Proposition 4.2. We have EΛ[σuσw] → (k∗)
1
2 as |u − w| → ∞ uniformly over

isoradial lattices Λ and positions of points u,w ∈ Γ◦.

Proof. Denote by D := |u − w| the (Euclidean) distance between u and w. The
uniform RSW estimates (2.10) imply that for each ε > 0 one can find A = A(ε) > 1
such that

Ew
ΛAD(u)[σuσw]− ε ≤ EΛ[σuσw] ≤ Ew

ΛAD(u)[σuσw]

on each isoradial grid containing the box ΛAD(u) (and satisfying BAP(θ0)).

Let us now replace Λ by the ‘star extension’ [ΛAD(u)]? of the box ΛAD(u) con-
structed in Section 2.4. For shortness, below we use the notation Λ? := [ΛAD(u)]?;
note that the the same reasoning applied to Λ? instead of Λ implies that∣∣EΛ[σuσw]− EΛ? [σuσw]

∣∣ ≤ ε. (4.2)

According to the construction, on the modified lattice Λ? we can find a ‘white’
vertex u′ such that |u′ − u| ≤ CAD and that the box Λ?AD(u′) is a piece of a
rectangular grid; the constant C depends on θ0 only. Denote by w′ a ‘white’ vertex
of Λ? lying at distance D from u′ and such that w′−u′ is one of the axial directions
of this rectangular grid.



28 DMITRY CHELKAK, KONSTANTIN IZYUROV, AND RÉMY MAHFOUF

We claim that, for each grid Λ? satisfying the bounded angles property BAP(θ0),∣∣EΛ? [σuσw]− EΛ? [σu′σw′ ]
∣∣ = O(A(ε)D2 exp(−βD)), (4.3)

where a universal constant β = β(q, θ0) > 0 comes from the uniform exponential
decay of the branching kernels G[v]; see (3.10) and Section 5.4. The proof of (4.3)
goes along the same lines as the proof of Lemma 4.1. Namely, let z = (v0u0v1u1) be
a quad lying at distance D from the second ‘white’ vertex w under consideration.
As in the proof of Lemma 4.1, let us consider a pointwise limit

X[v0,w](c) := limR→∞ Ew
Λ?R

[χcµv0σw], c ∈ Υ×[v0,w],

and a function H := H[X[v0,w],G[v1]] defined in the vicinity of z of radius D. (Note
that now the spinor X[v0,w] has the second branching at w while G[v1] does not
branch there, this is why H is not defined on the whole grid Λ?.) Let Z be the
additive monodromy of the function H around z. The uniform boundedness of the
fermionic observable X[v0,w] and the uniform exponential decay of the kernel G[v1]

imply that Z = O(D exp(−βD)) since we can compute this monodromy along a
contour running at distanceD from z. Then, computing the monodromy Z similarly
to the proof of Lemma 4.1 we obtain the estimate∣∣EΛ? [σu0

σw]− EΛ? [σu1
σw]

∣∣ = O(D exp(−βD)). (4.4)

Moving a pair of points u,w step by step to u′, w′ so that they remain at distance
(at least) D from each other we obtain the desired estimate (4.3).

Finally, let Λrect be a rectangular grid that extends the rectangular part Λ?AD(u′)
of Λ?. Similarly to (4.2), one has

∣∣EΛ? [σu′σw′ ] − EΛrect [σu′σw′ ] | ≤ ε. Combin-
ing (4.2), (4.3) and this estimate, we see that∣∣EΛ[σuσw]− EΛrect [σu′σw′ ]

∣∣ ≤ 2ε+O(A(ε)D2 exp(−βD)). (4.5)

We can now rely upon explicit computations of the ‘horizontal’ spin-spin correla-
tions EΛrect [σu′σw′ ] on rectangular grids; see [45, Section X.4] or [17, Theorem 3.6].
In particular, it is well known (see also Remark 4.3 below) that

EΛrect [σu′σw′ ] → (k∗)
1
2 as |u′ − w′| → ∞. (4.6)

Choosing first ε small enough and then D big enough in (4.5) allows us to conclude

that EΛ[σuσw]→ (k∗)
1
2 as |u−w| → ∞, uniformly with respect to isoradial grids Λ

satisfying the bounded angles condition BAP(θ0). �

Remark 4.3. A careful reader could notice that above we used the – a priori non-
trivial – fact that the limit in (4.6) does not depend on the (unknown) aspect ratio
of the rectangular lattice Λrect. This can be avoided by making another compari-
son of correlations on Λrect and those on the square lattice Z2; recall that one can
easily glue Λrect and Z2 staying inside the family of isoradial grids (see Fig. 3). The
estimate (4.5) and a similar estimate for Λrect and Z2 imply that∣∣EΛ[σuσw]− EZ2 [σu′σw′ ]

∣∣ ≤ 4ε+O(A(ε)D2 exp(−βD)).

In particular, this gives a self-contained proof of the existence of the universal
(among isoradial grids) limit lim|u−w|→∞ EΛ[σuσw]. Moreover, on the square lattice
one can work with ‘diagonal’ spin-spin correlations instead of ‘horizontal’ ones,
which considerably simplifies the computation of the limit; e. g., see [10, Section 3].

Corollary 4.4. For all isoradial grids Λ satisfying the condition BAP(θ0) and

all u ∈ Γ◦ the magnetization E+
Λ [σu] is equal to (k∗)

1
4
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Proof. It follows from Lemma 4.1 that, given Λ, the magnetization E+
Λ [σu] does not

depend on the position of u ∈ Γ◦; let us denote this common value by M(Λ).

First, note that Proposition 4.2 and the FKG inequality imply that

(k∗)
1
2 = lim

R→∞
Ew

ΛR [σuσu′ ] ≥ lim
R→∞

E+
ΛR

[σu] · E+
ΛR

[σu′ ] = (M(Λ))2

and hence M(Λ) ≤ (k∗)
1
4 for all Λ. To prove the inverse inequality note that, for

large enough R, the FKG inequality also implies that

Ew
ΛR [σuσu′ ] ≤ E+

ΛD(u)[σu] · E+
ΛD′ (u

′)[σu′ ] if ΛD(u) ∩ ΛD′(u
′) = ∅.

Let us first consider the particular case when Λ = Λrect is a rectangular lattice.
In this case, for each ε > 0 one can choose D = D′ big enough so that

E+
ΛD(u)[σu] = E+

ΛD(u′)[σu′ ] ≤ M(Λrect) + ε;

note that we used the translation invariance of Λrect. By first letting R → ∞ in
(4.1) and then ε→ 0 one concludes that M(Λrect) = (k∗)

1
4 .

Let us now consider a general case. As above, given ε > 0 and a vertex u ∈ Γ◦

near 0, one can choose D = D(ε) large enough so that

E+
ΛD(u)[σu]) ≤ M(Λ) + ε.

Let Λ? := [ΛD(u)]? be the star extension of ΛD(u). By construction (see Fig. 3),
Λ? contains arbitrary large pieces of a certain rectangular grid Λrect (whose aspect
ratio can depend on Λ?, which in its turn depend on ε). One can now choose
D′ = D′(ε) large enough so that

E+
Λ?
D′ (u

′)[σu′ ] ≤ M(Λrect) + ε = (k∗)
1
4 + ε

for a certain ‘white’ vertex u′ of Λ?. Moreover, once D′ is chosen, the vertex u′ can
be taken arbitrarily far from u. Passing to the limit R → ∞, then |u − u′| → ∞
and finally ε→ 0 in the inequality

Ew
ΛR [σuσu′ ] ≤ (M(Λ) + ε)((k∗)

1
4 + ε)

we see that M(Λ) ≥ (k∗)
1
4 , which completes the proof. �

4.2. Critical model: convergence of normalized observables Ew
Ωδ [χcµvσw].

In this section we consider the critical Ising model in bounded discrete approxima-
tions Ωδ ⊂ Γδ of a bounded simply connected domain Ω ⊂ C with a C1-smooth
boundary. The convergence results discussed below can be viewed as generalizations
of similar results obtained in [15] for the square grid Λδ = δZ2; under an additional
smoothness assumption on ∂Ω. It is worth noting that we use this smoothness
assumption only in order to give a simple proof of Proposition 4.7 following the
paper [47], and that it can be removed by using techniques from [20] or from [16]
instead; see Remark 4.15 below. Let us emphasize that the proofs given in this sec-
tion do not simply mimic those from [15]; on the contrary, we considerably improve
the strategy used in [15] even in the case Λδ = δZ2 in what concerns the analysis
of spinor observables near the branching points. In particular, we do not rely upon
explicit ‘z1/2-type’ kernels (see [15, Lemma 2.17]).

Let Ω ⊂ C be a bounded simply connected domain and Ωδ be discrete approx-
imation of Ω on isoradial grids Λδ with δ → 0. (As always in our paper we also
assume that Λδ satisfy the bounded angles property BAP(θ0).) For simplicity,
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we also assume that the boundary ∂Ω of Ω is C1-smooth and that Ωδ approxi-
mate Ω in the Hausdorff sense so that dist(∂Ωδ; ∂Ω) = O(δ). However, it is worth
noting that one can drop these regularity assumption by repeating the arguments
developed in [20] in what concerns the near-to-the-boundary analysis of fermionic
observables in rough domains Ω under the Carathéodory convergence Ωδ → Ω; see
also Remark 4.15 below.

Let v, w be distinct inner points of Ω; for the sake of shortness we use the same
notation for discrete approximations v = vδ ∈ Γ•,δ and w = wδ ∈ Γ◦,δ of these
points. Also, let u = uδ ∈ Γ◦,δ be one of the neighboring ‘white’ vertices of v.
Following [15], we consider the normalized real-valued fermionic observable

Xδ
[Ωδ;v,w](c) :=

Ew
Ωδ [χcµvσw]

Ew
Ωδ

[σuσw]
, c ∈ Υ×[v,w](Ω

δ), (4.7)

and denote by F δ[Ωδ;v,w] the complex-valued observables constructed from Xδ
[Ωδ;v,w]

according to (3.2); recall that F δ[Ωδ;v,w] is an s-holomorphic spinor in Ωδ branching

over v and w. Also,

Xδ
[Ωδ;v,w](cuv) = 1, (4.8)

where the corner cuv is adjacent to both u and v.

In the forthcoming Theorem 4.8 (which can be viewed as a generalization to
isoradial grids of a particular case n = 2 of [15, Theorem 2.16]; see also Remark 4.15)
we prove the convergence of these discrete observables as δ → 0. The limit is a
holomorphic spinor f[Ω;v,w] on the double cover of Ω ramified over v and w that is
uniquely defined by the following conditions:

• f[Ω;v,w] is continuous in Ωr{v, w} and satisfies the Riemann-type boundary

conditions Im[f[Ω;v,w](ζ)(τ(ζ))1/2] = 0 for all ζ ∈ ∂Ω, where τ(ζ) denotes
the tangent vector to ∂Ω at the point ζ oriented counterclockwise;

• the following asymptotics holds:

f[Ω;v,w](z) = e−i
π
4 (z − v)−

1
2 +O(|z − v| 12 ) as z → v; (4.9)

and there exists a (a priori unknown) constant BΩ(v, w) ∈ R such that

f[Ω;v,w](z) = ei
π
4 BΩ(v, w) · (z − w)−

1
2 +O(|z − w| 12 ) as z → w. (4.10)

Remark 4.5. (i) Since f[Ω;v,w] branches over the point w, the coefficient BΩ(v, w) is
a priori defined only up to the sign. We fix this sign by requiring that BΩ(v, w) ≥ 0.

(ii) The uniqueness of the solution to this boundary value problem easily follows
from considering the harmonic function h :=

∫
Im[(f1(z)− f2(z))2dz]: if f1 and f2

were two distinct solutions, then the function h would not have a singularity at the
point z = v, would behave like b log |z−w|+O(1) with b ≥ 0 as z → w, and would
have negative outer normal derivative along ∂Ω, the sign which contradicts to the
Green formula; see also [15, Section 2.5].

(iii) If φ : Ω→ Ω′ is a conformal map, then it is easy to see that

f[Ω;v,w](z) = f[Ω′;φ(v),φ(v)](φ(z)) · (φ′(z)) 1
2 . (4.11)

The solution in the upper-half plane Ω = H can be written explicitly (see [15,
Section 2.7]); in particular, this can be used to justify the existence of f[Ω;v,w].
Alternatively, one can get the existence of f[Ω;v,w] directly from Theorem 4.8, not
relying upon explicit formulas and/or the conformal covariance property (4.11).



SPIN CORRELATIONS IN THE ISING MODEL ON ISORADIAL GRAPHS 31

Let us denote by Hδ the function constructed from the fermionic observable (4.7)
via (2.7), where the additive constant in its definition is chosen so that Hδ satisfies
the Dirichlet boundary conditions. Fix a small enough r0 > 0 and denote

Mδ := maxΩ(r0) |Hδ|, where Ω(r0) := Ω r (B(v, r0) ∪B(w, r0)). (4.12)

The proof of the following estimate considerably simplifies the strategy used in [15].

Proposition 4.6. Assume that the estimate Mδ = O(1) holds as δ → 0. Then,

F δ[Ωδ;v,w] = O(1) as δ → 0 uniformly on compact subsets of Ω r {v, w}. (4.13)

Proof. The a priori regularity estimates of s-holomorphic functions via the associ-
ated functions HF (see Proposition 3.11), in particular, imply that

F δ[Ωδ;v,w] = O(1) as δ → 0 uniformly on compact subsets of Ω(r0).

Thus, to prove (4.13) we need to control the behavior of F δ near v and w.

Consider now the explicit full-plane kernel Gδ
[v] discussed in Section 3.2 and a

spinor (defined, e. g., in a 3r0-vicinity of v)

Xδ,†(·) := Xδ
[Ωδ;v,w](·)−Gδ

[v](·) (4.14)

and let F δ,† and Hδ,† be constructed from Xδ,† via (3.2) and (2.7), respectively. Due
to (4.8) and (3.8), we have Xδ,†(cuv) = 0 and hence the function Hδ,† satisfies both
the maximum and the minimum principle near v (see Remark 2.5). Also, we know
that F δ,† = O(1) and hence Hδ,† = O(1) near the circle {z : |z − w| = 3r0}, for an
appropriate choice of the additive constants in the definition of Hδ,†. Therefore,

Hδ,† = O(1) as δ → 0 uniformly in the disc B(v, 3r0) := {z : |z − v| < 2r0}.
It follows from Proposition 3.11 that

F δ,†(z) = O(|z − v|− 1
2 ) and so F δ[Ωδ,v,w](z) = O(|z − v|− 1

2 ) for z ∈ B(v, 2r0)

due to the explicit asymptotics of Gδ[v] (see Theorem 3.16). In particular, F δ remain

uniformly bounded as δ → 0 on compact subsets of Ω r ({v} ∪B(w, r0)).

A similar though slightly more involved argument can be applied near the second
branching point w ∈ Γ◦,δ; a complication is caused by the fact that now we do not
have a prescribed value similar to (4.8) near w. However, it is not hard to see
that these values remain uniformly bounded as δ → 0. Indeed, denote by cw one
of the corners adjacent to w and consider the function H

[
Xδ

[Ωδ;v,w] ,G
δ
[v(cw)]

]
. By

Lemma 3.14, this function has the additive monodromy

2Xδ
[Ωδ;v,w](cw)Gδ

[v(cw)](cw) = 2Xδ
[Ωδ;v,w](cw)

=
1

2

∮ [δ]

z:|z−w|=2r0

Im
[
F δ[Ωδ;v,w](z)G

δ
[v(cw)]dz

]
.

Since the (complex-valued) kernels Gδ[v(cw)] remain uniformly bounded at a definite

distance from w as δ → 0 (see Theorem 3.16), we obtain the uniform estimate

Xδ
[Ωδ;v,w](cw) = O(1) as δ → 0 . (4.15)

We can now repeat the arguments given above considering the spinor

Xδ
[Ωδ;v,w](·)−X

δ
[Ωδ;v,w](cw) ·Gδ

[w](·)

near the point w to prove that F δ[Ωδ;v,w](z) = O(|z − w|− 1
2 ) for z ∈ B(w, 2r0). �
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Let us for a while take for granted the assumption Mδ = O(1) made in Propo-
sition 4.6. It follows from the estimate (4.13) and from the a priori regularity
of s-holomorphic functions (see Proposition 3.11) that the functions F δ[Ωδ;v,w] are

also equicontinuous on compact subsets of Ω r {v, w}. Thus, one can apply the
Arzelà–Ascoli theorem and find a subsequential limit

F δ[Ωδ;v,w](z) → g[Ω;v,w](z) as δ = δk → 0, (4.16)

where the convergence is uniform on compact subsets of Ω r {v, w}. Trivially,
each such a subsequential limit g[Ω;v,w] is a spinor branching over v and w. More-
over, g[Ω;v,w] is holomorphic due to Corollary 3.6. Let

h := 1
2

∫
Im[(g[Ω;v,w](z))

2dz]; (4.17)

note that h is a harmonic function in the punctured domain Ω r {v, w} defined up
to an additive constant.

As functions Hδ satisfy the Dirichlet boundary conditions (see Remarks 2.3 and
Remark 3.10), it is natural to expect that the same holds for their subsequential
limits (4.17). In the critical case m = 0, one can prove this fact without assuming
that the boundary ∂Ω is smooth by using, e. g., the techniques developed in [20,
Section 6]. However, we prefer to quote a more straightforward argument sug-
gested by S. C. Park in [47, Proposition 22], which works in C1-smooth domains
only but instead has a great advantage of admitting a straightforward generaliza-
tion to the m < 0 case. Let us emphasize that we will also rely upon Proposi-
tion 4.7 when discussing the massive setup in Section 4.6; namely, in the proof of
Theorem 4.20.

Proposition 4.7. Let m ≤ 0 and assume that the boundary of Ω is C1-smooth
and that Ωδ approximate Ω in the Hausdorff sense so that dist(∂Ωδ; ∂Ω) = O(δ)
as δ → 0. Provided that the estimate Mδ = O(1) holds, the following are fulfilled:

(i) the unform bound (4.13) holds up to the boundary of discrete domains ∂Ωδ.

(ii) for each subsequential limit g[Ω;v,w], the function h defined by (4.17) is contin-

uous in Ω r {v, w} and satisfies Dirichlet boundary conditions at ∂Ω;

(iii) moreover, g[Ω;v,w] is continuous up to the boundary of Ω and satisfies Riemann-

type boundary conditions Im[g[Ω;v,w](ζ)(τ(ζ))1/2] = 0 for all ζ ∈ ∂Ω, where τ(ζ)
denotes the tangent vector to ∂Ω at the point ζ oriented counterclockwise.

Proof. Recall that the functions Hδ are sub-harmonic on Γ•,δ due to Proposition 3.8
(or directly due to [20, Propostion 3.6] if m = 0) and that this property remains
true if one performs the ‘boundary modification trick’ from [20, Section 3.6]; see
also Remark 3.10 above. Therefore, a comparison with the discrete harmonic mea-
sure and the estimate M δ = O(1) imply that Hδ(v) = O(δ) at near-to-boundary
vertices v ∈ Γ•,δ and hence F δ[Ωδ;v,w](z) = O(1) for all z ∈ ∂Ωδ.

The discrete maximum principle for |F δ| (which holds up to a universal multi-
plicative constant due to Lemma 3.12 or directly due to results of [12, Section 2.5]
if m = 0) together with the uniform estimate (4.13) in the bulk of Ωδ imply that

F δ[Ωδ;v,w] = O(1) as δ → 0 uniformly in Ωδ r (B(v, r0) ∪B(w, r0)),

including at the points close to the boundary ∂Ωδ.
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Now one easily sees that each subsequential limit (4.16) is uniformly bounded
up to the boundary of Ω (i. e., on compact subsets of Ω r {v, w}). In particular,
the primitive h = 1

2

∫
Im[(g[Ω;v,w](z))2dz] is continuous in Ω r {v, w} and satisfies

the Dirichlet boundary conditions at ∂Ω.

Moreover, ∆h = 4m2|g[Ω;u,v]| = O(1) up to the boundary of a C1-smooth do-
main Ω. Due to standard estimates, this implies that h is continuously differentiable
and hence g[Ω;u,v] is continuous up to the boundary of Ω, which allows one to speak
about its boundary values. Finally, as pointed out in the proof of [47, Proposi-
tion 22], the discrete integration by parts argument used in [20, Remark 6.3] only
relies upon the sub-harmonicity of function Hδ on Γ•,δ and thus can be applied
verbatim to control the sign of the normal derivative of h provided that m ≤ 0. �

We are now in the position to prove the main result of this section. Note that
we do not assume the bound M δ = O(1) as δ → 0 anymore.

Theorem 4.8. The following holds uniformly on compact subsets of Ω r {v, w}:

F δ[Ωδ;v,w](z) → ( 2
π )

1
2 f[Ω;v,w](z) as δ → 0.

Moreover, this convergence is also uniform with respect to positions of v and w
provided that v, w, z stay at definite distance from each other and from ∂Ω.

Proof. We first prove the required result provided that Mδ = O(1) as δ → 0 and
then rule out the impossible scenario Mδ →∞ as δ = δk →∞.

If M δ = O(1) as δ → 0 then we only need to prove that each subsequential
limit g[Ω;v,w] of s-holomorphic observables F δ[Ωδ;v,w] solves the same boundary value

problem as f[Ω;v,w], up to the multiple (2/π)1/2 in the asymptotics (4.9). (Recall
that the existence of these subsequential limits g[Ω;v,w] follows from Proposition 4.6
and the Arzelà–Ascoli theorem.) Proposition 4.7 guarantees that g[Ω;v,w] satisfies
the required Riemann-type boundary conditions at ∂Ω. Therefore, it remains to
analyze the asymptotics of g[Ω;v,w](z) as z → v and as z → w.

It follows from the convergence results for s-holomorphic spinors F δ[Ωδ;v,w] and Gδ[v]

that the functions Hδ,† (constructed from the fermionic observable (4.14) in a usual
way) converge to a function

h† := 1
2

∫
Im[(g[Ω;v,w](z)−

(
2
π

) 1
2 e−i

π
4 (z − v)−

1
2 )2dz]

on compact subsets of a punctured disc B(v, 2r0)r{w}. However, the functions Hδ,†

remain uniformly bounded in the whole disc B(v, 2r0) due to the discrete maximum
principle. Therefore, the harmonic function h† has a removable singularity at v and

g[Ω;v,w](z)−
(

2
π

) 1
2 e−i

π
4 (z − v)−

1
2 = O(|z − v| 12 ) as z → v

(the right-hand side automatically improves from O(1) to O(|z− v| 12 ) since g[Ω;v,w]

has a square-root-type branching at v). A similar argument applies near the second
branching point w. More precisely, using the estimate (4.15) and passing to a
subsequence once more, we can assume that

Xδ
[Ωδ;v,w](cw) → B ∈ R as δ = δk → 0. (4.18)

Then, the same argument as above implies that

g[Ω;v,w](z)−B ·
(

2
π

) 1
2 ei

π
4 (z − w)−

1
2 = O(|z − w| 12 ) as z → w.
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Let us now rule out the scenario when Mδ → ∞ as δ = δk → 0. In this
hypothetical situation one can consider the re-scaled observables

F̃ δ[Ωδ;v,w] := (Mδ)−
1
2 · F δ[Ωδ;v,w]

and repeat the arguments given above relying upon the identity maxΩ(r0) |H̃δ| = 1

for the corresponding functions H̃δ. Each subsequential limit g̃[Ω;v,w] obtained in
this way solves the same boundary value problem as f[Ω;v,w] except that

g̃[Ω;v,w](z) = O(|z − v| 12 ) as z → v

since the re-scaled functions (Mδ)−
1
2Gδ[v] vanish (on compact subsets of Cr {v}) in

the limit δ → 0. Similarly to Remark 4.5(ii), this boundary value problem does not
admit a non-trivial solution, i. e., g̃[Ω;v,w](z) = 0 for all z ∈ Ω. However, together

with the uniform estimate F̃ δ[Ωδ;v,w] = O(1) near the boundary of Ωδ provided by

Proposition 4.6, this implies that

H̃δ → 0 as δ → 0 on compact subsets of Ω r {v, w},

which contradicts to the normalization maxΩ(r0) |H̃δ| = 1.

Finally, note that we never used the fact that the positions of points vδ = v
and wδ = w are fixed; in all the arguments given above it is sufficient to assume
that uδ → u and wδ → w as δ → 0. By compactness, this implies that all the
convergence statements discussed above are uniform in u and w provided that
these points stay at definite distance from each other and from ∂Ω. �

4.3. Critical model: convergence of ratios of spin-spin correlations. We
now discuss several corollaries of Theorem 4.8 following the scheme designed in [15].
However, let us note that we give more straightforward proofs than those from [15].
The following result generalizes [15, Theorem 1.7] to isoradial grids.

Corollary 4.9. In the same setup as above, let b ∈ Ω•,δ be adjacent to w ∈ Ω◦,δ

and recall that v ∼ u. Then,

Ew
Ωδ [µvµb]

Ew
Ωδ

[σuσw]
=

E f
Ω∗,δ [σvσb]

Ew
Ωδ

[σuσw]
→ BΩ(v, w) as δ → 0 . (4.19)

Remark 4.10. Recall that, according to the Kramers–Wannier duality, the disorder-
disorder correlator Ew

Ωδ [µvµb] is equal to the spin-spin correlation E f
Ω∗,δ [σvσb] in the

dual Ising model on Ω∗,δ with free boundary conditions.

Proof. Let cw ∈ Υ×[v,w](Ω
δ) be adjacent to both w and b. By definition of the observ-

able Xδ
[Ωδ;v,w] (see (4.7)), we have Ew

Ωδ [µvµb]/E
w
Ωδ [σuσw] = ±Xδ

[Ωδ;v,w](cw). In fact,

the convergence of the values Xδ
[Ωδ;v,w](cw) has been already implicitly proven along

the proof of Theorem 4.8. Indeed, each subsequential limit B in (4.18) has to be
equal to BΩ(v, w) since the (a priori, unknown) coefficient in the asymptotics (4.10)
is uniquely determined by the boundary problem itself.
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Alternatively, one can consider the function H
[
Xδ

[Ωδ;v,w],G
δ
[b]

]
defined in a vicin-

ity of w and note that its additive monodromy around cw is equal to

2Xδ
[Ωδ;v,w](cw) = 2Xδ

[Ωδ;v,w](cw)Gδ
[b](cw)

=
1

2

∮ [δ]

z:|z−w|=2r0

Im
[
F δ[Ωδ;v,w](z)G

δ
[b](z)dz

]
;

see Lemma 3.14. Using the convergence of F δ[Ωδ;v,w](z) and Gδ[b](z) as δ → 0 near

the circle {z : |z − w| = 2r0} we easily see that

Xδ
[Ωδ;v,w](cw) → 1

2π

∮ [δ]

z:|z−w|=2r0

Im
[
f[Ω;v,w](z)(z − w)−

1
2 dz
]

= ±BΩ(v, w),

where we used the asymptotics (4.10) in the last equation. (The potential ambiguity
in the sign is caused by the fact that we work with spinors branching over w rather
than with single-valued holomorphic functions.) The ± sign can be easily fixed by
noting that both Ew

Ωδ [µvµb]/E
w
Ωδ [σuσw] and BΩ(v, w) are positive quantities. �

Following [15], let us introduce the quantity AΩ(v, w) ∈ C as the sub-leading
coefficient in the asymptotics of the spinor f[Ω;v,w] at the point z = v:

f[Ω;v,w](z) = e−
π
4 (z − v)−

1
2 ·
(
1 + 2AΩ(v, w)(z − v) +O(|z − v|2)

)
. (4.20)

Further, define the two-point spin correlation function 〈σu1
σu2
〉wΩ as the exponential

of the primitive of the following (closed) differential form:

〈σu1σu2〉wΩ := exp

∫ (u1,u2)

Re
[
AΩ(v, w)dv +AΩ(w, v)dw], (4.21)

normalized so that 〈σu1σu2〉wΩ ∼ |u2 − u1|−
1
4 as u2 → u1. For simply connected do-

mains Ω, the function 〈σu1σu2〉wΩ can be written explicitly (e. g., see [15, Eq. (1.2)]);
it is also worth noting that the existence of such a primitive can be deduced from
the convergence results discussed in Corollaries 4.11, 4.12 and Theorem 4.13 below.
Also, let us define

〈σu1
σu2
〉 fΩ := BΩ(u1, u2) · 〈σu1

σu2
〉wΩ . (4.22)

It is not hard to deduce from (4.11) that, for conformal maps ϕ : Ω→ Ω′,

〈σu1
σu2
〉bΩ = 〈σϕ(u1)σϕ(u2)〉bΩ′ · |ϕ′(u1)| 18 |ϕ′(u2)| 18 . (4.23)

for both wired (b = w) and free (b = f) boundary conditions.

The following result generalizes [15, Theorem 1.5] to the isoradial setup; it is
worth noting that the proof given below considerably simplifies the arguments used
in [15] even in the square grid case Λδ = δZ2.

Corollary 4.11. In the same setup as above, let u0, u1 ∈ Γ◦,δ be two neighboring
‘white’ vertices adjacent to v ∈ Γ•,δ. Then, the following asymptotics hold:

Ew
Ωδ [σu1σw]

Ew
Ωδ

[σu0
σw]

= 1 + Re
[
(u1 − u0) · AΩ(v, w)

]
+ o(δ),

where the error term is uniform with respect to v, w ∈ Ω provided that they remain
at a definite distance from each other and from ∂Ω.
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Proof. Let v(c0,1) = v, u(c0,1) = u0,1, and assume that c0,1 ∈ Υ×[v;w](Ω
δ) are chosen

to be adjacent on the double cover. Consider the observable (4.7) with u = u0 and
note that

Ew
Ωδ [σu1

σw]

Ew
Ωδ

[σu0
σw]
− 1 = Xδ

[Ωδ;v,w](c1)−Xδ
[Ωδ;v,w](c0).

Using Lemma 3.14 as in the proof of Corollary 4.9 we see that

Xδ
[Ωδ;v,w](c1)−Xδ

[Ωδ;v,w](c0)

=
1

4

∮ [δ]

z:|z−v|=2r0

Im
[
F δ[Ωδ;v,w](z) · (G

δ
[u1](z)− G

δ
[u0](z))dz

]
.

Note that the asymptotics (3.9) contain no O(δ) term. Therefore,

Gδ[u1](z)− G
δ
[u0](z) = 1

2 (u1 − u0) · eiπ4
(

2
π

) 1
2 (z − v)−

3
2 +O(δ2) as δ → 0.

Since we also know that F δ[Ωδ;v,w](z) →
(

2
π

) 1
2 f[Ω;v,w](z) as δ → 0 (uniformly near

the circle {z : |z − v| = 2r0}, see Theorem 4.8), this gives

Ew
Ωδ [σu1

σw]

Ew
Ωδ

[σu0σw]
− 1 =

1

4π

∮
z:|z−v|=2r0

Im

[
(u1 − u0) ·

ei
π
4 f[Ω;v,w](z)dz

(z − v)
3
2

]
+ o(δ)

= Re
[
(u1 − u0) · AΩ(v, w)

]
+ o(δ),

where we used definition (4.20) of the coefficient AΩ(v, w) in the last equation. �

Corollary 4.12. In the same setup as above, the following holds:

Ew
Ωδ [σu′σw′ ]

Ew
Ωδ

[σuσw]
→ 〈σu′σw′〉wΩ

〈σuσw〉wΩ
as δ → 0,

uniformly with respect to u, u′, w, w′ ∈ Ω provided that all these four points stay at
a definite distance ρ > 0 from ∂Ω and that |u− w| ≥ ρ and |u′ − w′| ≥ ρ.

Proof. Note that the asymptotics provided by Corollary 4.11 can be equivalently
written as

log
Ew

Ωδ [σu1
σw]

Ew
Ωδ

[σu0σw]
= Re

[
(u1 − u0) · AΩ(v, w)

]
+ o(δ).

Summing these expression along appropriate paths connecting u to u′ and w to w′

inside Ωδ and using definition (4.21) of the continuous correlation functions 〈σuσw〉wΩ
one easily gets the result. �

4.4. Critical model: universality of the full-plane spin-spin correlations.
In this section we consider the critical Ising model on infinite isoradial grids Λ
with δ = 1 and prove that the two-point correlations EΛ[σuσw] have universal (i. e.,
independent of Λ) rotationally invariant asymptotics as |u− w| → ∞.

Theorem 4.13. Let Cσ = 2
1
6 e

3
2 ζ
′(−1). The following asymptotics hold:

EΛ[σuσw] ∼ C2
σ · |u− w|−

1
4 as |u− w| → ∞, (4.24)

uniformly with respect to Λ provided that it satisfies the property BAP(θ0).

Proof. The proof is similar to the proof of Proposition 4.2 for the subcritical model,
see also Remark 4.3. More precisely, it goes in the following three steps:

(i) prove that the asymptotics (4.24) holds if Λ = Z2 is the square grid;
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(ii) prove that (4.24) holds uniformly over the class of rectangular grids Λrect;
(iii) prove that the same asymptotics is fulfilled for all isoradial grids.

The proofs of steps (ii) and (iii) are similar to each other and are based upon
gluing large pieces of Λrect and Z2 in step (ii), and the ‘star extension’ construction
discussed in Section 2.4, which allows to glue a large piece of Λ with a piece of a
rectangular grid in step (iii). Thus, we only discuss steps (i) and (iii) below.

Step (i) follows from (ia) the explicit computation of ‘diagonal’ correlations on
the square grid due to Wu [45, Section XI.4], see also [17, Appendix] for a short proof
of this result; and (ib) the fact that these asymptotics are rotationally invariant,]
see [15, Remark 2.6] (and [49] were this result was proven by other techniques).

To prove (iib), let us fix ε > 0 and let A = A(ε)� 1 be chosen so that the RSW
estimates (2.10) hold. Denote ρ = ρ(ε) := 1/A(ε) and δ := 2ρ · |u − w|−1. Let
the scaled grid δZ2 be also shifted so that u and w become the (approximations
of) points ±αρ on δZ2, where |α| = 1. Denote by Dδ the discretization of the unit
disc D := {z : |z| < 1} on δZ2. It follows from (2.10) that

Ew
Dδ [σαρσ−αρ]

EδZ2 [σαρσ−αρ]
= 1 +O(ε), uniformly in δ.

At the same time, Corollary (4.12) and the rotational invariance of continuous
correlation functions 〈σαρσ−αρ〉wD = 〈σρσ−ρ〉wD imply that

Ew
Dδ [σαρσ−αρ]

Ew
Dδ [σρσ−ρ]

= 1 + oδ→0(1) for each fixed ρ(ε).

Using (2.10) once again to compare Ew
Dδ [σρσ−ρ] and EδZ2 [σρσ−ρ] we see that

EδZ2 [σαρσ−αρ]

EδZ2 [σρσ−ρ]
= 1 +O(ε) + oδ→0(1)

Choosing first ε small enough and then |u−w| = 2ρ(ε) ·δ−1 big enough one obtains
the required rotational invariance property (ib).

We now discuss step (iii), recall that step (ii) can be done following exactly the
same lines by replacing the pair Λ, Λrect of isoradial grids by Λrect and δZ2 in the
argument given below; cf. Remark 4.3. Let A = A(ε)� 1, ρ = ρ(ε) := 1/A(ε) and
δ := 2ρ · |u − w|−1 be chosen as above. Also, let Λδ be the grid Λ scaled by the
factor δ, rotated and shifted so that u and w become the points ±ρ on Λδ.

Further, let Λδ1 = Λδ1(0) be the discretization of the box [−1, 1] × [−1, 1] on Λδ

and denote by Λ?,δ := [Λδ1]? the ‘star extension’ of this box (see Section 2.4). Re-
call that Λ?,δ contains pieces of rectangular lattices located at O(1) distance (uni-
formly in δ) from the origin. Therefore, there we can find a point z ∈ C such that

|z| ≤ C = C(θ0) and that the box Λ?,δ1 (z) of size 2× 2 centered at z is a subset of
a rectangular grid Λrect,δ.

Finally, denote by Ω ⊂ C the disc of radius C+ 1 centered at 1
2z. Corollary 4.12

implies the convergence

Ew
Ωδ [σρσ−ρ]

Ew
Ωδ

[σz+ρσz−ρ]
→ 〈σρσ−ρ〉wΩ
〈σz+ρσz−ρ〉wΩ

= 1 as δ → 0,

where Ωδ stands for the discretization of the disc Ω on the modified grid Λ?,δ.
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At the same time, the RSW estimates (2.10) give

Ew
Ωδ [σρσ−ρ] ≤ Ew

Λδ1(0)[σρσ−ρ] ≤ (1−ε)−1 · EΛδ [σρσ−ρ],

Ew
Ωδ [σρσ−ρ] ≥ (1− ε) · Ew

Λδ1(0)[σρσ−ρ] ≥ (1−ε) · EΛδ [σρσ−ρ]

and similarly for Ew
Ωδ [σz−ρσz+ρ] and EΛrect,δ [σz+ρσz−ρ]. Therefore,

EΛδ [σρσ−ρ]

EΛrect,δ [σz+ρσz−ρ]
= 1 +O(ε) + oδ→0(1),

where the error term O(ε) is uniform in δ. Moreover, it follows from step (ii) applied
to the re-scaled grid δ−1Λrect,δ with mesh size 1 that

EΛrect,δ [σz+ρσz−ρ] = C2
σ · (2ρδ−1)−

1
4 · (1 + oδ→0(1)).

Since δ = 2ρ · |u− w|−1, we arrive at the asymptotics

EΛ[σuσw] = EΛδ [σρσ−ρ] = C2
σ · |u− w|−

1
4 · (1 +O(ε) + o|u−w|→∞(1)),

with the uniform (in u,w) error term O(ε). By first choosing ε small enough and
then |u− w| large enough one obtains the required asymptotics (4.24). �

It is easy to see that Theorem 4.13 allows to pass from the convergence of ratios
of two-point spin correlations in finite domains discussed in Corollary 4.12 to the
convergence of these correlations themselves; see also Remark 4.15 below.

Corollary 4.14. Let Ω ⊂ C be a bounded simply connected domain with C1-smooth
boundary and assume that u,w ∈ Ω, u 6= w. Let isoradial grids Λδ satisfy the
property BAP(θ0) and discrete domains Ωδ ⊂ Γδ approximate Ω in the Hausdorff
sense so that dist(∂Ωδ; ∂Ω) = O(δ). Then,

δ−
1
4Ew

Ωδ [σuσw] → C2
σ · 〈σuσw〉wΩ ,

δ−
1
4E f

Ωδ [σuσw] → C2
σ · 〈σuσw〉 fΩ

as δ → 0.

Proof. Let ρ > 0 be small enough. It follows from Corollary 4.12 that

Ew
Ωδ [σuσw]

Ew
Ωδ

[σuσu+ρ]
· 〈σuσu+ρ〉wΩ
〈σuσw〉wΩ

= 1 + oδ→0(1) for each fixed ρ > 0.

Recall that the multiplicative normalization of the continuous correlation func-
tions (4.21) is fixed so that

〈σuσu+ρ〉wΩ = ρ−
1
4 · (1 + oρ→0(1)).

At the same time, the RSW estimates (2.10) imply that

Ew
Ωδ [σuσu+ρ]

EΛδ [σuσu+ρ]
= 1 + oρ→0(1) uniformly in δ ≤ δ0(ρ).

Finally, due to Theorem 4.13 we have the asymptotics

EΛδ [σuσu+ρ] = C2
σ · (δ−1ρ)−

1
4 · (1 + oδ→0(1)) for each fixed ρ > 0.

Combining these asymptotics together, first choosing ρ small enough, and then δ
small enough we obtain the required convergence result for δ−

1
4Ew

Ωδ [σuσw].

Recall that the continuous correlation functions 〈σuσw〉 fΩ are defined by (4.22).
The convergence of spin-spin correlations with free boundary conditions follows
from the Kramers–Wannier duality, Corollary 4.9, and the convergence of spin-spin
correlations in the dual isoradial model with wired boundary conditions. �
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Remark 4.15. (i) Recall that we used the smoothness assumption on ∂Ω only in
Proposition 4.7, which claims the correct boundary conditions of subsequential
limits (4.16) of discrete fermionic observables. In the critical setup, this smoothness
assumption can be dropped, e. g., by using techniques from [20, Section 6] instead.

(ii) The simplification/generalization of the proofs from [15] discussed above is not
restricted to the two-point correlations and applies to all results of that paper. In
particular, for all n ≥ 1 the convergence

δ−
n
8 Ew

Ωδ [σu1 . . . σun ] → Cnσ · 〈σu1 . . . σun〉wΩ as δ → 0

holds uniformly over the class of isoradial discretizations Ωδ ⊂ Γδ, at least provided
that Λδ satisfy the uniformly bounded angles property BAP(θ0).

(iii) We refer the interested reader to a recent paper [16] for a discussion of further
generalizations, e. g., (a) convergence results for more involved correlations and (b)
techniques that can be used to control the boundary values of fermionic observables.

4.5. Massive model: definitions of correlation functions in continuum. We
now move to the analysis of the massive model. In this section we define relevant
two-point spin correlation functions in continuum, assuming that m < 0 and that Ω
is a C1-smooth domain. Note that, contrary to the conformally invariant casem = 0
discussed above, this smoothness assumption plays a much more important role in
what follows. In particular, it greatly simplifies the discussion of the uniqueness
of solutions of the corresponding boundary value problems (which can be avoided
if m = 0 due to the conformal covariance identity (4.11)). We refer the interested
reader to a recent paper [48] by S. C. Park, where certain techniques allowing to
treat Riemann-type boundary value problems for massive fermionic observables in
rough domains Ω were developed.

The definitions given below generally follow those from [47]. However, note that
we avoid the explicit use of Bessel functions in order to keep the discussion as light
as possible; we refer the interested reader to [47] for more information on massive
holomorphic functions and their singularities. It is worth noting that below we use

a slightly different notation A(m)
Ω (v, w) instead of AΩ(v, w |m) etc used in [47].

Given m < 0, let us denote by f
(m)
[Ω;v,w] a spinor on the double cover [Ω; v, w] of a

smooth domain Ω ramified over v and w such that

• f (m)
[Ω;v,w] satisfies the massive holomorphicity equation (3.2) in Ω r {v, w};

• f (m)
[Ω;v,w] is continuous in Ωr{v, w} and satisfies the Riemann-type boundary

conditions Im[f
(m)
[Ω;v,w](ζ)(τ(ζ))1/2] = 0 for all ζ ∈ ∂Ω, where τ(ζ) denotes

the tangent vector to ∂Ω at the point ζ oriented counterclockwise;

• the following asymptotics near the branching points v, w hold:

f
(m)
[Ω;v,w](z) = e−i

π
4
e2m|z−v|
√
z − v

+O(|z − v| 12 ), z → v, (4.25)

f
(m)
[Ω;v,w](z) = ei

π
4 B(m)

Ω (v, w) · e
−2m|z−w|
√
z − w

+O(|z − w| 12 ), z → w, (4.26)

where B(m)
Ω (v, w) ∈ R is an (a priori unknown) coefficient defined up to the

sign, which we fix by requiring that B(m)
Ω (v, w) ≥ 0.
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Recall that the massive holomorphicity condition ∂f + imf = 0 implies that
the primitive h :=

∫
Im[(f(z))2dz] is well-defined and that ∆h := −8m|f |2. In

particular, h is sub-harmonic provided that m < 0. Thus, the argument given

in Remark 4.5(ii) applies and gives the uniqueness of a solution f
(m)
[Ω;v,w] to this

boundary value problem; see [47, Proposition 17]. However, contrary to the critical
case, for m < 0 one cannot claim the existence of this solution via the conformal

covariance and an explicit formula in a reference domain. Instead, f
(m)
[Ω;v,w] can be

obtained as a subsequential limit of discrete observables; see Theorem 4.17 below.

Lemma 4.16. Let Ω be a smooth simply connected domain, m ≤ 0. Then, one has

B(m)
Ω (v, w)→ 1 as w → v, for each v ∈ Ω. (4.27)

Proof. Let us emphasize that this fact is not trivial if m 6= 0 because of the lack of
conformal invariance and explicit formulas. However, one can analyze the behavior

of the coefficient B(m)
Ω (v, w) by comparing it with BΩ(v, w) = B(0)

Ω (v, w), which is
explicit. We refer the reader to [47, Lemmas 28 and 29] for the proof of (4.27). �

We are now in the position to define the coefficients A(m)
Ω (v, w) ∈ C. Similarly

to (4.20), they are introduced by requiring that

f
(m)
[Ω;v,w](z) = e−i

π
4
e2m|z−v|

(z − v)
1
2

·
(
1 + 2A(m)

Ω (v, w) · (z − v) +O(|z − v|2)
)

(4.28)

as z → v. Let us emphasize that the existence of such an asymptotic expansion
for m < 0 is much less trivial than (4.20) for m = 0. As discussed, e. g., in [47]
(see Eq. (2.16) and (2.17) of that paper), spinor solutions to the massive holomor-
phicity equation (3.2) considered near their branching points admit expansions via
half-integer modified Bessel functions e±iν arg zIν(2|mz|). In their turn, the func-
tion Iν(r) are power series in r; see [24, Eq. 10.25.2]. It remains to check that the
last factor in the expansion (4.28) cannot contain other linear terms than cst·(z−v),
which we leave to the reader as a simple exercise.

The next step is to define for m < 0, similarly to (4.21) and (4.22),

〈σu1
σu2
〉(m),w
Ω := exp

∫ (u1,u2)

Re
[
A(m)

Ω (v, w)dv +A(m)
Ω (w, v)dw

]
, (4.29)

〈σu1σu2〉
(−m), f
Ω := B(m)

Ω (u1, u2) · 〈σu1σu2〉
(m),w
Ω . (4.30)

Again, a priori it is not obvious that the differential form in (4.29) is exact. How-
ever, this can be immediately derived from an analogue of Corollary 4.11 in the
massive case; see Corollary 4.19 below. Still, there remains a question of fixing the
multiplicative normalization in (4.29), which we do by requiring that

〈σu1σu2〉
(m),w
Ω ∼ |u2 − u1|−

1
4 ∼ 〈σu1σu2〉

(−m), f
Ω as u2 → u1. (4.31)

The existence of such a normalization (for m < 0) follows from the monotonicity
of spin-spin correlations in discrete

E(m),w

Ωδ
[σu1

σu2
] ≥ Ew

Ωδ [σu1
σu2

] , E(−m), f

Ω∗,δ
[σv1σv2 ] ≤ E f

Ω∗,δ [σv1σv2 ] ,

convergence results (4.34), (4.19), and from Lemma 4.16 (applied for both m < 0
and m = 0); see the proof of Theorem 4.20.
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We define the full-plane correlation functions as

〈σu1
σu2
〉(m)
C := limΩ↑C 〈σu1

σu2
〉(m),w
Ω , 〈σu1

σu2
〉(−m)
C := limΩ↑C 〈σu1

σu2
〉(−m), f
Ω ,

where the limits are taken along arbitrary sequences of smooth domains exhausting
the complex plane. These limits exist and are non-trivial since for Ω ⊂ Ω′ one has

〈σu1σu2〉
(m),w
Ω ≥ 〈σu1σu2〉

(m),w
Ω′ ≥ 〈σu1σu2〉C = |u2 − u1|−

1
4 ,

〈σu1σu2〉
(−m), f
Ω ≤ 〈σu1σu2〉

(−m), f
Ω′ ≤ 〈σu1σu2〉C = |u2 − u1|−

1
4

due to Theorem 4.20 and similar inequalities in discrete. The rotational invariance
of the full-plane correlation functions

〈σu1
σu2
〉(m)
C = Ξ(|u2 − u1|,m), m ∈ R,

follows from the rotational invariance of finite-volume correlation functions (4.29),
(4.30) and of the corresponding boundary value problems in large discs. Finally, we

have Ξ(r,m) ∼ r−
1
4 as r → 0 due to (4.31) and the aforementioned monotonicity

with respect to Ω, which allows to pass to the limit Ω ↑ C in these asymptotics.

4.6. Massive model: convergence results. We now discuss generalizations of
the results from Section 4.3 to the massive setup. Throughout this section we
assume that Ω ⊂ C is a C1-smooth bounded simply connected domain and m < 0.

As in Section 4.3, let v, w be distinct inner points of Ω; recall that we use the
same notation for their discrete approximations. Also, let u = uδ ∈ Ω◦,δ be such
that u ∼ v = vδ ∈ Ω•,δ and b = bδ ∈ Ω•,δ be such that b ∼ w = wδ ∈ Ω◦,δ.
Consider the normalized real-valued fermionic observable

X
(m),δ

[Ωδ;v,w]
(c) :=

E(m),w

Ωδ
[χcµvσw]

E(m),w

Ωδ
[σuσw]

, c ∈ Υ×[v,w](Ω
δ), (4.32)

and let F
(m),δ

[Ωδ;v,w]
be the corresponding massive s-holomorphic spinor in Ωδ branching

over v and w; see Definition 3.1.

Theorem 4.17. Let m < 0 and Ω be a C1-smooth bounded simply connected
domain. For each v, w ∈ Ω, v 6= w, the following holds uniformly on compact
subsets of Ω r {v, w}:

F
(m),δ

[Ωδ;v,w]
(z) → ( 2

π )
1
2 f

(m)
[Ω;v,w](z) as δ → 0, (4.33)

where a massive holomorphic spinor f
(m)
[Ω;v,w] solves the boundary value problem de-

scribed in Section 4.5. The convergence is also uniform with respect to v, w provided
that v, w, z stay at definite distance from each other and from ∂Ω. Moreover,

E(m),w

Ωδ
[µvµb ]

E(m),w

Ωδ
[σuσw]

=
E(−m), f

Ω∗,δ
[σvσb]

E(m),w

Ωδ
[σuσw]

→ B(m)
Ω (v, w) as δ → 0. (4.34)

Proof. The proof of (4.33) repeats the proof of Theorem 4.8, including that of
Proposition 4.7, which goes through for C1-smooth domains and m < 0 as pointed
out by Park in [47, Proposition 22] in the square grid context Λδ = δZ2. Working
with irregular isoradial grids Λδ instead, it is worth noting that

• the a priori regularity estimates of massive s-holomorphic functions F (m),δ

via the corresponding functions Hδ are given by Proposition 3.11;
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• sub-sequential limits of massive s-holomorphic functions satisfy the massive
holomorphicity equation (3.2) due to Corollary 3.6;
• the proof of Proposition 4.7 relies upon

– the sub-harmonicity of the function H•,δ discussed in Proposition 3.8
(see also Remark 3.10);

– the maximum principle for the function |F (m),δ|, which holds true (up
to a multiplicative constant) due to Lemma 3.12.

The only small difference with the critical case m = 0 is the analysis near the
branching point w and the proof of (4.34). Recall that the asymptotics of explicit

full-plane kernels G(m),δ
[w] are given in Theorem 3.16. Let cw be adjacent to both w

and b. Then, we can still use Lemma 3.14 to see that

2X
(m),δ

[Ωδ;v,w]
(cw) =

1

2

∮ [(m),δ]

z:|z−w|=2r0

Im
[
F

(m),δ

[Ωδ;v,w]
(z)G(m),δ

[b] (z)dz
]
, (4.35)

where the discrete contour integral in the right-hand side is understood in the
sense of Remark 3.4. (In particular, note that one can easily estimate the value
X(m),δ(cw) via the values of F (m),δ near the contour {z : |z − w| = 2r0}; in other
words, the proof of convergence (4.33) literally mimics that of Theorem 4.8.)

In order to prove the convergence (4.34) note that, for each fixed r0 > 0, the
discrete contour integral in the identity (4.35) converges as δ → 0:

X
(m),δ

[Ωδ;v,w]
(cw) →

δ→0

1

2π

∮
z:|z−w|=2r0

Im

[
f

(m)
[Ω;v,w](z) · e

−iπ4
e2m|z−w|
√
z − w

dz

]
=

1

2π

∮
z:|z−w|=2r0

Im

[(
±
B(m)

Ω (v, w)

z − w
+O(1)

)
dz

]
= ±B(m)

Ω (v, w) +O(r0),

where we used the asymptotic expansion (4.26). Though, as compared to the
case m = 0, we do not immediately rule out a possible additional error term O(r0)
in the right-hand side, this term – if exists – has to be independent of δ. Choosing
first r0 small enough and then δ small enough one obtains the convergence

X
(m),δ

[Ωδ;v,w]
(cw) =

E(m),w

Ωδ
[µvµb ]

E(m),w

Ωδ
[σuσw]

→ B(m)
Ω (v, w) as δ → 0,

(the ± sign is fixed by the fact that both sides of (4.34) are positive quantities). �

Remark 4.18. A careful reader could have noticed that the proof of Theorem 4.17
also relies upon the following fact: if f (m) is a massive holomorphic spinor in a
punctured vicinity of a branching point w (or, similarly, v), then the boundedness of

the function h :=
∫

Im[(f (m)(z))2dz] near w implies that f (m)(z) = O(|z−w| 12 ). To

prove this fact, one can, e. g., first argue that f (m)(z) = O(|z−w|− 1
2 ) as z → w due

to standard a priori estimates of f (m) via h = O(1), and then improve this estimate

to O(|z − w| 12 ) by using Bers’ similarity principle (e. g., see [47, Lemma 14]).

Similarly to the critical case, it is not hard to deduce from Theorem 4.17 the
following analogues of Corollary 4.11 and Corollary 4.12.
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Corollary 4.19. (i) In the same setup as above, let u0,1 ∈ Γδ be two neighboring
‘white’ vertices adjacent to v ∈ Γ•,δ. Then, the following asymptotics hold:

E(m),w

Ωδ
[σu1σw]

E(m),w

Ωδ
[σu0σw]

= 1 + Re
[
(u1 − u0) · A(m)

Ω (v, w)
]

+ o(δ) as δ → 0, (4.36)

where the error term is uniform with respect to v, w ∈ Ω provided that they remain
at a definite distance from each other and from ∂Ω.

(ii) Let ρ > 0 and u1, u2, u
′
1, u
′
2 ∈ Ω be such that |u2 − u1| ≥ ρ, |u′2 − u′1| ≥ ρ and

assume also that all these four points are at least ρ-away from ∂Ω. Then,

log
E(m),w

Ωδ
[σu′1σu′2 ]

E(m),w

Ωδ
[σu1

σu2
]
→

∫ (u′1,u
′
2)

(u1,u2)

Re
[
A(m)

Ω (v, w)dv +A(m)
Ω (w, v)dw

]
as δ → 0,

where the integral can be computed along any smooth path (vt, wt) ∈ Ω×Ω such that,
for all t, the points vt, wt stay at distance at least ρ from each other and from ∂Ω.

Proof. (i) Similarly to the proof of Corollary 4.11 and the proof of Theorem 4.17(ii),
for each r0 > 0 we can write the identity

E(m),w

Ωδ
[σu1

σw]

E(m),w

Ωδ
[σu0

σw]
− 1 = X

(m),δ

[Ωδ;v,w]
(c1)−X(m),δ

[Ωδ;v,w]
(c0)

=
1

4

∮ [(m),δ]

z:|z−v|=2r0

Im
[
F

(m),δ

[Ωδ;v,w]
(z) · (G(m),δ

[u1] (z)− G(m),δ
[u0] (z))dz

]
,

where c0,1 is adjacent to both v ∈ Ω•,δ and u0,1 ∈ Ω◦,δ, and the discrete contour in-
tegral in the right-hand side is understood in the sense of Remark 3.4. Since R(z, u)
in the asymptotics given in Theorem 3.16 is a Lipshitz function of the second ar-
gument, for each fixed r0 > 0 we have a (uniform in z) asymptotics

G(m),δ
[u1] (z) − G(m),δ

[u0] (z) = ei
π
4

(
2

π

)1
2
[
e−2m|z−u1|
√
z − u1

− e−2m|z−u0|
√
z − u0

]
+O(δ2)

= ei
π
4

(
2

π

)1
2 e−2m|z−v|
√
z − v

·
[
u1 − u0

2(z − v)
+

2mRe[(z − v)(u1 − u0)]

|z − v|

]
+O(δ2) .

At the same time, Theorem 4.17(i) and the definition (4.28) imply that

F δ[Ωδ;v,w](z) = e−i
π
4

(
2

π

)1
2 e2m|z−v|
√
z − v

·
[
1 + 2A(m)

Ω (v, w)(z − v) +O(r2
0)
]

+ oδ→0(1),

uniformly in z, where the error term O(r2
0) does not depend on δ.

It is easy to see that the contour integrals
∮
. . . dz of functions (z−v)−2, |z−v|−1

and |z − v|(z − v)−2 along a circle centered at v vanish. Therefore,

δ−1 ·
[
Ew

Ωδ [σu1
σw]

Ew
Ωδ

[σu0σw]
− 1

]
=

1

2π

∮
z:|z−v|=2r0

Im

[(
δ−1(u1−u0)A(m)

Ω (v, w)

z − v
+O(1)

)
dz

]
+ oδ→0(1)

= Re
[
δ−1(u1−u0)A(m)

Ω (v, w)
]

+ oδ→0(1)
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since the O(1) term in the integrand gives a contribution O(r0), which does not
depend on δ and can be made as small as needed before choosing δ small enough.

(ii) The proof repeats the proof of Corollary 4.12 and boils down to multiplying the
asymptotics (4.36) along discrete paths going from (u1, u2) to (u′1, u

′
2). �

The next theorem, in particular, provides an analogue of Corollary 4.14 in the
massive case. Note that we change the order of statements as compared to Sec-
tion 4.3 and prove this result before the analogue of Theorem 4.13. This shortcut is
possible due to the fact that we can now use the critical model in order to control
the multiplicative normalization of spin-spin correlations in Ωδ and do not need to
consider the full-plane limit first (as it was in the proof of Corollary 4.14).

Theorem 4.20. (i) Let m < 0 and Ω be a C1-smooth bounded simply connected

domain. Then, one can define a function 〈σu1
σu2
〉(m),w
Ω according to (4.28) such

that the asymptotics 〈σu1σu2〉
(m),w
Ω ∼ |u2−u1|−

1
4 as u2 → u1 holds for each u1 ∈ Ω.

(ii) Let discrete domains Ωδ ⊂ Γδ approximate Ω in the Hausdorff sense so that
dist(∂Ωδ; ∂Ω) = O(δ). Then, for each u,w ∈ Ω, u1 6= u2, one has the convergence

δ−
1
4E(m),w

Ωδ
[σuσw] → C2

σ · 〈σuσw〉
(m),w
Ω ,

δ−
1
4E(−m), f

Ωδ
[σuσw] → C2

σ · 〈σuσw〉
(−m), f
Ω

as δ → 0,

where the limits (continuous correlation functions) are defined by (4.29)–(4.31), and

the universal constant Cσ = 2
1
6 e

3
2 ζ
′(−1) does not depend neither on m nor on Λδ.

Proof. (i) It immediately follows from Corollary 4.19 that the differential form

L(m)
Ω (v, w) := Re

[
A(m)

Ω (v, w)dv +A(m)
Ω (w, v)dw

]
,

defined on the set {(v, w) ∈ Ω× Ω : v 6= w}, is exact. Now note that

1 ≤
E(m),w

Ωδ
[σu1

σu2
]

Ew
Ωδ

[σu1σu2 ]
≤

E(m),w

Ωδ
[σu1

σu2
]

E(−m), f

Ω∗,δ
[σv1σv2 ]

·
E f

Ω∗,δ [σv1σv2 ]

Ew
Ωδ

[σu1σu2 ]
→
δ→0

BΩ(u1, u2)

B(m)
Ω (u1, u2)

(4.37)

due to the monotonicity of spin-spin correlations with respect to the interaction
parameters, Theorem 4.17(ii) and Corollary 4.9. Together with Lemma 4.16 this
gives the estimate

lim sup
δ→0

∣∣∣∣ log
E(m),w

Ωδ
[σu′1σu′2 ]

E(m),w

Ωδ
[σu1

σu2
]
− log

Ew
Ωδ [σu′1σu′2 ]

Ew
Ωδ

[σu1σu2 ]

∣∣∣∣ = ou2→u1(1) + ou′2→u′1(1)

and hence, by passing to the limit δ → 0 and applying Corollary 4.19(ii) and
Corollary 4.11, we have∫ (u′1,u

′
2)

(u1,u2)

(
L(m)

Ω (v, w)− LΩ(v, w)
)

= ou2→u1(1) + ou′2→u′1(1),

where LΩ(v, w) := L(0)
Ω (v, w) = d〈σvσw〉wΩ. Therefore, one can choose a primitive

R(m)
Ω := exp

∫ (
L(m)

Ω − LΩ

)
so that it is continuous up to the diagonal u1 = u2 and, moreover, R(m)

Ω (u, u) = 1

for all u ∈ Ω. We can now define 〈σu1
σu2
〉(m),w
Ω := R(m)

Ω (u1, u2) · 〈σu1
σu2
〉wΩ.
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(ii) Given u,w ∈ Ω, let us also consider another pair points u′, w′ ∈ Ω such that
the distance |w′ − u′| is small. Combining Corollary 4.19 and the estimate (4.37)
applied to u′ and w′ we see that

〈σuσw〉(m),w
Ω

〈σu′σw′〉(m),w
Ω

≤ lim inf
δ→0

E(m),w

Ωδ
[σuσw]

Ew
Ωδ

[σu′σw′ ]

≤ lim sup
δ→0

E(m),w

Ωδ
[σuσw]

Ew
Ωδ

[σu′σw′ ]
≤
〈σuσw〉(m),w

Ω

〈σu′σw′〉(m),w
Ω

· (1 + ow′→u′(1))

Using the convergence δ−
1
4Ew

Ωδ [σu′σw′ ] → C
2
σ · 〈σu′σw′〉wΩ (see Corollary 4.14) and

the fact that 〈σu′σw′〉(m),w
Ω ∼ 〈σu′σw′〉wΩ as w′ → u′, the previous estimate can be

written as

C2
σ · 〈σuσw〉

(m),w
Ω · (1− ow′→u′(1)) ≤ lim inf

δ→0
δ−

1
4E(m),w

Ωδ
[σuσw]

≤ lim sup
δ→0

δ−
1
4E(m),w

Ωδ
[σuσw] ≤ C2

σ · 〈σuσw〉
(m),w
Ω · (1 + ow′→u′(1)).

By choosing first w′ close enough to u′ and then δ small enough this implies the

convergence δ−
1
4E(m),w

Ωδ
[σuσw]→ C2

σ · 〈σuσw〉
(m),w
Ω .

Finally, a similar result for δ−
1
4E(−m), f

Ωδ
[σuσw] follows from the Kramers–Wannier

duality, convergence (4.34), and the convergence of spin-spin correlations in the dual
isoradial model with wired boundary conditions. �

We conclude this section by deducing the convergence of the spin-spin correla-
tions in the full plane from Theorem 4.20.

Corollary 4.21. Let u,w ∈ C and m ∈ R r {0}. Then, uniformly with respect to
isoradial grids Λδ satisfying the uniformly bounded angles property BAP(θ0), we
have the convergence

δ−
1
4E(m)

Λδ
[σuσw] → C2

σ · Ξ(|u− w|,m) as δ → 0,

where

Ξ(|u− w|,m) = 〈σuσw〉(m)
C =

{
limΩ↑C〈σuσw〉(m),w

Ω if m < 0,

limΩ↑C〈σuσw〉(m), f
Ω if m > 0.

Proof. Let BδR ⊂ Λδ denote the discretization of the disc BR := B( 1
2 (u+w), R) ⊂ C.

For m < 0, it follows from the RSW estimates (2.10) that

E(m)

Λδ
[σuσw] = E(m),w

BδR
[σuσw] · (1 + oR→∞(1)) as R→∞,

uniformly in δ. By definition of the infinite-volume correlations in continuum,

〈σuσw〉(m)
C = 〈σuσw〉(m)

BR
· (1 + oR→∞(1)).

Finally, for each fixed R, Theorem 4.20(ii) provides the asymptotics

δ−
1
4E(m),w

BδR
[σuσw] = C2

σ · 〈σuσw〉
(m)
BR
· (1 + oδ→0(1)).

Choosing first R big enough and then δ small enough we obtain the required con-
vergence of the infinite-volume correlations in the case m < 0.

The proof for m > 0 is similar and relies upon the convergence of the finite-

volume correlations δ−
1
4E(m), f

BδR
[σuσw], which is also given by Theorem 4.20(ii). �
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5. Construction and asymptotic analysis of full-plane kernels

In this section, we construct and analyze massive s-holomorphic functions

• F1,Fi (discrete analogues of e−2m Im z and ie2m Im z; see Theorem 3.19),
which were used to construct an s-embedding in Section 3.3;

• G[v], G[u] (discrete analogues of e∓iπ/4 · z−1/2e±2m|z|; see Theorem 3.16),
which are the main tool used in our paper;

• massive Cauchy kernels G(a), where a ∈ Υ× is a (lift onto Υ× of a) given
edge of Λ; see Section 5.2 and, in particular, Remark 5.7 for more details.

Although not strictly necessary for the present paper, the latter kernel G(a) can be
used to establish the regularity of massive s-holomorphic functions (see [48] and the
proof of Proposition 3.11) and also to prove the convergence of energy correlations;
we thus include its construction and analysis for reference purposes.

For shortness, from now onwards we omit the superscripts (m), δ in the notation.
Also, in this section we prefer to work with q = 1

2mδ > 0 in order to keep the moduli
k,K(k),K ′(k) real; for q < 0 it suffices to apply the Kramers–Wannier duality.

Remark 5.1. Recall that this duality amounts to exchanging the lattices Γ•,δ ↔ Γ◦,δ

and, simultaneously, changing the sign of q and m. In order to keep the definition
of ηc and of massive s-holomorphic functions invariant under this procedure, one
also needs to simultaneously replace the global prefactor ς in (2.1) by ±iς; note
that this also leaves the equation ∂f + ς2mf = 0 unchanged. In order to keep this
dependence on ς transparent, we do not rely upon the explicit convention ς = ei

π
4

in what follows and formulate all results in a slightly more invariant way.

The results given below are formulated in terms of real-valued spinors X1, Xi,
G[v], G[u], G(a) satisfying the three-terms identity (2.6) rather than in terms of
massive s-holomorphic functions F1, Fi, G[v], G[u], G(a) themselves; recall that the
correspondence between the two is provided by Definition 3.1.

5.1. Discrete exponentials. We heavily rely upon the existence of particular
solutions to the three-terms equation (2.6) on isoradial graphs, the discrete expo-
nentials. At criticality, they were first introduced by Mercat [46] and Kenyon [40],
and for q 6= 0 by Boutillier, de Tilière and Raschel [8]. In this section, we review
their construction, with slight modifications made in order to fit our setup.

Given c ∈ Υ× (i. e., a lift onto the double cover of the mid-point of an edge
(u(c)v(c)) of the rhombic lattice Λ with u(c) ∈ Γ◦ and v(c) ∈ Γ = Γ•), let

αc := arg(v(c)− u(c)).

Note that these angles are typically denoted by αc in [8, 9, 23], similarly to the
notation θe for the half-angles of rhombi that we used above. However, we prefer
to simply write αc and θe := θe throughout this section in order not to create a
confusion with the complex conjugation. At the same time, we will use the notation

α̌c := 2K
π αc and θ̌e := 2K

π θe (5.1)

for the “elliptic” quantities that are denoted by αc and θe in [8, 9, 23].



SPIN CORRELATIONS IN THE ISING MODEL ON ISORADIAL GRAPHS 47

We start by recalling the construction of discrete exponentials in the critical

Ising model, i. e., if m = 0 and θ̂e = θe = θ̌e. Given λ ∈ Cr {0}, we set

e(λ ; v(c), c) : = ςηc · (2λ)−1/2 · (1 + λ · (v(c)− c))

= (2eiαcλ)−1/2 · (1 + λ
2 (v(c)− u(c))), (5.2)

e(λ ;u(c), c) : = ςηc · (2λ)−1/2 · (1 + λ · (u(c)− c))

= (2eiαcλ)−1/2 · (1− λ
2 (v(c)− u(c))), (5.3)

and e(λ ; c, v(c)) := e(λ ; v(c), c)−1, e(λ ; c, u(c)) := e(λ ;u(c), c)−1, where the ad-
ditional factors ςηc and (2λ)−1/2 are introduced to fit the forthcoming definition
outside of criticality; see (5.4–5.5) and Remark 5.4. We then define

e(λ ;x, x0) :=

N∏
k=1

e(λ ;xk, xk−1), x, x0 ∈ Λ ∪Υ×,

the product is taken over an arbitrary path x0 ∼ x1 ∼ · · · ∼ xN = x, where xk and
xk−1 are adjacent points of Υ× and Λ (or vice versa). Note that, using the path of
just two steps, we get

e(λ ; v(c), u(c)) =
1 + λ

2 (v(c)− u(c))

1− λ
2 (v(c)− u(c))

,

recovering the usual definition of discrete exponentials on Λ as in [40]. This also
shows that e(λ ;x, x0) does not depend on the path chosen. In particular,

• for fixed λ and x0, the discrete exponential e(λ ; ·, x0) is a well-defined
function on Λ and a well-defined spinor on Υ×;
• for fixed x, x0, the discrete exponential e(· ;x, x0) is a well-defined function

of λ ∈ C r {0} if both x, x0 ∈ Λ or both x, x0 ∈ Υ×, and is a spinor
branching over λ = 0 if one of x, x0 belongs to Λ and the other to Υ×.

Lemma 5.2. For each x0 ∈ Λ ∪ Υ× and λ ∈ C r {0}, the complex-valued spinor

e(λ ; ·, x0) : Υ× → C satisfies the three-terms identity (2.6) with θ̂e = θe = θ̌e.

Proof. Denoting Xpq := e(λ ; cpq, x0) and αpq := αcpq (see Fig. 2), we have

X01 = X00 ·
e−

iα00
2 · (1 + λδ

2 e
iα00)

e−
iα01

2 · (1 + λδ
2 e

iα01)
; X10 = X00 ·

e−
iα00

2 · (1− λδ
2 e

iα00)

e−
iα10

2 · (1− λδ
2 e

iα10)
.

Taking into account that α01 = α00 − 2θe and α10 = α00 + π − 2θe, the required
identity (2.6) boils down to an elementary identity

1 + λδ
2 e

i(α00−2θe) = e−iθe · (1 + λδ
2 e

iα00) · cos θe + ie−iθe · (1− λδ
2 e

iα00) · sin θe,

which is straightforward to check. �

We now proceed to defining the discrete exponentials outside criticality, follow-
ing [8, 9, 23]; recall that in this section we assume that q > 0 and hence k, k′ ∈ (0, 1)
and the complete elliptic integrals of the first kind K(k),K ′(k) are real; the opposite
case follows from the Kramers–Wannier duality.

Throughout this section to each “elliptic” variable (e. g., ν̌ ∈ T(k)) that can be
an argument of an elliptic function corresponds a “Euclidean” variable ν that can
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be plugged into a trigonometric function and vice versa; the relation is (cf. (5.1))

ν̌ = 2K
π ν.

Given a value 1
2 µ̌ ∈ T(k) := C/(4KZ + 4iK ′Z) and c ∈ Υ×, define

e(µ̌ | k ; v(c), c) := (k′)
1
4 · sd

(
1
2 (µ̌− α̌c) | k

)
, (5.4)

e(µ̌ | k ;u(c), c) := −i(k′)− 1
4 · cd

(
1
2 (µ̌− α̌c) | k

)
. (5.5)

Recall that sd (w̌ + 2K | k) = −sd (w̌ | k) and cd (w̌ + 2K | k) = −cd (w̌ | k), hence
the quantities (5.4–5.5) change the sign under the transform αc 7→ αc + 2π. This
is why they are defined for c ∈ Υ× (and not for c ∈ Υ), similarly to (5.2–5.3).
Let us also emphasize the fact that the functions (5.4–5.5) of 1

2µ ∈ T(k) are not
well-defined on the torus µ ∈ T(k) itself, rather being spinors on T(k); see (5.7–5.9).

As in the critical case, we extend the definition of e(µ̌ | k ;x, x0) to arbitrary
x, x0 ∈ Λ ∪Υ× by multiplying along paths. In particular, this gives

e(µ̌ | k ; v(c), u(c)) = i
√
k′ · sc

(
1
2 (µ̌− α̌c) | k

)
. (5.6)

as in [8, Eq.15]. Since sc (w + 2K | k) = sc (w | k), the latter expression is actually
independent on the choice of the lift of c onto Υ×. Moreover, the identity

sc (w̌ +K | k) sc (w̌ | k) = −(k′)−1

(see [24, Eq. 22.4.3]) guarantees that multiplying (5.6) around a quad yields 1. This
proves that e(µ̌ | k ;x, x0) is independent of the choice of the path.

For a fixed x0 and a fixed c ∈ Υ×, the periodicity properties of the discrete
exponential e(·) := e(· | k ; c, x0), easily read off [24, Eq. 22.4.1], are as follows:

e(µ̌+ 4K) = e(µ̌) = e(µ̌+ 4iK ′) if x0 = c0 ∈ Υ×; (5.7)

−e(µ̌+ 4K) = e(µ̌) = e(µ̌+ 4iK ′) if x0 = u ∈ Γ◦; (5.8)

−e(µ̌+ 4K) = e(µ̌) = −e(µ̌+ 4iK ′) if x0 = v ∈ Γ•. (5.9)

Lemma 5.3 ([9, Proposition 36]). The discrete exponentials c 7→ e(µ̌ | k ; c, x0)

satisfy the propagation equation (2.6) on Υ× provided that sin θ̂e = sc
(
θ̌e | k

)
.

Proof. Similarly to the proof of Lemma 5.2, this boils down to checking the identity

1 =
sd
(

1
2 (µ̌− α̌− 2θ̌) | k

)
sd
(

1
2 (µ̌− α̌) | k

) cn
(
θ̌ | k

)
+

cd
(

1
2 (µ̌− α̌− 2θ̌) | k

)
cd
(

1
2 (µ̌− α̌− 2Ǩ) | k

) sn
(
θ̌ | k

)
.

Denote w̌ := 1
2 (µ̌− α̌). Since cd (w̌ −K | k) = sn (w̌ | k), this is equivalent to

sn (w̌ | k) = sd
(
w̌ − θ̌ | k

)
cn
(
θ̌ | k

)
dn (w̌ | k) + cd

(
w̌ − θ̌ | k

)
sn
(
θ̌ | k

)
.

The latter identity follows from the fact that the two sides are co-periodic (see [24,
Eq. 22.4.1]), and have the same poles and residues. Namely, by [24, Eq. 22.5.1],
the LHS has a pole at iK ′ with residue 1

k , while the RHS has a pole at iK ′ with
residue −icn (θ | k) sd (iK ′ − θ | k), and at K + iK ′ + θ with residue

−i(kk′)−1cn (θ | k) dn (K + iK ′ + θ | k)− k−1sn (θ | k) ;

the former expression equals to 1
k and the latter to 0 by [24, Eq. 22.3.4]. �
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Remark 5.4. Note that our modified definition (5.2–5.3) of discrete exponentials
at criticality is nothing but a particular case of the more general elliptic construc-
tion (5.4–5.5) corresponding to k = 0, k′ = 1, K = π

2 , K ′ = +∞. More precisely,
the limiting form of (5.4–5.5) as δ = 1 and k → 0 is

e(µ | 0 ; v(c), c) = sin 1
2 (µ− αc) = 1

2ie
− i

2αcei
µ
2 · (1− e−iµeiαc),

e(µ | 0 ;u(c), c) = −i · cos 1
2 (µ− αc) = 1

2ie
− i

2αcei
µ
2 · (1 + e−iµeiαc),

which coincides with (5.2–5.3) if e−iµ = − 1
2λ. Thus, we have the identity

e(µ | 0 ;x, x0) = e(−2e−iµ ;x, x0) provided that δ = 1. (5.10)

5.2. Definition and basic properties of the full-plane kernels. In this section
we introduce real-valued spinors

• X1, Xi defined on Υ×;

• G[u], G[v] (where u ∈ Γ◦ and v ∈ Γ•) defined on Υ×[u] and Υ×[v], respectively;

• and the massive Cauchy kernel G(a), where a ∈ Υ×, defined on the double

cover Υ×(a) := Υ×[v(a),u(a)], which can be naturally identified with Υ× except

the two lifts of the corner a itself; see Fig. 6 and Remark 5.7 below.

These spinors satisfy (see Proposition 5.8 below) the propagation equation (2.6),
which allows one to construct massive s-holomorphic functions F1, Fi, G[u], G[v],
and G(a) out of them via Definition 3.1.

For w1, w2 ∈ C such that w1 6= w2, denote

φw1w2
:= arg(w1 − w2), φ̌w1w2

:= 2K
π · φw1w2

.

Also, let o ∈ Γ◦,δ be the closest to the origin vertex of Γ◦,δ. We define

δ−
1
2X1(c) := −ik−1 · e( 4K

π arg ς + 2iK ′ | k ; c, o) , (5.11)

δ−
1
2Xi(c) := −ik−1 · e( 4K

π arg ς − 2K + 2iK ′ | k ; c, o) ; (5.12)

G[u](c) := − (k′)
1
4

2π

∫ φ̌cu+2iK′

φ̌cu−2iK′
e(µ̌ | k ; c, u) dµ̌ , (5.13)

G[v](c) := − i(k
′)

1
4

2π

∫ φ̌cv+2K+2iK′

φ̌cv−2K−2iK′
e(µ̌ | k ; c, v) dµ̌ ; (5.14)

G(a)(c) :=
i

2π

∫ φ̌ca+2iK′

φ̌ca−2iK′

e(µ̌ | k ; c, a)

cd
(

1
2 (µ̌− α̌a) | k

)
sn
(

1
2 (µ̌− α̌a) | k

) dµ̌ ; (5.15)

where the integrals in (5.13–5.15) are computed along straight segments: vertical
in (5.13), (5.15) and ‘diagonal’ in (5.14). Note that the integrands are meromorphic
functions of µ̌, so one only has to specify the homotopy classes of the paths of
integration with respect to the poles of discrete exponentials e(· | k ; c, x0), which
belong to the set Im µ̌ ∈ 4K ′Z due to (5.4–5.6).

It is not hard to see that symmetries of the elliptic functions involved imply that
all the quantities (5.11–5.15) are real. However, note that one can avoid checking
this fact by taking the real part in the above definitions; this operation is obviously
compatible with the propagation equation (2.6) and with asymptotics (5.26–5.30)
discussed below.

We begin by listing several important comments on the definitions (5.13–5.13).
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v

u

z− z+

a

v

u

z− z+

a+

a−

Figure 6. Given a ∈ Υ× (shown as a black triangular node in
the left picture), the double cover Υ×(a) = Υ×[v(a),u(a)] (shown on

the right) can be identified with Υ× except at the lifts of a. We
choose a+ ∈ Υ×(a) so that the branching structure of the two double

covers around the quad z+ is the same, and similarly for a− and z−.

Remark 5.5. Because of (5.7–5.9) and [24, Eq. 22.4(iii)], each of the three inte-
grals in (5.13–5.15) is half the integral over the twice longer (vertical or ‘diag-
onal’) segment, which can be thought of as a period of the twice bigger torus
µ̌ ∈ C/(8KZ + 8iK ′Z) on which the integrand is naturally defined.

Remark 5.6. The fact that the spinors G[u](c), G[v](c) are defined on Υ×[u], Υ×[v],

respectively (and not simply on Υ×) follows from the anti-periodicity (5.8-5.9) of
discrete exponentials in the horizontal direction and the fact that φ̌cu increases by
2K
π · 2π = 4K when c makes a turn around u; see also Proposition 5.8 below.

Remark 5.7. Definition (5.15) of the kernel G(a)(c) does not make sense for c = a;

this corresponds to the fact that the double covers Υ× and Υ×(a) have different

branching structures near a. Let a+ ∈ Υ×(a) (resp., a−) be such that, if one identifies

it with a ∈ Υ×, then the two double covers have the same structure around the
quad z± lying to the right (resp., to the left) of (u(a)v(a)) as in (3.6); see Fig. 6.
To define G(a)(c) for c = a± we choose φa±a so that

φa+a − φv(a)u(a) ∈ (−π, 0), φa−a − φv(a)u(a) ∈ (0, π)

and use the same definition (5.15) with e(µ̌ | k ; a±, a) := 1; it is easy to see that the
result actually does not depend on the above choices of φ̌a+a ∈ (α̌a − 2K, α̌a) and

φ̌a−a ∈ (α̌a, α̌a + 2K). Note that G(a)(a+) = −G(a)(a−) due to [24, Eq. 22.4(iii)].

Proposition 5.8. The spinors (5.13–5.15) satisfy the propagation equation (2.6)
on Υ×[u], Υ×[v] and Υ×(a), respectively; in the latter case one should use the value at a+

(resp., at a−) to recover the equation to the right (resp., to the left) of (u(a)v(a)).
Moreover, for all c ∈ Υ× we have

G[u(c)](c) = G[v(c)](c) = 1 and G(c)(c±) = ±1 ,

independently of k, with conventions 1
2αc = 1

2φcu = 1
2 (φcv + π) used to specify one

of the two layers of corners u ∼ c ∈ Υ×[u] (resp., v ∼ c ∈ Υ×[v]); cf. Remark 5.6.
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Proof. Due to Lemma 5.3, the discrete exponentials c 7→ e(µ̌ | k ; c, x)0 satisfy the
equation (2.6). Therefore so do each of the functions (5.13–5.15) provided that one
can shift the contours of integration used to define its values around a given quad
to the same position, not crossing the poles of the integrands. This follows from
the same considerations as in [40, Theorem 4.2] and [8, Theorem 12].

For u = u(c), applying [24, Eq. 22.14.7] we obtain the identity

G[u(c)](c) = − i

2π

∫ φ̌cu+2iK′

φ̌cu−2iK′
dc
(

1
2 (µ̌− α̌c) | k

)
dµ̌

= − i

2π

∫ 2iK′

−2iK′
dc
(

1
2 µ̌ | k

)
dµ̌ = − i

π
log
(
nc
(

1
2 µ̌ | k

)
+ sc

(
1
2 µ̌ | k

)) ∣∣∣2iK′
−2iK′

.

Note that nc (±iK ′ | k) = 0 and sc (±iK ′ | k) = ±i; see [24, Eq. 22.5.1, 22.4.3].
Thus, the value G[u(c)](c) belongs to the set 1 + 2Z. Since it could only depend
continuously on k, in fact it does not depend on k at all. The concrete value 1 of
the answer can be justified, e. g., by considering the limit∫ 2iK′

−2iK′
dc
(

1
2 µ̌ | k

)
dµ̌ →

∫ i∞

−i∞

dt

cos(t/2)
= 2πi as k → 0 .

The computation for G[v(c)](c) is similar. For G(c)(c+), we get by [24, Eq. 22.13(i)]

i

2π

∫ −0+2iK′

−0−2iK′
dc
(

1
2 µ̌ | k

)
ns
(

1
2 µ̌ | k

)
dµ =

i

π
log sc

(
1
2 µ̌ | k

) ∣∣∣−0+2iK′

−0−2iK′
∈ 1 + 2Z

and, once again, the choice of the value 1 can be justified by considering k → 0. �

5.3. Asymptotics at criticality. Before analyzing the asymptotics of the full-
plane kernels (5.28–5.30) in the massive regime, let us first briefly discuss the de-
generate case q = 0 and δ = 1. Changing the variable λ := −2e−iµ according
to (5.10) (see also [8, Remark 13]), one sees that in this case (5.13) reads as

G[u](c) = − i

2π

∫
(u−c)R+

e(λ ; c, u)

λ
dλ = − i

2π

∫
(u−c)R+

e(2λ ; c, u)

λ
dλ .

The behaviour of these integrals for |c− u| � δ = 1 is governed by the behavior of
the integrands near 0 and ∞ (e. g., see [40] or [19, Appendix]). Note that we have

λ−1e(2λ ; c, u) = λ−1e(2λ ; c, u(c)) · e(2λ ;u(c), u)

= 2ςηc · λ−
1
2 · exp

[
2(c− u)λ+O(λ2) +O(|c− u|λ3)

]
as λ→ 0.

since e(2λ ; v, u) = exp
[
2λ(v − u) +O(λ3)

]
for u ∼ v and thus only the first factor

contributes to the O(λ2) term. A similar computation shows that

λ−1e(2λ ; c, u) = −2ςηc · λ−
3
2 · exp

[
2(c− u)λ−1 +O(λ−2) +O(|c− u|λ−3)

]
as λ→∞. Using the Laplace method as in [40, 19, 26] one obtains asymptotics

G[u](c) = − i
π ·
[
ςηc · (2(u− c))− 1

2 − ςηc · (2(u− c))− 1
2

]
· Γ( 1

2 ) +O(|c− u|− 5
2 )

=
(

2
π

) 1
2 Re

[
ηc · ς(c− u)−

1
2

]
+O(|c− u|− 5

2 )

as |c− u| → ∞. After an appropriate scaling as δ → 0, this reads as

G[u](z) =

(
2

π

)1
2

· ς√
z − u

+O(δ2|z − u|− 5
2 ), z ∈ ♦,
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in terms of the corresponding s-holomorphic functions G[u] associated with G[u] via
Definition 3.1; this is nothing but asymptotics (3.9) for w = u ∈ Γ◦. A similar result
for G[v], with the multiple −iς instead of ς, follows by the duality; see Remark 5.1.

Remark 5.9. A similar analysis at criticality applies to discrete Cauchy kernels

G(a)(c) =
2ieiαa

π

∫
(a−c)R+

e(2λ ; c, a)

1− λ2e2iαa
dλ ,

a degenerate case of (5.15) for q = 0 and δ = 1; see also (5.10). Using the Laplace
method as above one gets the asymptotics

G(a)(c) = 2i
π ·
[
eiαaηaηc · (2(a− c))−1 − e−iαaηaηc · (2(a− c))−1

]
+O(|c− a|−3)

= 2
π · Re

[
ηc · ηa(−iς2)(c− a)−1

]
+O(|c− a|−3)

as |c−a| → ∞ and δ = 1. Again, this results extends to δ → 0 by scaling arguments
and reads as

δ−
1
2G(a)(z) =

2

π
· (−iς2) · ηa

z − a
+O(δ2|z − a|−3), z ∈ ♦, (5.16)

in terms of the corresponding s-holomorphic functions; see Definition 3.1.

5.4. Asymptotics and estimates of discrete exponentials. We start with giv-
ing a proof of the estimate (3.10) for the sub-critical model (i.e., k > 0 and δ = 1
are fixed). We need to show that the full plane kernel G[u](c), u ∈ Γ◦, decays expo-
nentially fast as |c− u| → ∞; the required estimate (3.10) follows by the duality.
Here and below we rely upon the following fact (e. g., see [6, Lemma 17]):

Under condition BAP(θ0), given u and c one can find a (so-called
minimal) nearest-neighbor path u = w0 ∼ w1 ∼ . . . ∼ wn on Λ
with wn ∼ c such that all angles φwj+1wj = arg(wj+1−wj), as well
as φcwn , belong to a segment of length π−2θ0 (which also contains
the direction φcu). We denote by φΛ

cu the midpoint of this segment.

Proof of the estimate (3.10). By construction, the function e(· | k ; c, u) does
not have poles in the strip |Re(µ̌ − φ̌Λ

cu)| ≤ K − θ̌0, which means that one can
replace φ̌cu by φ̌Λ

cu in the definition (5.13) of G[u](c). Note that the function sc (· | k)

is analytic in the strip |Re ž| ≤ 1
2K and periodic in the vertical direction, and that

k′ ·
∣∣sc (ž | k)

∣∣2 = k′ ·
∣∣sc (ž | k) sc (ž ∓K | k)

∣∣ = 1 if Re z = ± 1
2K

due to [24, Eq. 22.4.3] and since ž ∓ K = −ž if Re z = ± 1
2K. Therefore, the

maximum principle gives a simple estimate

ξ := sup
ž:|Re ž|≤ 1

2 (K−θ̌0)

∣∣i√k′ · sc (ž | k)
∣∣ < 1. (5.17)

Due to (5.6), we see that
∣∣e(µ̌ | k ;wn, u)

∣∣ ≤ ξn if Re µ̌ = φ̌Λ
cu. Since |φcwn−φΛ

cu| ≤ π
2 ,

the last factor e(µ̌ | k ; c, wn) is uniformly bounded, which implies that the integrand
in (5.13) is uniformly exponentially small as |c− u| → ∞. �

We now move on to the massive setup q = 1
2mδ → 0, m > 0. The asymptotic

expansions of elliptic parameters via the nome q = exp(−πK ′/K) are, as per [24,
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Eq. 22.2.1–2 and 20.2.1–4]:

k = 4q
1
2 (1− 4q +O(q2)), K = π

2 (1 + 4q + 4q2 +O(q3)),

k′ = 1− 8q +O(q3), K ′ = − 1
2 log q +O(|q log q|).

(5.18)

Similarly to the critical case discussed in the previous section, the main contri-
bution to the integrals (5.13–5.15) comes from neighborhoods of endpoints of the
corresponding segments. It is thus convenient to introduce a shifted variable

ν̌ := µ̌− 2iK ′;

recall also that the periodicity (5.7–5.8) imply that one can compute these integrals
over segments lying in the strip | Im ν̌| ≤ 2K ′ instead of Im ν̌ ∈ [−4K ′, 0].

In terms of the variable ν̌, the definitions (5.4–5.6) read as (see [24, Eq. 22.4.3])

e(µ̌ | k ; v(c), c) = (k′)
1
4 · sd

(
1
2 (µ̌− α̌c) | k

)
= ik−1(k′)

1
4 · nc

(
1
2 (ν̌ − α̌c) | k

)
,

e(µ̌ | k ;u(c), c) = −i(k′)− 1
4 cd

(
1
2 (µ̌− α̌c) | k

)
= −ik−1(k′)−

1
4 dc

(
1
2 (ν̌ − α̌c) | k

)
,

which gives

e(µ̌ | k ;wj+1, wj) = −
√
k′ · nd

(
1
2 (ν̌ − φ̌wj+1wj ) | k

)
(5.19)

for all pairs of neighboring vertices wj ∼ wj+1 on Λ.

Denote

Πq,θ0 :=
{
z = π

2K ž ∈ C : |Re ž| ≤ 1
2K − θ̌0 ,

1
2K
′ ≤ | Im ž| ≤ K ′

}
.

In what follows, we will always have z = 1
2 (ν − φ∗∗) for some φ∗∗ ∈ R. We also

introduce a real variable y ∈ R by requiring that

Im ž = 1
2 Im ν̌ = K ′y ⇔ Im z = 1

2 Im ν = (− 1
2 log q) · y .

It follows from [24, Eq. 22.2.6 and Eq. 20.2.3–4] that

nd (ž | k) =
1 + 2q +O(q4)

1− 2q +O(q4)
· 1− 2q cos(2z) +O(q2)

1 + 2q cos(2z) +O(q2)
if | Im ž| ≤ K ′

since we have | cos(2nz)| ≤ q−ny, which allows to bound by O(q2) the higher (i. e.,
n ≥ 2) terms in the expansions of the Jacobi theta functions θ3,4. Therefore,

√
k′ nd (ž | k) = exp

[
− 4q cos(2z) +O(q2)

]
if z ∈ Πq,θ0 . (5.20)

Note that the map z 7→ 2q cos 2z = q · (e2iz + e−2iz) sends the region Πq,θ0

into the region {ζ ∈ C : | arg ζ| ≤ π
2 − θ0 , q

1
2 − q 3

2 ≤ |ζ| ≤ 1 − q2}. As in the
proof of the estimate (3.10) discussed above, let us now consider a minimal path
u = w0 ∼ w1 ∼ . . . ∼ wn ∼ c, where n � δ−1|c− u|, and apply the estimate (5.20)
to each of the factors (5.19). We see that there exists a constant cst(θ0) > 0 such
that

log
∣∣e(µ̌ | k ; c, u)

∣∣ ≤ −cst(θ0) · q− 1
2 ·m|c− u| (5.21)

as q = 1
2mδ → 0, for all µ̌ = ν̌ + 2iK ′ such that

Re ν̌ = φ̌Λ
cu and K ′ ≤ | Im ν̌| ≤ 2K ′.

(Note also that the last factor e(ν̌+2iK ′ | k ; c, wn) is uniformly bounded for such ν̌.)
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We now move to the analysis of discrete exponentials in the region | Im ν̌| ≤ K ′.
Using [24, Eq. 22.2.6 and Eq. 20.2.3–4] as above, we see that

nd (ž | k) =
1 + 2q +O(q4)

1− 2q +O(q4)
· 1− 2q cos(2z) +O(q4−2|y|)

1 + 2q cos(2z) +O(q4−2|y|)
(5.22)

uniformly in the strip | Im ž| ≤ 1
2K
′ (i. e., |y| ≤ 1

2 ). Since |q cos(2z)| ≤ q1−|y|, this
implies the asymptotics

e(µ̌ | k ;wj+1, wj) = − exp
[
− 4q cos(ν − φwk+1wj ) +O(q3−3|y|)

]
, (5.23)

for all edges wj ∼ wj+1 of Λ, uniformly in the strip | Im ž| ≤ 1
2K
′.

Let u = w0 ∼ w1 ∼ . . . ∼ w2n = u(c) ∼ c, where wj ∈ Λ and n = O(δ−1|c− u|)
be a nearest-neighbor path going from u to c. Using [24, Eq. 22.2.3–9 and 20.2.1–4]
again, one also sees that

cd (ž | k) = cos (z) · exp
[

2q − 2q cos (2z) +O(q2−|y|)
]
, | Im ž| ≤ 1

2K
′,

since |q(1+ 1
2 )2 cos(3z)/ cos z| = O(q

9
4−|y|) and thus the second (and further) terms

in the expansion of the Jacobi theta function θ2 are absorbed into the error term.

It follows from geometric considerations that∑2n−1
j=0 cos(ν − φwj+1wj ) + 1

2 cos(ν − αc) = δ−1|c− u| · cos(ν − φcu)

for all ν ∈ R, which is therefore identically true for all ν ∈ C. Multiplying asymp-
totics (5.23) along the path u = w0 ∼ w1 ∼ . . . ∼ w2n = u(c) and taking into
account the last term

e(µ̌ | k ; c, u(c)) = ik · (k′) 1
4 cd

(
1
2 (ν̌ − α̌c) | k

)
= ik · cos( 1

2 (ν − αc)) · exp[−2q cos(ν − αc) +O(q2−|y|)]

we conclude that

e(µ̌ | k ; c, u) (5.24)

= ik · cos( 1
2 (ν − αc)) · exp

[
− 2m|c− u| cos(ν − φcu) +O(q2−3|y|)

]
= ik · exp

[
− 2m|c− u| cos(ν − φuc)

]
·
(

cos( 1
2 (ν − αc)) +O(q2e

7
2 | Im ν|)

)
as q = 1

2mδ → 0, uniformly over |c− u| = O(1) and provided that µ̌ = ν̌ + 2iK ′ is

such that Im ν̌ = 2K ′y or, equivalently, Im ν = (− log q) · y with |y| ≤ 1
2 .

Remark 5.10. It is easy to see that the estimate (5.21) and the asymptotics (5.24)
remain true if one replaces u ∈ Γ◦ by v ∈ Γ•. However, a slightly more accurate
consideration is required for the contribution of the first step a ∼ u(a) = w0 to the
integrand in the definition (5.15) of G(a), a ∈ Υ×. In this case we have

e(µ̌ | k ;u(a), a)

cd
(

1
2 (µ̌− α̌a) | k

)
sn
(

1
2 (µ̌− α̌a) | k

) = −i(k′)− 1
4 · ns

(
1
2 (µ̌− α̌a) | k

)
= −ik(k′)−

1
2 · (k′) 1

4 cd
(

1
2 (ν̌ − φ̌w0a) | k

)
due to [24, Eq. 22.4.3] and since αa = φv(a)a = φu(a)a − π. This means that

e(µ̌ | k ; c, a) admits a similar asymptotics to (5.24) with the prefactor k2(k′)−
1
2

instead of ik, an additional multiple cos( 1
2 (ν − φu(a)a)) = sin( 1

2 (ν − αa)) and with

the error term O(q2e4| Im ν|) instead of O(q2e
7
2 | Im ν|).
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5.5. Asymptotics of the massive full-plane kernels (5.11–5.15). We are now
ready to compute the required asymptotics of the spinors X1, Xi, Gu, G[v] and G(a).
In order to formulate the result for the latter one, denote

f(z) := (−iς2) · 4|m|e−i arg zK1(2|mz|), f?(z) := 4imK0(2|mz|),

where K1 and K0 are modified Bessel functions of the second kind (see [24, Sec-
tion 10.25]). Also, let

f [η](z) := 1
2 [ ηf(z) + ηf?(z) ] for η ∈ C, (5.25)

this is a special solution of the massive holomorphicity equation ∂f + ς2mf = 0
that behaves like a Cauchy kernel (−iς2)η · z−1 at the origin; cf. (5.16). Let m > 0
be fixed and recall that K = K(k) = π

2 (1 + 2mδ+O(δ2)) as δ → 0; see (5.18). We

claim that the following asymptotics hold as q = 1
2mδ → 0:

δ−
1
2X1(c) = Re

[
ηc · e−2mRe[ς2(c−o)]

]
+O(δ2) , (5.26)

δ−
1
2Xi(c) = Re

[
ηc · ie2mRe[ς2(c−o)]

]
+O(δ2) ; (5.27)

δ−
1
2 G[u](c) = K−

1
2 ·Re

[
ηc · ς

e−2m|c−u|
√
c− u

]
+O(δ2) , (5.28)

δ−
1
2 G[v](c) = K−

1
2 ·Re

[
ηc · (−iς)

e2m|c−v|
√
c− v

]
+O(δ2) ; (5.29)

δ−1G(a)(c) =
2

π
· Re

[
ηcf

[ηa](c− a)
]

+O(δ2) , (5.30)

where (5.26–5.27) are uniform on compact subsets and (5.28–5.30) are uniform
provided that |c−w| = O(1) and |c−w|−1 = O(1), where w = u, v, a, respectively.
More generally, the same asymptotics hold if δ → 0 and q → 0 simultaneously so
that m := 2qδ−1 stays uniformly bounded away from 0 and ∞.

Remark 5.11. Similar asymptotics for m < 0 follow by the duality, which amounts
to exchanging the lattices Γ◦ ↔ Γ•, changing the sign of q and m, and replacing ς
by ±iς; see Remark 5.1. In particular, note that (5.26–5.27) provide, via Defini-
tion 3.1, a proof of Theorem 3.19. Similarly, (5.28–5.29) and Definition 3.1 yield
Theorem 3.16 since K = π

2 +O(q) as q → 0.

Proof of the asymptotics (5.26–5.27). This immediately follows from defini-
tions (5.11–5.12) of the spinors X1, Xi and asymptotics (5.24) of discrete exponen-
tials. Indeed, for ν ∈ R, note that

cos( 1
2 (ν − αc)) = Re[ ηc · ςe−i

ν
2 ] and |c− o| cos(ν − φco) = Re[ e−iν(c− o) ] .

Therefore, (5.24) directly yields (5.26–5.27). �

Proof of the asymptotics (5.28). Recall that, due to periodicity reasons, the
integral in (5.13) is equal to the integral over a shifted segment µ̌ ∈ [φ̌cu; φ̌cu+4iK ′],
i. e., ν ∈ [φ̌cu − 2iK ′; φ̌cu + 2iK ′]. This contour can be deformed, without crossing
the poles of the integrand, to the broken line passing through the points

φ̌Λ
cu − 2iK ′; φ̌Λ

cu − iK ′; φ̌cu − iK ′; φ̌cu + iK ′; φ̌Λ
cu + iK ′; φ̌Λ

cu + 2iK ′.

The contribution of the first and the last (vertical) segments to the integral (5.13) is
stretch-exponentially small as q → 0 due to the estimate (5.21). The contribution
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of horizontal segments at height ±iK ′ is also stretch-exponentially small due to the
asymptotics (5.24) and since |φΛ

cu − φcu| ≤ π
2 − θ0.

Let ρcu := 2m|c− u|. On the middle segment

Re ν̌ = φ̌cu, | Im ν̌| ≤ K ′

the asymptotics (5.24) reads as

e(µ̌ | k ; c, u) = ik · exp
[
− ρcu cosh(Im ν) ] ·

(
cos( 1

2 (ν − αc)) +O(q2e
7
2 | Im ν|)

)
;

Provided that ρcu ≥ cst > 0, this yields the asymptotics

G[u](c) = − (k′)
1
4

2π
· ik · 2iK

π
·
[∫ +∞

−∞
e−ρcu cosh t cos( 1

2 (it+ φcu − αc)) dt+O(q2)

]
,

where t = Im ν and we used the fact the integrand is stretch-exponentially small
in q → 0 outside the segment |t| ≤ K ′ ∼ − 1

2 log q.

The leading term can be evaluated explicitly by writing

cos( 1
2 (it+ φcu − αc)) = cosh( 1

2 t) cos( 1
2 (φcu − αc))− i sinh( 1

2 t) sin( 1
2 (φcu − αc))

and using [24, Eq. 10.32.9 and Eq. 10.39.2], which gives∫ +∞

−∞
e−ρcu cosh t cosh( 1

2 t) dt = (2π/ρcu)
1
2 · e−ρcu . (5.31)

To complete the proof, it remains to note that (see (5.18))

k (k′)
1
4K

π2
·
(
π

m

)1
2

= δ
1
2K−

1
2 · (1 +O(q2)) as q = 1

2mδ → 0

and that cos( 1
2 (φcu − αc))·|c−u|−

1
2 = Re

[
e
i
2αc(c−u)−

1
2

]
= Re[ ηc ·ς (c−u)−

1
2 ]. �

Proof of the asymptotics (5.29). The treatment of G[v](c) only differs in the
computation of the leading term, which we now perform; recall that the asymp-
totics (5.24) and the estimate (5.21) remain true if one replaces u ∈ Γ◦ by v ∈ Γ•.
Instead of the integral∫ φcu+i∞

φcu−i∞
e−ρcu cos(ν−φcu) cos( 1

2 (ν − αc))dν

that gave rise to the leading term in the asymptotics (5.28) we now need to consider
a similar integral computed, e. g., along the broken line

ν ∈ [φcv − i∞ ;φcv] ∪ [φcv ;φcv + 2π] ∪ [φcv + 2π ;φcv + i∞] .

We write this integral as the sum of (a) the integral computed over the vertical
line [φcv − i∞ ;φcv + i∞] that was already evaluated in (5.31), and (b) a similar
integral computed over the contour

ν = φcv + it, where t ∈ Γ := [+∞ ; 0] ∪ [0 ;−2πi] ∪ [−2πi ;−2πi+∞] ;

note that we have

cos( 1
2 (ν − αc)) = 1

2 (e−
t
2 e

i
2 (φcv−αc) + e

t
2 e−

i
2 (φcv−αc)) .
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It follows from [24, Eq. 10.32.12 and Eq. 10.39.1] that∫
Γ

e−ρcv cosh te∓
t
2 dt = ±i

∫ +∞−iπ

+∞+iπ

e ρcv cosh te∓
t
2 dt

= ±2π · I± 1
2
(ρcv) = ±(2π/ρcv)

1
2 · (eρcv ∓ e−ρcv ) ,

which gives∫
Γ

e−ρcv cosh t cos( 1
2 (φcv + it− αc))dt

= (2π/ρcv)
1
2 · (ieρcv sin( 1

2 (φcv − αc))− e−ρcv cos( 1
2 (φcv − αc))) .

The second term cancels out with the contribution (a) of the line Re ν = φcv.
Taking into account the additional factor i in (5.14) as compared to (5.13), we
obtain the following expression for the leading term in the asymptotics (5.29):

K−
1
2 · sin( 1

2 (αc − φcv))|c− v|−
1
2 · e2m|c−v| +O(δ2) .

It remains to note that

sin( 1
2 (αc − φcv))|c− v|−

1
2 = Im

[
ς ηc · (v − c)−

1
2

]
= Re

[
ηc · (−iς)(v − c)−

1
2

]
. �

Proof of the asymptotics (5.30). Due to Remark 5.10, the integrand in the
definition (5.15) behaves similarly to the integrand in (5.13). Following the same
lines as in the proof of (5.28) we obtain the asymptotics

G(a)(c) =
i

2π
· k2(k′)−

1
2 · 2iK

π
·
[∫ +∞

−∞
e−ρca cosh t V (t)dt+O(q2)

]
,

where ρca = 2m|c− a| and

V (t) = sin( 1
2 (φca + it− αa)) · cos( 1

2 (φca + it− αc))
= 1

2 cosh t · sin(φca − 1
2 (αa + αc)) + i

2 sinh t · cos(φca − 1
2 (αa + αc))

+ 1
2 sin( 1

2 (αc − αa)).

Using [24, Eq. 10.32.9] we get∫ ∞
−∞

e−ρ·cosh t V (t)dt = K1(ρca) sin(φca − 1
2 (αa + αc)) +K0(ρca) sin(1

2 (αc − αa))

= −K1(ρca) · Im[ e−iφca · ς2ηcηa ] +K0(ρca) · Im[ ηcηa ]

= −Re
[
ηc · (ηa · (−iς2)e−iφcaK1(ρca) + ηa · iK0(ρca)

)]
= −Re

[
ηc · (2m)−1f [ηa](2m|c− a|) ],

see definition (5.25) of the massive Cauchy kernel f [η]. Finally, it easily follows
from (5.18) that

k2(k′)−
1
2K

π2
=

8q

π
· (1 +O(q2)) =

4mδ

π
· (1 +O(δ2)),

which completes the computation. �
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[17] Dmitry Chelkak, Clément Hongler, and Rémy Mahfouf. Magnetization in the zig-zag layered
Ising model and orthogonal polynomials. arXiv e-prints, page arXiv:1904.09168, April 2019.
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