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 Scale-up of the considered plant predicted to reach exergy efficiency around  24% 

 Unit cost of produced exergy of 28.31 $/GJ obtained in the case of waste heat utilisation 

 

 

 

A B S T R A C T 

 

 
A low-temperature heat driven ammonia-water combined absorption cycle is studied in this paper from a thermodynamic and 

exergoeconomic point of view. The work is based on an absorption chiller prototype to which a partial admission turbine has been added 
in parallel to the cooling production line for the production of electricity. 

First, the performance of the pilot plant is analysed in the design point and in a base case characterised by a hot source temperature of 

100 °C, intermediate source temperature of 25 °C and cold source temperature of 10 °C.  Exergoeconomic performance is assessed for two 
different cost of the fuel thermal input. Being the small scale of the plant very penalising, the scale-up of the plant to a size 25 times bigger 

is evaluated. Unit cost of products in this case is strongly reduced, mainly because of the constant cost and increased efficiency of the 

turbine.  
Parametric studies are carried out on the temperature of the sources and on the size of components to assess how these parameters influence 

the performance of the cycle. Finally, an optimisation aiming at minimizing the unit cost of products is performed on the size of heat 

exchangers for the base case working point and fixing constant the size of the turbine. The optimised cycle layout allows reaching a unit 
cost of produced cooling of 10.14 $/GJ (0.036 $/kWh) and a cost of produced electricity of 40.45 $/GJ (0.145 $/kWh) if the cost of the 

thermal input is neglected. When a thermal input cost of 15 $/GJ is considered, the calculated cooling and electricity cost are 66.7 $/GJ 

(0.24 $/kWh) and 106.8 $/GJ (0.384 $/kWh) respectively. In both cases the optimal vapour split ratio between cooling and power production 
lines is found to be around 0.47. 

 

 

1. Introduction 

In recent decades, a growing attention has been paid by the international community to environmental issues and 

climate change. Concerns extend to all sectors, including the production of cooling and electricity. Increase of the 

population and development of the global economy have driven a steep increase in space-cooling needs: worldwide 

demand in 2016 tripled with respect to 1990 values and is expected to further triple between 2016 and 2050 [1]. 

In these circumstances, the use of cooling technologies activated by low grade heat has attracted great interest 

[2][3]. In particular, thermodynamic cycles enable a cost effective and proven way to convert heat into cooling. 

Thermally driven cooling systems include absorption[4], adsorption[5], desiccant systems using solids [6] and 

liquids [7], ejector-compression systems [8] and hybrid systems [9]. 

These systems consume very little electricity resulting in fewer climate-changing gas emissions and therefore their 

increased adoption is a key to improve the sustainability of cooling.  

Absorption systems [4] are very well suited for the recovery of thermal energy as they replace the mechanical 

vapour compression of standard air conditioners by thermochemical compression. The circulation pump in such 
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systems consumes a modest amount of electricity and they can use any type of thermal source as the main driver, 

in particular renewable sources (e.g. solar) or waste heat. 

 
Nomenclature      

    Subscripts and superscripts 

Letter symbols    a absorber 
A section [m2]  c condenser 

c cost per unity of exergy [$.J-1]  cooling cooling 
𝐶 absolute velocity [m. s-1]  CH chemical 
�̇� cost rate [$.s-1]  CI capital investment 
cp heat capacity [W.m-2K-1]  cv control volume 
ex specific exergy [J.kg-1]  d desorber 

𝐸�̇� exergy flow rate [W]  D destroyed 

f exergoeconomic factor [-]  e evaporator, energy 

h specific enthalpy [J.kg-1]  eff effective  

ir interest rate [-]  ele electric 

Ja Jakob number [-]  ex exergetic 

k constant, component   F fuel 
K overall heat transfer coefficient  [W.m-2K-1]  fr friction 

L latent heat  [J.kg-1]  gen generator 
M molar mass [kg.mol-1]  id ideal 

�̇� mass flow rate [kg.s-1]  i inlet 

n system lifetime [years]  is isentropic 
P pressure [P]  I first principle 

�̇� thermal power [W]  KN kinetic 
R ideal gas constant [J. K-1 mol-1]  L loss 

Ren energetic ratio [-]  lk leaking 
rs split ratio [-]  lm logarithmic mean 
s specific entropy [J. K-1. kg-1]  LF limiting fluid 

S heat exchangers area  [m2]  liq liquid 
T temperature [K]  max maximum 

U rotational speed  [m. s-1]  mech mechanical 
W specific work [J.kg-1]  min minimum 
�̇� mechanical/electrical  power [W]  net net 
x ammonia mass fraction [-]  NLF non-limiting fluid 

Y 
rate of exergy destruction (loss ) 
to total fuel exergy 

[-] 
 o outlet 
 OM operating and maintenance 

Y* 
rate of exergy destruction (loss ) 
to total exergy destruction 

[-] 
 p pump 
 P product 

Z capital cost [$]  pa partial admission 

�̇� capital cost rate [$.s-1]  pass passage 
    PH physical 

Greek letters    prod products 
γ maintenance factor [-]  PT potential 
γa adiabatic index [-]  Q thermal 
Δ variation   refvalv refrigerant throttling valve 
ε heat exchangers effectiveness [-]  sat saturated  

η efficiency [-]  shx solution heat exchanger 

ω rotational speed [rpm]  sol solution  
ρ density [kg.m-3]  solvalv solution throttling valve 
τ operating hours [h]  species species 
    sub subcooler 

Acronyms    sh superheater 
APC absorption power and cooling   t turbine 

CEPCI chemical engineering plant cost index  th thermal 

COP coefficient of performance   throat throat 

CRF capital recovery factor   tot total conditions 

H2O water   u tangential  
HTF heat transfer fluid   vap vapour 

NH3 ammonia   w work 
NTU number of transfer units   0 reference state 

ORC organic Rankine cycles   1,2,.. system state points 
O&M operating and management      

SI international system       
UCOPE unit cost of produced exergy [$.GJ-1]    

 

 

Research has focused on improving the performance of thermal cooling systems by combining power cycles, such 

as the Kalina cycle [10] or the Rankine cycle [11], with absorption cycles (APC) to produce both cooling and 

power using only one heat source rather than coupling two cycles in cascade. This can lead to an increased system 
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efficiency and more effective usage of the heat source [12], as well as the mutualisation of components for vapour 

generation, condensation, pumping, etc. 

 

The most commonly used absorbent-absorbate working pair in APC cycles is ammonia-water (NH3-H2O) [13]. 

This working pair has several advantages including very good thermophysical properties (e.g. ammonia’s very 

high latent heat of 1226 kJ/kg [8] leading to compact machines), no crystallization, broad operation range and 

possibility to reach sub-zero temperatures [14]. Ammonia is a natural fluid not harmful to the environment [15],  

having  a global warming and an ozone depletion potential of zero [8]. Furthermore, the use of binary mixtures, 

recently practised also in ORCs [16], has been reported to achieve high conversion efficiencies [17] thanks to an 

improved thermal matching with heat sources and sinks, reducing exergetic losses with respect to traditional heat 

exchange processes [18]. 

 

Two main types of architectures are distinguished in literature: series [19][20] and parallel [21][22] architectures. 

The former generally privilege the production of electricity while the latter offer more flexibility between the two 

production modes. More details regarding the two architectures are given by Ayou et al. [13].  

Goswami at al. [23] proposed the first combined dual pressure power and cooling cycle combining a Rankine cycle 

and an absorption refrigeration cycle in series. Hasan at al. [24] performed the optimization of the same cycle from 

the perspective of the second law of thermodynamics. The authors obtained a maximum second law efficiency of 

65.8 % at 147 °C heat source temperature while the maximum irreversibility was found to take place in the absorber 

(44% of total irreversibility) with the rectifier and the solution heat exchanger also contributing significantly (16% 

and 24 % respectively). Zare et al. [25] conducted a thermoeconomic optimization of the Goswami cycle  obtaining 

a 18.6% and 25.9% reduction in the sum of the unit cost of the system products compared to the cost of the cycle 

products obtained through at the cycle optimized from the first and second law of thermodynamics viewpoint 

respectively. 

Zhang et al. [26] studied the possibility of producing refrigeration and power by arranging a Rankine cycle in 

parallel with an absorption refrigeration cycle. The cycle had a good thermal performance, with energy and exergy 

efficiencies of 27.7% and 55.7%, respectively, for the base-case studied (having a maximum cycle temperature of 

450°C). Wang et al. [22] proposed a new combined power and ejector–absorption refrigeration cycle combining 

the Rankine cycle and the ejector–absorption refrigeration cycle, to produce both power and refrigeration output 

simultaneously. The introduction of an ejector between the rectifier and the condenser, provided a performance 

improvement without greatly increasing the complexity of the system. For 25 bar pressure and 285 °C temperature 

at inlet of the turbine and 1.2 bar pressure and 96 °C temperature at the exit of the turbine, thermal and exergy 

efficiencies of the system were 20.97% and 35.77% respectively. 

Sun et al. [27] investigated an ammonia-water based system for power and cooling cogeneration using mid/low 

temperature heat source in which the high-temperature portion of waste heat is used for power generation, whereas 

the low-temperature part is used for refrigeration. In addition, the exhaust heat of the power subsystem is recovered 

by the refrigeration subsystem. Compared with separate power and refrigeration systems, the proposed system 

consumed 17.1% less heat with the same output.  

Mendoza et al. [28] focused their research on the integration of a scroll expander in an absorption cycle in parallel  

to the refrigeration line for the simultaneous production of cooling and power. Parametric cycle study was 

performed using three different working fluids, LiNO3, NaSCN and ammonia-water, showing that exergy 

efficiency and first law efficiency (43% and 11% respectively) decrease when increasing the power production 

of the cycle. Villada et al. [29] compared the Goswami cycle with the parallel single-stage combined absorption 

cycles studied by Mendoza. It was concluded that, if the main objective is the power production, the Goswami 

cycle offers the best first and second law efficiencies, while, if the main interest is the production of cooling, 

parallel architectures are the best option despite relatively lower efficiencies. 

Mohmoudi and Kordlar [30] proposed the combination of a Kalina cycle with a double effect absorption cycle 

for harvesting  geothermal energy. The cycle was optimized for both maximum exergy efficiency and minimum 

total product cost showing that in the second case the total product unit cost is around 17 % lower than in the first, 

with a highest exergy efficiency found of 34.8% and minimum cost of products obtained of 24.5 $/GJ respectively. 

The same authors performed and exergoeconomic analysis of the combination of an absorption chiller and an 

organic Rankine cycle showing that designing the cycle to achieve minimum total product unit cost resulted in 

total product unit cost 20.4% and 24.3% lower than one maximising first law and second law efficiency 

respectively. Results also indicated that priority components for modification were the turbine, condenser and 

absorber. 

Shokati et al. [31] investigated two different configuration of a double effect absorption refrigeration/Kalina 

cogeneration cycle for the recovery of heat from high temperature heat sources. Seyfouri [32] analysed a 
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cogeneration system consisting of an organic Rankine cycle and a hybrid GAX cycle using geothermal hot water 

at 133 °C to produce power and cooling at -50 °C.  A maximum exergy efficiency of 42.8% with a total unit 

product cost of 4.19 $/GJ was obtained. 

 

The above review highlights the interest of combining cooling and power generation systems. However, it should 

be noted that the performance of these systems still needs to be improved as they often remain bulky, heavy and 

more costly than conventional systems [33]. Exergoeconomics (also known as thermoeconomic), combining 

thermodynamic analysis with economic analysis [34], has emerged in this respect, as one of the best scrutinizing 

tools to assess and optimise the performance of these cycles for a given application.  

While several exergoeconomic analyses have been performed on combined power and cooling cycles, most of 

them are generally limited to high heat source temperatures [31][35] or complex architectures [36]. The present 

work investigates a low-temperature heat driven absorption cooling and power (APC) production system with a 

parallel architecture, using the ammonia-water mixture, with a focus on space cooling (around 10 °C). 

The originality of the study is threefold. First, the work is based on an existing absorption combined cooling and 

power pilot plant [37] characterised by the presence of novel combined desorber and a partial admission impulse 

turbine. The combined desorber allows both the desorption and purification of the ammonia vapour, thus avoiding 

the need of a separated rectifier and simplifying the architecture of the cycle. On the other hand, the micro-turbine 

allows to produce electrical power also at the prototype scale. 

The second novelty is related to the modelling of the components: unlike most similar available studies from 

literature which are based on simplified representations of heat exchangers and turbine (e.g. fixed heat exchangers 

temperature pinches and isentropic turbine efficiency), in this work detailed physical models of the components 

adjusted on experimental data from the prototype are used. Finally, feedback and experimental data from the pilot 

plant allowed access to accurate data concerning components cost.  

The prototype set-up and the previously developed absorption chiller [38] and turbine [39] models are described 

briefly in Section Erreur ! Source du renvoi introuvable.. Subsequently, the energy and exergy performance of the 

pilot plant is analysed through parametric studies and exergoeconomic parameters are evaluated based on the 

methodology detailed in [34].  An exergoeconomic analysis of the combined plant is then performed with the 

objective of understanding the cost formation process within the plant and how costs can be divided between the 

two products: cooling and power output.  An evaluation of the scale-up of the plant is carried out for a base case 

working point, representative of a refrigeration application, to assess economic attractiveness of the application 

and thermodynamic and exergoeconomic performance change with plant size. 

Finally, fixing the size of the turbine and the solution mass flow rate, an optimisation of the heat exchangers area 

is carried out for the scaled-up plant working in the base case conditions to minimize the unit cost of exergy of the 

products. 
 

 

2. Description of the cycle  

2.1. Cycle architecture 

The APC cycle under investigation is shown schematically in Fig. 1. The functioning is based on an ammonia-

water absorption machine with an expander coupled in parallel to the cold production circuit. The ammonia rich 

liquid solution at the absorber outlet (point 1) is pumped into the desorber where a supply of thermal power 

�̇�𝑑 allows the partial desorption of ammonia vapour. It should be noted that the hot temperature heat transfer fluid 

is firstly used to superheat the vapour entering the turbine and then to supply power to the desorber.  

A second line comprising an expansion valve returns the poor solution to the absorber. The solution heat exchanger 

preheats the rich solution before it enters the desorber. The refrigerant vapour (almost pure in ammonia) produced 

at the desorber (point 7) is divided between the cooling (point 8) and the electricity production lines (point 14). 

 

On the electricity production line, a superheater increases the vapour temperature before it enters the turbine in 

order to avoid condensation during expansion and increase the mechanical power production efficiency. The 

superheated steam enters the turbine where mechanical work is produced.  

 

On the cold production line, the refrigerant vapour condenses through the exchange of thermal power with an 

intermediate temperature source. Before cooling the cold source at the evaporator, the fluid is expanded in a valve 

to reach the low pressure. A sub-cooler is used to pre-cool the refrigerant before it expands using the fluid coming 

out from the evaporator. The flows of the cooling (point 13) and electrical power production lines (point 16) mix 
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and are finally absorbed in the poor solution through cooling by an intermediate temperature source (generally the 

same used in the condenser). 

 

 
Fig. 1. Schematic of the combined cooling and power (APC) cycle. 

 

2.2. Experimental pilot plant 

The study is based on an existing absorption chiller device developed at CEA INES [38].  The prototype (shown 

in Fig. 2) is a thermally driven single-effect ammonia-water absorption chiller of 7 kW cooling capacity designed 

for solar cooling applications with the goal of testing innovative architectures [40]. 

The chiller is composed of six plate falling-film heat exchangers, the four main ones being external heat and mass 

exchangers: desorber, absorber, evaporator and condenser. The others are two internal heat exchangers needed to 

improve the performance of the cycle: the solution heat exchanger and the subcooler. 

 

 

 
Fig. 2. Picture of the prototype of the NH3/H2O combined cycle with a focus on key components: turbine 

(left) and combined desorber (right). 
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The desorber, a newly developed combined component [41] is also based on the falling film technology. This heat 

exchanger (right side of Fig. 2) is composed of a lower part where vapour is generated exchanging heat with the 

hot source, and an adiabatic upper part which purifies the desorbed vapour by partial reabsorption of the water in 

the ammonia-water solution entering the exchanger. The combination of the heated and adiabatic sections makes 

it possible to replace two plate heat exchangers used for the desorber and the rectifier as well as two associated 

phase-separation bottles with only one component, thus helping to reduce costs and overall dimensions [42]. 

 

The temperatures and the mass flow rates of the HTFs (the external heat transfer fluids) and the rich solution mass 

flow rate are the only available control parameters of the pilot plant [38]. The design values and variability range 

for these parameters are shown Table 1.  

 

Table 1. Design values for components of the absorption machine. Inlet/outlet values are shown for heat 

exchangers HTF temperatures. 

  Evaporator Condenser Absorber Desorber 

Temperature 

[°C] 

Nominal 18/13 27/32 27/32 95/90 

Minimal 10/5 23/28 23/28 85/80 

Maximal 22/17 31/36 31/36 106/101 

Pressure 

[bar] 

Nominal 7 12 7 12 

Minimal 5 11 5 11 

Maximal 8 14 8 14 

HTF Mass flow rate [kg/h] Nominal 1100 1200 1200 1600 

Power [kW] Nominal 7 7 9 10 

 

 

The geometry of the stainless steel corrugated heat exchangers of the cycle is given in Table 2. As shown, the 

surface of the adiabatic upper part allowing the purification of the vapour is about 35 % of the surface of the vapour 

generating lower part (exchanging heat with the hot source). 
 

 

Table 2. Dimensions of the heat exchangers of the cycle. 

 Absorber Condenser 
Desorber heated 

(adiabatic) part 
Evaporator 

Solution Heat 

Exchanger 
Subcooler 

Plate width  [mm] 96  111  320 (100) 111  72  72  

Plate length [mm] 668 310 150 (90)  310  187  187  

Plate thickness [mm] 0.5  0.5  6 (0.8)  0.5  0.5  0.5  

Number of plates [-] 16 40 16 (28) 24 25 20 

Total surface [m2] 0.89  1.30  0.67 (0.23)  0.75  0.31  0.24  

 

 

The integration in the loop of an expander was investigated for the production of electricity [39]. Given the small 

ammonia mass flow rate involved (around 20 kg/h) and the limited pressure drop available, the expander selection 

process leads to the choice of a partial admission axial turbine. 

The schematic diagram of the partial admission supersonic impulse axial turbine is shown on the left side of Fig. 

2. The turbine, designed for an inlet pressure of 16 bar and an outlet pressure of 4 bar, is characterised by 27 rotor 

blades but a distributor composed of a single converging-diverging injector. The choice of a partial admission 

expander allows avoiding excessively small and unfeasible dimensions or too high and impracticable rotational 

speed at the cost of increased partial admission losses. 

The electricity production line is completed by the presence of a superheater of a maximal power of 1 kW. It 

should be noted that, since the vapour is cooled and purified by the rich solution in the adiabatic part of the desorber 

(Fig. 2), its temperature at outlet (T7) is close to that of the solution at inlet (T3). The goal of the superheater is 

hence to superheat the vapour up to the hot source temperature.  
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3. Thermodynamic analysis 

3.1. Numerical model of the cycle 

A numerical model of the absorption cycle previously introduced was developed in EES (Engineering Equation 

Solver) and adjusted on experimental results as detailed in a previous work [38]. The correlations proposed by 

Ibrahim and Klein [43] were used to calculate the thermodynamic properties of the ammonia-water mixture 

because of their good agreement with experimental data. For each component, the energy and mass conservation 

equations were formulated in the steady state assumption based on the description in [4]. It is assumed that the 

mixture is saturated at the outlet of condenser and desorber. Considered the specificity of the desorber presented 

previously, in ideal conditions, the refrigerant vapour at outlet reaches the same temperature as the solution at the 

inlet and its concentration is that of saturated vapour at the inlet temperature of the rich solution 𝑇3. The conditions 

of the poor solution at the outlet can then be calculated through an energy balance on the desorber [38]. 

The isentropic efficiency of the pump was considered equal to 80% [37], expansions in valves are considered 

isenthalpic and pressure drops as well as thermal losses are neglected. 

Each exchanger of the absorption chiller was experimentally characterised using either an efficiency or a 

temperature pinch with respect to the HTF, comparing the actual performance of exchangers with that of ideal 

components. These parameters were modelled using three dimensionless numbers: the energetic ratio 𝑅𝑒𝑛, the 

number of transfer units 𝑁𝑇𝑈 and the Jakob number 𝐽𝑎 as detailed in [38]. 𝑅𝑒𝑛 is defined as the ratio of the 

maximum power transferable to the non-limiting fluid over the maximum power transferable to the limiting fluid 

in the exchange: 

Ren =  
Q̇NLF,max

Q̇LF,max

 (1) 

The number of transfer units NTU is a dimensionless parameter characterizing the rate of heat transfer in counter-

current exchangers. It is defined as the ratio of the product of the heat transfer coefficient 𝐾 and the exchange 𝑆 

surface to the smallest heat capacity rate between the two fluids [44]: 

NTU =  
K⋅S

(ṁ ⋅Cp)𝑚𝑖𝑛
 (2) 

 

The global heat transfer coefficient K considers both convective transfers between falling film and plate and 

between the HTF and plate and conduction across the absorber plate. The HTF side heat transfer coefficient is 

calculated with a correlation developed for corrugated plates with a Reynolds number value between 50 and 14,600 

[45], while the convective heat transfer coefficient between the falling film and the cooling plates is calculated 

with the Wilke’s correlation [46]. 

The Jakob number (𝐽𝑎) is a dimensionless number defined here as the ratio of the solution sensible heat to the 

latent heat released during the liquid vapour phase change: 

  Ja =  
ρsol.cpsol.(THTF,i− Tliq,sat)

ρvap.L
 (3) 

 

Where ρsol , cpsol and 𝐿 are the density, specific heat and latent heat of vaporization of the entering solution, THTF,i 

is the temperature of the HTF at inlet and T𝑙𝑖𝑞,𝑠𝑎𝑡  is the temperature of the saturated liquid at the inlet at the given 

pressure and concentration.  Table 3 shows the semi-empirical correlations used to model each effectiveness.  

 

Table 3. Effectiveness and temperature pinch correlation used for each component. 

Component Effectiveness Correlation 

Absorber 
Thermal effectiveness 𝜀𝑡ℎ,𝑎 = 1 − 𝑒𝑥𝑝 (−9.2 ⋅ 10−3  ⋅ 𝐽𝑎𝑎

0.4 ⋅ 𝑁𝑇𝑈𝑎
1.5 ⋅ 𝑅𝑒𝑛,a

−0.72) 

Mass effectiveness 𝜀𝑚𝑎𝑠𝑠,𝑎 = 1 − 𝑒𝑥𝑝 (−9.1 ⋅ 10−4  ⋅ 𝐽𝑎a
0.4 ⋅ 𝑁𝑇𝑈𝑎

1.5 ⋅ 𝑅𝑒𝑛,a
−0.92) 

Condenser Temperature pinch  𝛥𝑇𝑐 = (𝑇8 − 𝑇𝑐𝑖) ⋅ 𝑒𝑥𝑝 (−6.2 ⋅ 10−1  ⋅ 𝑁𝑇𝑈𝑐
0.2 ⋅ 𝑅𝑒𝑛,e

0.3) 

Desorber 
Thermal effectiveness 𝜀𝑡ℎ,𝑑 = 1 − 𝑒𝑥𝑝 (−6.0 ⋅ 10−3  ⋅ 𝐽𝑎d

1 ⋅ 𝑁𝑇𝑈d
1.5 ⋅ 𝑅𝑒𝑛,d

0.5) 

Species effectiveness εspecies,d = 1 − 𝑒𝑥𝑝(−2.3 ⋅ 10−1  ⋅ 𝐽𝑎d
1.3 ⋅ 𝑁𝑇𝑈d

−0.5 ⋅ 𝑅𝑒𝑛,d
0.3) 

Evaporator Temperature pinch  𝛥𝑇𝑒 = (𝑇𝑒𝑖 − 𝑇11) ⋅ 𝑒𝑥𝑝 (−7.2 ⋅ 10−2  ⋅ 𝑁𝑇𝑈𝑒
0.7 ⋅ 𝑅𝑒𝑛,e

1) 

Solution heat exchanger Thermal effectiveness 𝜀𝑡ℎ,𝑠ℎ𝑥 = 1 − 𝑒𝑥𝑝 (−6.3  ⋅ 10−1 ⋅ 𝑁𝑇𝑈shx
0.88 ⋅ 𝑅𝑒𝑛,shx

0.5) 

Subcooler Thermal effectiveness 𝜀𝑡ℎ,𝑠𝑢𝑏 = 1 − 𝑒𝑥𝑝 (−5.4 ⋅ 10−2 ⋅ 𝑁𝑇𝑈𝑠𝑢𝑏
1.8 ⋅ 𝑅𝑒𝑛,sub

2.2) 

 

Thermal effectiveness measures the ratio of power exchanged by the component to the power exchanged by an 

ideal component. Mass effectiveness is the ratio of absorbed vapour with respect to the vapour mass flow rate 
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absorbed by an ideal absorber. Species effectiveness measures the purity of the ammonia vapour with respected to 

the maximum purity attainable with an ideal combined desorber. 

Results of the model show very good agreement with experimental, with an average error of 2.4% and 5.4% for 

the predicted COP and cooling power output respectively (Table 6 in reference [38]). 

The model developed takes into account the size of the components, making it possible to perform parametric 

analysis on how their area influences the performance of the cycle and to investigate the scale-up of the plant. 

A compressible 1D model of the turbo-expander [47] was also developed in EES and added to the absorption cycle 

model. The model takes into account the behaviour as a real-gas mixture of the working fluid and includes a 

description of the expansion occurring in the supersonic injector. It is important to highlight that, since the injector 

of the turbine is a supersonic nozzle, the treated mass flow rate in chocking conditions only depends on upstream 

conditions, and in particular is linearly dependent on the total inlet pressure. As a reminder, for an ideal gas 

(characterised by an adiabatic index γ𝑎) entering an injector of minimum section 𝐴𝑡ℎ𝑟𝑜𝑎𝑡 with a total inlet pressure 

and temperature of 𝑃𝑖,𝑡𝑜𝑡 and 𝑇𝑖,𝑡𝑜𝑡 respectively, the maximum mass flow rate treated in choking conditions can be 

written as (SI units):   

  �̇�𝑚𝑎𝑥 =  
𝑃𝑖,𝑡𝑜𝑡∙𝐴𝑡ℎ𝑟𝑜𝑎𝑡

√R∙𝑇𝑖,𝑡𝑜𝑡
∙ √γ𝑎 ∙ (

2

γ𝑎+1
)

γ𝑎+1

γ𝑎−1
 (4) 

The developed model taking into account real-gas behaviour, mass flow rate maximization is used to calculate the 

mass flow rate treated by the turbine [48]. Two isentropic efficiencies were considered for the expansion taking 

place in the nozzle and the recompression from the injector outlet to the rotor inlet. An energy balance allows then 

calculating the entry speed into the rotor. This is used to find the ideal work 𝑊t,id exchanged by the fluid with the 

moving blades using Euler’s equation [49]: 𝑊t,id = 𝑈 ⋅ (𝐶u,1 − 𝐶u,2). The turbine’s velocity triangle is shown in 

Fig. 2, where 𝑈 indicates the rotational speed of the turbine,  𝐶u,1 and 𝐶u,2 are the tangential component of the 

absolute flow velocity at the inlet and outlet of the rotor respectively. In the model, the approach was chosen of 

subtracting loss terms from the theoretical work that can be produced from the rotor inlet kinetic energy. In 

particular, 4  loss terms within the rotor were considered, their expression taken from literature adjusting 

coefficients on CFD simulation performed on the turbine [39]: 

 passage loss Δhpass, due to fluid dynamic friction in mobile blades and non-optimal incidence angle of the 

jet incoming to the rotor blades 

 friction loss Δhfr, due to the resistance to motion encountered by the vaneless surfaces of the rotor  

 leaking loss Δhlk,  due to leaking of the working fluid outside the active blade channels not performing work 

 partial admission loss Δhpa  

 

Full admission turbines generally have higher efficiencies than partial admission turbines, but in circumstances 

that do not permit full admission such as for very low mass flow rates, partial admission turbines are used. 

However, when turbines have a high degree of partial admission, related loss can become the major source of loss 

[50][51].  

The isentropic efficiency of the expander is then calculated as follows:  

𝜂𝑖𝑠,𝑡𝑢𝑟 =  
𝑊t,id −    𝛥ℎ𝑝𝑎𝑠𝑠 −   𝛥ℎ𝑓𝑟 −  𝛥ℎ𝑙𝑘 −  𝛥ℎ𝑝𝑎  

𝛥ℎ𝑖𝑠

 (5) 

 

where 𝛥ℎ𝑖𝑠 is the available isentropic enthalpy drop. Results of the turbine model show a mean average error with 

respect to CFD results lower than 7% [39]. Since partial admission losses depend on the partial admission ratio 

(i.e. the ratio of active to total blades), when the number of injectors is increased, the efficiency of the turbine 

increases as well.  

 

The superheater integrated in the pilot plant is electric resistance heater. This choice guarantees a better control of 

the plant during the experimental campaign but would not be a suitable option for a real machine, particularly for 

larger plant sizes. Hence, the superheater is also modelled as a plate heat exchanger, but a fixed overall heat transfer 

coefficient 𝐾 of 300 𝑊/𝑚2𝐾 [52] is considered. The calculation of the superheater area, needed for cost 

estimation, is performed using the LMTD (logarithmic mean temperature difference) method [53]: 

𝑆𝑠ℎ =
�̇�𝑠ℎ

K𝑠ℎ ∙ ∆T𝑙𝑚

 (6) 

 



 
9 

 

where ∆T𝑙𝑚 represents the mean temperature difference between the HTF and the working fluid. The hot 

temperature HTF is assumed to first to feed the superheater and then enter the desorber. Hence the superheater 

HTF mass flow rate is equal to the desorber HTF mass flow rate, T𝑠ℎ,𝑖 is equal to the available hot source 

temperature and T𝑑,𝑖 =  T𝑠ℎ,𝑜. 

More details about the absorption chiller and turbine models are available in references [38] and [39]. 

3.2. Exergy analysis  

The method of exergy analysis provides insights that may elude a purely first principle analysis, enabling the 

identification of the irreversibility occurring in a system as well as the evaluation of their magnitude [34]. 

Exergy is the maximum theoretical useful work obtainable from a system of interest interacting to equilibrium 

with an idealized system called environment [54] (here T0 = 25 °C and P0 = 1.013 bar). Unlike energy, exergy is 

not generally conserved and can be destroyed by thermodynamic irreversibility. Considering a steady state control 

volume, the exergy balance states that the rate at which exergy is transferred into the control volume cannot be 

smaller than the rate at which exergy is transferred out, the difference being the destroyed exergy �̇�𝑥𝐷: 

∑(�̇�𝑥𝑖,𝑗

𝑗

 +  �̇�𝑥𝑄,𝑖,𝑗) =  ∑(

𝑗

�̇�𝑥𝑜,𝑗 + �̇�𝑥𝑄,𝑜,𝑗) +  �̇�𝑐𝑣 + �̇�𝑥𝐷   (7) 

�̇�𝑥𝑄,𝑗 is the thermal exergy, associated to heat transfer out or into the control volume and defined as:  

�̇�𝑥𝑄,𝑗 = (1 −
𝑇0

𝑇𝑗

) ∙ �̇�𝑗   (8) 

�̇�𝑐𝑣  represents the rate of energy transfer of work other than flow work and �̇�𝑥𝑖  and �̇�𝑥𝑜 are exergy transfer rates 

at inlet and outlet. In the absence of nuclear, magnetic, electrical and surface tension effects, they can be divided 

into four components [34]: physical exergy 𝐸𝑥𝑃𝐻, chemical exergy 𝐸𝑥𝐶𝐻, kinetic exergy 𝐸𝑥𝐾𝑁 and potential 

exergy 𝐸𝑥𝑃𝑇. Kinetic and potential exergy are usually neglected [55] and therefore the total exergy of a stream 

becomes the sum of physical and chemical exergy [33]:  

�̇�𝑥 =  �̇� ∙ 𝑒𝑥 = �̇�𝑥𝑃𝐻 + �̇�𝑥𝐶𝐻 (9) 

The physical exergy is associated to the temperature and pressure of a stream of matter and is given by the 

following expression:  

�̇�𝑥𝑃𝐻 =  �̇� ∙ 𝑒𝑥𝑃𝐻 =  �̇� ∙ [ ( ℎ − ℎ0) − 𝑇0 ∙ ( 𝑠 − 𝑠0)] (10) 

Physical exergy does not take into account the exergy component associated to the departure of the chemical 

composition of a system from that of the environment, which can be evaluated through chemical exergy. The 

calculation of chemical exergy based on standard (referred to T0 = 25°𝐶 and P0 = 1.013 𝑏𝑎𝑟) chemical exergy 

values of respective species is detailed, among others, by Bejan et al. [34] and Szargut et al. [54]. For the ammonia-

water APC cycle considered, the chemical exergy of the flows is calculated using the following relation: 

�̇�𝑥𝐶𝐻 =  �̇� ∙ 𝑒𝑥𝐶𝐻 =  �̇� ∙  [(
 𝑥

𝑀𝑁𝐻3

) ∙ 𝑒𝑥𝑁𝐻3,𝐶𝐻
0 + (

 1 − 𝑥

𝑀𝐻2𝑂

) ∙ 𝑒𝑥𝐻2𝑂,𝐶𝐻
0 ] 

(11) 

where 𝑥 is the ammonia mass fraction, while 𝑒𝑥𝑁𝐻3,𝐶ℎ

0  and 𝑒𝑥𝐻2𝑂,𝐶ℎ
0  are the standard chemical exergy of ammonia 

and water respectively, and their values are taken from Szargut et al. [54]. In Eq. (11), the mixing effect (i.e., 

𝑅𝑇0 ∑ [𝑖 𝑥𝑖 ∙ 𝑙𝑛 (𝑥𝑖)] ) is neglected given its small magnitude with respect to other terms [56]. 

As exergy gives information about the quality of energy, the exergetic efficiency provides a true measure of the 

performance of a system. In order to define this parameter, it is necessary to identify both a product and a fuel of 

the system studied. The product is the desired useful effect, while the fuel represents the resources spent to generate 

the product. An exergy rate balance for the system can be then written as:  

�̇�𝑥𝐹 =  �̇�𝑥𝑃 + �̇�𝑥𝐿 +  �̇�𝑥𝐷   (12) 
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where �̇�𝑥𝐹 is the fuel exergy, �̇�𝑥𝑃 is the product exergy,  �̇�𝑥𝐿 is the exergy loss (the exergy associated with the 

heat rejected to the environment) and �̇�𝑥𝐷 is the exergy destroyed. The exergy efficiency is the ratio between the 

product and fuel exergy: 

𝜂𝑒𝑥 =  
�̇�𝑥𝑃

�̇�𝑥𝐹

 (13) 

The definition of a product and the calculation of an exergy efficiency is not immediate for all components when 

considering them individually (Table 4). For example, this is the case of throttling valves, exchangers crossing 𝑇0 

(usually the case of the subcooler in this cycle) or cooling heat exchangers, like the condenser, that serve other 

components. In addition, a comparison of exergy efficiencies of dissimilar devices is generally not meaningful 

[34]. 

 

Table 4. Fuel, product and loss definition for the system. 

Component Fuel Product Loss 

Absorber ĖxF,a =  Ėx17 + Ėx6 − Ėx9 − ĖxL,a =  Ėxa,o − Ėxa,i 

Condenser ĖxF,c =  Ėx8 − Ėx9 − ĖxL,c =  Ėxc,o − Ėxc,i 

Desorber ĖxF,d =  Ėxd,i −  Ėxd,o ĖxP,d = Ėx7 + Ėx4 − Ėx3 − 

Electric generator ĖxF,ele =  Ẇt Ėx𝑃,ele =  �̇�𝑡,𝑒𝑙𝑒 − 

Evaporator ĖxF,e =  Ėx11 − Ėx12 ĖxP,e =  Ėxe,o − Ėxe,i − 

Mix cooling and power  ĖxF,mix =  Ėx17 −  Ėx16 −  Ėx13 − − 

Pump ĖxF,p =  Ẇp ĖxP,p =  Ėx2 − Ėx1 − 

Refrigerant expansion valve ĖxF,refvalv =  Ėx10 − Ėx11 − − 

Solution expansion valve ĖxF,solvalv =  Ėx5 − Ėx6 − − 

Solution heat exchanger ĖxF,shx =  Ėx4 − Ėx5 ĖxP,shx =  Ėx3 −  Ėx2 − 

Subcooler ĖxF,sub =  Ėx9 −  Ėx10 ĖxP,sub =  Ėx13 − Ėx12 − 

Superheater ĖxF,sh =  Ėxsh,i − Ėxsh,o ĖxP,sh =  Ėx15 −  Ėx14 − 

Turbine ĖxF,t =  Ėx15 −  Ėx16 ĖxP,t =  Ẇt − 

Overall system 
ĖxF =  Ėxd,i −  Ėxd,o + Ėxsh,i −

Ėxsh,o  

ĖxP =  �̇�𝑒𝑙𝑒,𝑛𝑒𝑡 + Eẋe,i −

 Eẋe,o 

ĖxL = Ėxc,o −  Ėxc,i 

+ Ėxa,o − Ėxa,i 

 

However, applying Eq.(12) and using the definitions of Table 4, it is possible to calculate  the values of the rates 

of exergy destroyed (�̇�𝑥𝐷,𝑘) and exergy loss (�̇�𝑥𝐿,𝑘) in each component k and in the overall system (�̇�𝑥𝐷 and �̇�𝑥𝐿). 

It is then interesting to calculate the ratio of exergy destruction and exergy loss ratios, expressed as follows:  

𝑌𝐷,𝑘 =  
�̇�𝑥𝐷,𝑘

�̇�𝑥𝐹

 (14) 

𝑌𝐷,𝑘
∗ =  

�̇�𝑥𝐷,𝑘

�̇�𝑥𝐷

 (15) 

𝑌𝐿,𝑘 =  
�̇�𝑥𝐿,𝑘

�̇�𝑥𝐹

 (16) 

While the rates of �̇�𝑥𝐷,𝑘 and �̇�𝑥𝐿,𝑘 give a thermodynamic measure of the system inefficiencies, 𝑌𝐷,𝑘, 𝑌𝐷,𝑘
∗  and 𝑌𝐿,𝑘 

are useful to compare different components of the same system. 

3.3. Performance evaluation parameters 

In addition to the cooling and electrical power outputs, both first and second law based performance criteria are 

used here to evaluate the combined cycle performance. Since the desorbed vapour is divided between the cooling 

and the electrical power production line, the split ratio is used to measure the fraction of vapour passing through 

the cooling production line: 

𝑟𝑠 =
�̇�11

�̇�7

 (17) 
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It is important to highlight that 𝑟𝑠 is not a control parameter of the system, but rather an output variable. Indeed, 

the area of the system’s heat exchangers fixes the mass flow rate of desorbed vapour for a specific operating point. 

On the other hand, the mass flow rate treated by the turbine is also be fixed in a given operating point, and 

depending only on conditions upstream of the turbine and on its geometry [39]. The vapour mass flow rate passing 

through the cooling part of the circuit is hence be the difference between the total desorbed vapour mass flow rate 

and the mass flow rate treated by the turbine. 

The system first-law efficiency ηI (sometimes referred to as energy utilization factor [52]) is defined as the ratio 

of useful outputs (cooling and net electrical power) to the total driving thermal energy inputs [57]:  

𝜂𝐼 =
�̇�𝑒𝑙𝑒,𝑛𝑒𝑡 + �̇�𝑒

�̇�𝑑 + �̇�𝑠ℎ

 (18) 

In Eq. (18) the net electrical power generated by the cycle is calculated as: �̇�𝑒𝑙𝑒,𝑛𝑒𝑡 = 𝜂𝑔𝑒𝑛 ⋅ 𝜂𝑚𝑒𝑐ℎ ⋅ �̇�𝑡 − �̇�𝑝 =

�̇�𝑡,𝑒𝑙𝑒 − �̇�𝑝 [58], where 𝜂𝑔𝑒𝑛 is the electric generator efficiency and 𝜂𝑚𝑒𝑐ℎ is the mechanical coupling efficiency, 

fixed to 96% and 98% respectively [59]. �̇�𝑒, �̇�𝑑 and �̇�𝑠ℎ represents respectively the powers exchanged by the 

evaporator, desorber and superheater. 

However, as  observed in [60], Eq. (18) overestimates the efficiency of the cycle by giving the same value to the 

cooling and electrical power outputs of the system. To avoid misleading results, the authors suggested the use of 

a modified first law efficiency, replacing cooling power output �̇�𝑒 with the exergy associated with the refrigeration 

output Ė𝑥𝑃,e =  Ė𝑥e,o − Ė𝑥e,i:  

𝜂𝐼,𝑒𝑓𝑓 =
�̇�𝑒𝑙𝑒,𝑛𝑒𝑡 +  �̇�𝑥𝑃,𝑒

�̇�𝑑 +  �̇�𝑠ℎ

 (19) 

Also the modified expression of Eq. (19) fails to account for the quality of the thermal input, thus not reflecting 

all the losses due to irreversibility in a cycle. Hence, to evaluate the true value of useful outputs of the cycle, exergy 

efficiency must be used [61]. Following the definition in Eq. (13), the exergy efficiency of the system considered 

can be written following definitions in Table 4 as [62]: 

𝜂𝑒𝑥 =
�̇�𝑒𝑙𝑒,𝑛𝑒𝑡 + (�̇�𝑥𝑒,𝑜 − �̇�𝑥𝑒,𝑖)

(�̇�𝑥𝑑,𝑖 − �̇�𝑥𝑑,𝑜) + (�̇�𝑥𝑠ℎ,𝑖 − �̇�𝑥𝑠ℎ,𝑜)
=

�̇�𝑒𝑙𝑒,𝑛𝑒𝑡 + �̇�𝑥𝑃,𝑒

�̇�𝑥𝐹,𝑑 +  �̇�𝑥𝐹,𝑠ℎ

 (20) 

4. Exergoeconomic analysis  

4.1. Cost balance equations 

Exergoeconomics is the branch of engineering that combines exergy analysis and economic principles [34]. It is 

based on the idea that exergy is the only true thermodynamic measure to value the interactions that a system 

experiences with its surroundings, and therefore the only meaningful way to assign a monetary cost to them. An 

exergoeconomic (or thermoeconomic) analysis is particularly useful when dealing with complex systems with 

more than one useful product, like the combined system under investigation. Indeed, a thermoeconomic analysis 

allows calculating separately the cost of each product generated by the system, understanding the cost formation 

process and optimising specific variables in a single component or in the overall system. This approach, referred 

to as exergy costing, consists in associating a cost rate �̇� to each exergy stream entering the system: 

 Ċ𝑖 = c𝑖 ⋅ �̇�𝑥𝑖;     Ċ𝑜 = c𝑜 ⋅ �̇�𝑥𝑜 ;     Ċ𝑤 = c𝑤 ⋅ �̇� ;     Ċ𝑄 = c𝑄 ⋅ �̇�𝑥𝑄   (21) 

In Eq. (21), c𝑖𝑛, c𝑜𝑢𝑡, c𝑤 and c𝑄 denote the average cost per unit of exergy in dollars per joule ($/J). Exergy costing 

involves applying a cost balance, usually formulated for each component 𝑘 of the system, stating that the total cost 

of the streams exiting are equal to the expenditure to obtain them: 

∑ Ċ𝑖,𝑘

𝑖

+ Ċ𝑄,𝑘 +  �̇�𝑘 =  ∑ Ċ𝑜,𝑘

𝑜

+ Ċ𝑤,𝑘  (22) 

Here, the right term represents the total cost rate of the energy streams exiting the system, while the left term of 

the equation represents the cost rate necessary to generate them. �̇�𝑘 ($/s) is the total cost rate associated with capital 

investment (CI) and operating and maintenance costs (O&M) needed to own and operate component k: 
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�̇�𝑘 =  �̇�𝐶𝐼,𝑘 +  Ż𝑂𝑀,𝑘 (23) 

Since costs vary from year to year levelized cost are considered when evaluating cost of a thermal system. 

Consequently, costs in Eq. (23) are to be intended as levelized costs and in particular �̇�𝐶𝐼,𝑘 represents the total 

capital investment, while  Ż𝑂𝑀,𝑘 represent operating and maintenance expenditures. The hourly levelized capital 

investment can be calculated for component 𝑘 as: 

�̇�𝐶𝐼,𝑘 =  (
CRF

𝜏
) ⋅ Z𝑘 (24) 

where 𝜏 is the number of yearly operating hours, Z𝑘 is the capital investment cost of the component and CRF is 

the capital recovery factor calculated as:  

CRF =  
ir ⋅ (1 + ir )

n

(1 + ir )
n − 1

 
(25) 

In Eq. (25), ir  indicates the interest rate and the n the number of useful years. The annual levelized O&M costs 

for component k is given by [34]: 

ŻOM,k =  
γk ⋅ Zk

τ
+ ωk ⋅ Ėxp,k + Ṙk (26) 

where γk and ωk are associated with fixed and variable O&M costs respectively. Ṙk comprises all other operation 

and maintenance costs independent of investment costs and product exergy. Since ωk ⋅ Ėxp,k and Ṙk are 

significantly smaller than 
γk⋅Zk

τ
, they are most often neglected [34]. Therefore the annual levelized cost for 

component k can finally be written as: 

Żk =  (
CRF

τ
) ⋅ Zk + (

γk

τ
) ⋅ Zk  (27) 

In this study the investment lifetime n is assumed to be 20 years [12], the interest rate ir  10 % [52], the number of 

operating hours is 8000 [12][63] and the maintenance factor γk taken is 0.06 [58][64] for all components.  

Capital cost functions used for each component, expressed in US dollars, are shown in Table 5. These data are 

brought to a reference year (2021) using the chemical engineering plant cost index (CEPCI) [65]: 

Zyear2 =  Z𝑦𝑒𝑎𝑟1 ⋅ (
CEPCIyear2

CEPCIyear1

) (28) 

 

Cost correlation for plate heat exchangers is based on French cost in 2021 and obtained using data from 8 different 

heat exchangers. Indeed, vendor’s price quote or data from previously bought similar equipment are the best way 

to estimate cost [66]. Heat exchangers cost correlations are often formulated as [67]: 

Z =  k1 +  k2 ⋅ S𝑚 (29) 

in which the exponent 𝑚 to which the exchanger area S is raised is usually smaller than one. The exponent used 

here, 0.67, is in agreement with the six-tenths rule [68], stating that when costs of a component are known, but its 

area (Sb) differs from that of the to be estimated component (Sa), costs can be roughly estimated using the 

correlation: 

Za

Zb

= (
Sa

Sb

)
n

 (30) 

The exponent 𝑛 differs per type of equipment, but s is often comprised between 0.5-0.7 for thermal systems [34]. 

In the base case of heat exchanger area of 1 m2, using the correlation in  Table 5 results in slightly higher cost 

than the widely used [69] linear correlation proposed by Quoilin [70] for plate heat exchangers, also reported in 

the table as a term of comparison.    
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Table 5. Cost functions for the economic modelling of the system (�̇�𝑡, �̇�𝑡,𝑒𝑙𝑒 , �̇�𝑝𝑢𝑚𝑝 in 𝑘𝑊 and 𝑆 in 𝑚2) 

Component Capital investment cost function Reference Year CEPCI  

Ammonia turbine (TUR) 4405 ⋅ Ẇt
0.7

 [52][58] 2005 468 

Generator and electrical auxiliaries  107 ⋅ (
�̇�𝑡,𝑒𝑙𝑒

1.6 ⋅ 105)

0.7

 [58]  1998 389 

Heat exchangers  130 + 564 ⋅ S0.67  - 2021 700 

Heat exchangers (alternative correlation) 130 + 310 ⋅ S [71] 2010 551 

Pump 1120 ⋅ Ẇp
0.8

  [52][58]  2005 468 

 

As done in the case of the fuel and product exergy (Table 4), also in the case of exergy costing all the components 

of the system are considered as individual units, as also assumed for example in [58]. Table 6 lists all cost rate 

balance and auxiliary equations for each system component. Since only the costs of the streams entering the system 

are known (left term in Eq. (22)), when the product definition for a component involves 𝑚 exiting streams, 𝑚 −1 

auxiliary equations must be formulated. 

 

Table 6. Exergetic cost rate balance and auxiliary equations for the system. 

Component Cost rate balance equation Auxiliary equations 

Absorber �̇�𝑎,𝑖 +  �̇�17 + �̇�6 + �̇�𝑎𝑏𝑠 =  �̇�𝑎,𝑜 + �̇�1 𝑐𝑎,𝑖 = 𝑐𝑎,𝑜 = 0 

Condenser �̇�𝑐,𝑖 +  �̇�8 + �̇�𝑐𝑜𝑛𝑑 =  �̇�𝑎,𝑜 + �̇�9 𝑐𝑐,𝑖 = 𝑐𝑐,𝑜 = 0 

Desorber �̇�𝑑,𝑖 +  �̇�3 + �̇�𝑑𝑒𝑠 =  �̇�𝑑,𝑜 + �̇�7 + �̇�4 �̇�7− �̇�3

𝐸�̇�7−𝐸�̇�3
=

�̇�4− �̇�3

𝐸�̇�𝑒−𝐸�̇�3
;    𝑐𝑑,𝑖 = 𝑐𝑑,𝑜 = 𝑐𝑓𝑢𝑒𝑙  

Electric generator �̇�𝑒𝑙𝑒 = �̇�𝑔𝑒𝑛 + �̇�𝑡 − 

Evaporator �̇�𝑒,𝑖 + �̇�11 + �̇�𝑒𝑣𝑎𝑝 =  �̇�𝑒,𝑜 + �̇�12 𝑐11 = 𝑐12 

Mix cooling  and power lines �̇�13 + �̇�16 = �̇�17 − 

Pump �̇�1 + �̇�𝑝𝑢𝑚𝑝 + �̇�𝑝𝑢𝑚𝑝 =  �̇�2 𝑐𝑝𝑢𝑚𝑝 = 𝑐𝑡 

Refrigerant expansion valve �̇�10 + �̇�𝑟𝑒𝑓𝑣𝑎𝑙𝑣 =  �̇�11 − 

Solution expansion valve �̇�5 +  �̇�𝑠𝑜𝑙𝑣𝑎𝑙𝑣 =  �̇�6 − 

Solution heat exchanger �̇�4 +  �̇�2 + �̇�𝑠ℎ𝑥 =  �̇�3 + �̇�4 𝑐4 = 𝑐5 

Subcooler �̇�9 + �̇�12 + �̇�𝑠𝑢𝑏 =  �̇�10 + �̇�13 𝑐12 = 𝑐13 

Superheater �̇�𝑠ℎ,𝑖 +  �̇�14 + �̇�𝑠ℎ =  �̇�𝑠ℎ,𝑜 + �̇�15 𝑐𝑠ℎ,𝑖 = 𝑐𝑠ℎ,𝑜 = 𝑐𝑓𝑢𝑒𝑙  

Turbine �̇�15 + �̇�𝑡 =  �̇�𝑡 + �̇�16 𝑐15 = 𝑐16 

 

The cooling water used in the condenser and in the absorber is considered as a free resource [58] and hence its 

cost per unit of exergy is neglected [72] (ca,i = 0 and cc,i = 0).  In the same way, the cost of the exergy of the fluid 

at the evaporator inlet is assumed to be null [58]. The auxiliary equation most often encountered in literature 

[58][33][12] in the case of a condenser is to assume that the cost per unit of exergy of the working mixture remains 

constant between condenser inlet and outlet (c8 = c9). However, in this way the cost rate of the component, Żcond, 

is charged to the outlet water used to cool down the condenser. Additionally, since the working mixture undergoes 

an exergy reduction in the condenser, but the specific exergy cost is assumed to be constant, the cost of the exergy 

stream at the condenser outlet, Ċ9 = c9 ⋅ Eẋ9, is smaller than the cost at inlet Ċ8 (as evident from Table 7 in 

reference [58]). This cost difference also being charged to the cooling water, the overall result is that of a reduction 

of the cost of the products, which would be smaller than the sum of the total CI and O&M costs of components 

(∑ �̇�𝑘) and fuel costs. 

Indeed, all the costs associated with owning and operating a component should be charged to the product of that 

component [34]. In the case of the condenser in this study, the useful effect of the component is not the heating of 

the cooling water, but the condensation of the working fluid. Consequently, the auxiliary equation used for the 

condenser in this study is cc,i = cc,o = 0. Considering that Eẋ𝑐𝑜 − Eẋ𝑐𝑖 is an exergy loss, this is coherent with what 

suggested by Bejan et al. [34] with respect to costing of exergy losses. The authors [34] state that the approach to 

follow when dealing with exergy losses finally discharged to the environment should be to impose Ċ𝐿,𝑘 = 0, so 

that the product bears the full burden of the costs associated with component 𝑘. This is also coherent with the 

approach proposed by the same authors [34]  for cooling heat exchangers. 

The same approach was followed in the case of the absorber, where the auxiliary equation ca,i = ca,o = 0 was 

used.  
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4.2. Exergoeconomic parameters 

Exergoeconomic parameters play an important role in the evaluation and in the optimization of thermal systems. 

The most used ones are the average unit cost of fuel 𝑐𝐹,𝑘, the average unit cost of products 𝑐𝑃,𝑘, the cost rate of 

exergy destruction �̇�𝐷,𝑘, the cost rate of exergy loss �̇�𝐿,𝑘, and the exergoeconomic factor 𝑓𝑘 [34], defined as:  

𝑐𝐹,𝑘 =
�̇�𝐹,𝑘

�̇�𝑥𝐹,𝑘

 (31) 

𝑐𝑃,𝑘 =
�̇�𝑃,𝑘

�̇�𝑥𝑃,𝑘

 (32) 

�̇�𝐷,𝑘 = 𝑐𝐹,𝑘 ⋅ �̇�𝑥𝐷,𝑘  (33) 

�̇�𝐿,𝑘 = 𝑐𝐹,𝑘 ⋅ �̇�𝑥𝐿,𝑘 (34) 

𝑓𝑘 =
�̇�𝑘

�̇�𝑘 + �̇�𝐷,𝑘 + �̇�𝐿,𝑘

 (35) 

The cost of exergy destruction and loss calculated with Eq. (33) and Eq. (34) can be interpreted as the cost rate of 

the additional fluid that must be supplied to component 𝑘 to cover the rate of exergy destruction and loss. Another 

definition for the two quantities is possible by using the specific cost of the product 𝑐𝑃,𝑘 instead of 𝑐𝐹,𝑘 in Eq. (33) 

and Eq. (34). This formulation is equivalent to considering �̇�𝐷,𝑘 and �̇�𝐿,𝑘 as the monetary loss associated with the 

loss of product [34]. In reality, neither expression is strictly correct, with the actual cost being in the middle 

between the two resulting values. Using Eq. (33) and Eq. (34) is however a more conservative approach with 

respect to capital investment, and therefore these expressions are more commonly used [58] [31]. 

The exergoeconomic factor 𝑓𝑘 can be very useful in the identification of design changes that could improve the 

cost-effectiveness of a thermal system. The exergoeconomic factor measures the relative importance of two types 

of cost sources: exergy related costs (exergy destroyed and loss) and non-exergy related costs (CI and O&M costs). 

When  𝑓𝑘 is very high for a component 𝑘, costs savings for the entire system could be achieved by reducing the 

investment cost of the component, at the price of lowering its exergetic performance. On the other hand, low values 

of 𝑓𝑘 indicate the possibility of increasing the exergoeconomic performance of the system by increasing the capital 

investment for the component to improve its exergy efficiency.  

 

After solving the system equations listed in Table 6, the specific cost of electricity (𝑐𝑒𝑙𝑒 = �̇�𝑒𝑙𝑒/�̇�𝑡,𝑒𝑙𝑒) and the 

specific cost of cooling (𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�𝑒,𝑜/(Ėxe,o − Ėxe,i) ) can be calculated using Eq. (32). The overall unit cost of 

product for the system is obtained through the following equation [31]:  

𝑐𝑝𝑟𝑜𝑑 = 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 + 𝑐𝑒𝑙𝑒  (36) 

The unit cost of produced exergy (𝑈𝐶𝑂𝑃𝐸) is another useful parameter to analyse the system from an economic 

point of view. For systems with more than one product UCOPE can be defined as [31]: 

𝑈𝐶𝑂𝑃𝐸 =
∑ �̇�𝑘 + ∑(𝑐𝐹,𝑘 ⋅ �̇�𝑥𝐹,𝑘)

∑ �̇�𝑥𝑃

 (37) 

For the system considered, in light of the discussion in Section 4.1 and of equations in Table 6, the 𝑈𝐶𝑂𝑃𝐸  can 

be written for this system as:  

 

𝑈𝐶𝑂𝑃𝐸 =
�̇�𝑒,𝑜 + �̇�𝑒𝑙𝑒 + 𝑐𝐹 ⋅ (�̇�𝑥𝐹,𝑑 + �̇�𝑥𝐹,𝑠ℎ)

 �̇�𝑥𝑃,𝑒 +  �̇�𝑡,𝑒𝑙𝑒

=
𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 ⋅ (Ėxe,o − Ėxe,i) + 𝑐𝑒𝑙𝑒 ⋅ �̇�𝑡,𝑒𝑙𝑒

(Ėxe,o − Ėxe,i) + �̇�𝑡,𝑒𝑙𝑒

 (38) 

showing that the UCOPE is a weighted average on the useful exergy of each product of their relative specific cost.  

Finally, one last important parameter for the evaluation of the exergoeconomic performance of the system is the 

sum of the capital investment cost rate and of the total exergy destruction for each component (∑ �̇�𝑘 + ∑ �̇�𝐷,𝑘). 

5. Results and discussion 

The system thermodynamic and exergoeconomic performance is analysed in Section 5.1 for the pilot plant design 

operating conditions and for a base case operating point characterised by a hot source temperature of 100 °𝐶,  

intermediate temperature source of 25 °𝐶 and evaporator inlet temperature of 10 °𝐶, representing a space cooling 
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application. For the base case conditions, the performance achievable by increasing of 25 times the size of the 

plant (so that a full admission turbine can be used) is evaluated. 

A parametric study on the temperature of the sources is then performed in Section 5.2 to assess the impact of the 

hot and cold source temperatures, all other conditions being fixed. The impact of heat exchangers area is also 

evaluated. Finally, in Section 5.3 an optimization is performed for the scaled-up plant in order to find the optimal 

exchangers area minimizing the unit cost of produced exergy (𝑈𝐶𝑂𝑃𝐸) of the system. 

 

5.1. Pilot plant results and scale-up evaluation 

Simulations of the cycle were conducted using the model presented in Section Erreur ! Source du renvoi 

introuvable.. Two operating points are evaluated (Table 7), the design point of the pilot plant and a base case 

representative of a typical refrigeration application, for which also the effect of scaling-up the plant is studied.  The 

temperature of the hot source HTF considered is 100 °𝐶, while the temperature of the cold source HTF considered 

are 18 °𝐶 and 10 °𝐶 respectively (corresponding to an outlet cooled HTF temperature 𝑇𝑒,𝑜 of 15.4°C and 7.3 °C 

respectively). The hot temperature HTF is used first to supply thermal power to the superheater and then to the 

desorber (hence 𝑇𝑠ℎ,𝑜 =  𝑇𝑑,𝑖).  

 

Table 7. Input parameters and predicted performance of the pilot plant at nominal and base case operating points. 

Parameters Nominal point Base case Scale-up x25 

Input parameters    
Hot source  temperature, Tsh,i [°C] 100  100  100  

Intermediate source temperature, Ta,i and Tc,i [°C] 25  25  25  
Cold source temperature, Te,i [°C] 18  10  10  

Rich solution mass flow rate, �̇�1 [kg/h] 100  100  2 500  
Thermal power exchangers     

Absorber, �̇�𝑎 [kW] 12.76 11.73  297  

Condenser, �̇�𝑐 [kW] 4.45 3.75  101  

Desorber, �̇�𝑑 [kW] 13.10  12.09  310  

Evaporator - Cooling power, �̇�𝑒 [kW] 3.93  3.31  90  

Superheater, �̇�𝑠ℎ [kW] 0.31  0.28  7  

Turbine    
Turbine isentropic efficiency, 𝜂𝑖𝑠,𝑡𝑢𝑟 [%] 40.6  44.1  73.2  

Rotational speed turbine, ω [rpm] 39 200  49 500  80 000  

Mechanical power turbine, �̇�𝑡  [kW] 0.16 0.24  10  

Electrical power turbine, �̇�𝑡,𝑒𝑙𝑒 [kW] 0.15  0.22  9.5  

Net electrical power cycle, �̇�𝑒𝑙𝑒,𝑛𝑒𝑡  [kW] 0.13  0.20  8.9  

Overall performance indicators    
Cooled water temperature, Te,o [°C] 14.9 7.3  7.2  

Desorbed vapour mass flow rate, �̇�8 [kg/h] 28.78  26.21  679  
Split Ratio, 𝑟𝑠 [-] 0.43 0.39 0.41 
First law efficiency, 𝜂𝐼 [%] 30.27 28.41  31. 17  
Effective first law efficiency, 𝜂𝐼,𝑒𝑓𝑓  [%] 1.81 3.18  4.44  

Exergy efficiency, 𝜂𝑒𝑥  [%] 9.37  16.45  22.96  
Exergoeconomic performance for 𝒄𝑭 = 𝟎 $/GJ    
Exergoeconomic factor, 𝑓 [-] 1 1 1 
Unit cost of produced cooling, 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [$/GJ] 175 (0.63 $/kWh) 96 (0.35 $/kWh) 14.8 (0.05$/kWh) 

Unit cost of produced electricity, 𝑐𝑒𝑙𝑒 [$/GJ] 1 681 (6.05 $/kWh) 1 073 (3.86 $/kWh) 45 (0.16 $/kWh) 
Unit cost of products, 𝑐𝑝𝑟𝑜𝑑 [$/GJ] 1 856 (6.68 $/kWh) 1 169 (4.21 $/kWh) 59.8 (0.21 $/kWh) 

Unit cost of produced exergy, 𝑈𝐶𝑂𝑃𝐸 [$/GJ] 1 012 (3.64 $/kWh) 626 (2.25 $/kWh) 34.2 (0.12 $/kWh) 
Exergoeconomic performance for 𝒄𝑭 = 𝟏𝟓 $/𝐆𝐉    
Exergoeconomic factor, 𝑓 [-] 0.87 0.88 0.39 
Unit cost of produced cooling, 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [$/GJ] 292 (1.05 $/kWh) 160 (0.58 $/kWh) 75 (0.27 $/kWh) 

Unit cost of produced electricity, 𝑐𝑒𝑙𝑒 [$/GJ] 1 879 (6.76 $/kWh) 1 190 (4.28 $/kWh) 113 (0.41 $/kWh) 
Unit cost of products, 𝑐𝑝𝑟𝑜𝑑 [$/GJ] 2 171 (7.81 $/kWh) 1 350 (4.86 $/kWh) 188 (0.68 $/kWh) 

Unit cost of produced exergy, 𝑈𝐶𝑂𝑃𝐸 [$/GJ] 1 174 (4.22 $/kWh) 718 (2.58 $/kWh) 99 (0.35 $/kWh) 
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The scale-up of the heat exchangers is performed so as not to affect their effectiveness with respect to operation 

in the pilot plant (i.e. leaving dimensionless parameters shown in Table 3 constant). In this study, this is done 

simply by increasing the number of plates of the heat exchangers. Although this is not the way heat exchangers 

would be scaled in reality, the assumption is that the same exchangers effectiveness could be achieved with well 

designed heat exchangers also at larger sizes. Since heat exchangers area would increase less than linearly with 

exchanged power in real life applications, linearly increasing the number of plates as done here gives an upper 

cost estimation. 

When scaling-up the desorber the hypothesis is made that the ratio between adiabatic and heated plates surface is 

equal to the one of the pilot plant (35 %) to guarantee the same vapour purity.  

Since the design point of the turbine (inlet pressure of 16 bar and outlet pressure of 4 bar) is quite different from 

the actual cycle operating conditions (Table A1-A3), the flow at the injector outlet is over-expanded and shock 

phenomena take place, affecting the performance of the turbine. Performance analysis using the turbine model 

shows that a converging-only injector is optimal for the conditions under investigation. Hence, this configuration 

is retained for the study. For each case considered in Table 7 and in Fig. 3, the optimal rotational speed maximizing 

the turbine efficiency is found. Additionally, it is assumed that the reduced number of injectors linked to a partial 

admission turbine does not entail a significant cost reduction. Thus, the cost of the turbine is considered equal to 

the cost of a full-admission turbine (mechanical power estimated from simulations in Table 7 of around10 kW) 

also in the case of partial admission configurations. It is worth mentioning that the cost calculated for Ẇt = 10 kW 

using the correlation of Table 5 brought to the reference year of  2021, is higher than the actual cost of turbine 

integrated in the pilot plant, which was however designed for a higher pressure ratio. 

The specific cost of the thermal input, 𝑐𝑓𝑢𝑒𝑙 , is an important parameter determining the cost of the products. 

Different values of this parameter can be found in literature: [58] and [73] assumed it to be waste heat with 

negligible cost, [25][74][75] considered it to be vapour with cost of 15.24 $/GJ while [31] considered a cost of 

17.85 $/GJ. Two different scenarios are analysed in the present study: the use of waste heat with negligible cost 

and the use of a fuel with a cost of 15 $/GJ, to assess how the exergoeconomic performance of the plant is affected 

by the cost of the fuel.  

 
Fig. 3. Change of energy efficiency, exergy efficiency and UCOPE (bold lines for the case of  𝑐𝐹 = 0 $/GJ, 

dotted lines for the case of 𝑐𝐹 = 15 $/GJ) increasing the plant size with respect to the pilot plant size. 

 

At the nominal point, the system absorbs 13.10 kW from the hot source (considering both �̇�𝑑 and �̇�𝑠ℎ), producing 

3.93 kW of cooling at 14.9 °C and 130 W of net electrical output. The high pressure of the cycle determines the 

mass flow rate treated by the turbine, corresponding in the design point to approximately 57% of the desorbed 

vapour (𝑟𝑠=0..43). The first law efficiency of the cycle is 30.27 %, while the exergy efficiency  9.37 %. 

For the base case considered, the lower cooling output temperature increases the exergy efficiency of the system 

(Section 5.2). This is due to the fact that the cooling power output remains almost constant but its exergetic value 

is higher as a consequence of the lower temperature. Additionally, the low pressure of the cycle being determined 

by the evaporating temperature (𝑇11), the pressure drop available to the turbine increases, increasing the power 
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production of the expander. As a consequence the unit cost of produced exergy decreases, with an UCOPE passing 

from 1012 $/GJ to 654 $/GJ in the case of 𝑐𝐹 = 0 and from 1174 $/GJ to 762 $/GJ in the case of 𝑐𝐹 = 15 $/GJ.  

Fig. 3 shows for the base case operating point the effect of increasing the plant size, measured by the scale factor 

(i.e. the relative area of heat exchangers, working fluid and HTF mass flow rate values with respect to the pilot 

plant area). It can be seen how the specific cost of products decreases significantly when increasing the plant size. 

This is due to the fact that components cost increases less than linearly with their size, and to the fact that the 

turbine cost, the major cost item (Table 8), remains constant. Moreover, reducing the partial admission ratio 

improves the isentropic efficiency of the turbine  ηis,tur, reaching 73.2 % in the case of a full admission turbine. 

This leads to an increase in the exergy efficiency of the system, passing from 16.45 % to 22.96 % which is not 

reflected however in an equal increase in the first law efficiency. As a result, the cost  𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 is 14.8 (75) $/GJ, 

𝑐𝑒𝑙𝑒 is 45 (113) $/GJ, 𝑐𝑝𝑟𝑜𝑑 is 59.8 (188) $/GJ and the UCOPE 34.2 (99) $/GJ for a plant 25 times bigger than the 

pilot plant for cF = 0 (cF = 15 $/GJ respectively). Appendix B shows the outputs of the exergoeconomic analysis 

when using  alternative heat exchangers cost correlations proposed by [71]. Predicted cost of products in this case 

are very similar at the pilot plant size and slightly higher for the scaled-up plant.  

 

Table 8. Exergy and exergoeconomic indicators for the system components and overall system for the case of 

the scaled up plant (scale factor 25) and 𝑐𝐹 = 15$/GJ. 

Component 
Ė𝑥Dk

 

[𝑘𝑊] 

Ė𝑥Lk
 

[𝑘𝑊] 

𝑌𝐷,𝑘
 

[−] 

𝑌𝐷,𝑘
∗  

[−] 

𝑌𝐿,𝑘
 

[−] 

�̇�,𝑘 

[$/ℎ] 

�̇�𝐷,𝑘 

[$/ℎ] 

�̇�𝐿,𝑘 

[$/ℎ] 

𝑓𝑘 
[−] 

Absorber 18.18 - 0.295 0.425 0.073 0.10 0.98 0.23 0.10 
Condenser 1.80 0.49 0.029 0.042 0.009 0.13 0.10 0.03 0.52 
Desorber 11.45 4.17 0.186 0.268 - 0.12 0.62 - 0.16 
Electric generator 0.60 - 0.010 0.014 - 0.42 0.03 - 0.93 
Evaporator 1.32 - 0.021 0.031 - 0.09 0.07 - 0.57 
Mix cooling  and power  0.23 - 0.004 0.005 - 0.00 0.01 - 0.00 
Pump 0.12 - 0.002 0.003 - 0.02 0.01 - 0.94 
Refrigerant expansion valve 0.09 - 0.001 0.002 - 0.00 0.00 - 0.00 
Solution expansion valve 0.32 - 0.005 0.007 - 0.00 0.02 - 0.00 
Solution heat exchanger 4.92 - 0.080 0.115 - 0.05 0.27 - 0.16 
Subcooler 0.06 - 0.001 0.001 - 0.04 0.00 - 0.93 
Superheater 0.26 - 0.004 0.006 - 0.02 0.01 - 0.59 
Turbine 3.42 - 0.056 0.080 - 0.73 0.18 - 0.80 
Overall system 42.76 4.66 0.695 1.000 0.082 1.75 2.31 0.25 0.40 

 

The values of exergy destroyed and lost in each component, and the ratios of exergy destroyed relative to the net 

fuel exergy supplied (YD,k) and relative to the total exergy destruction in the system (YD,k
∗ ) are shown in Table 8. 

The absorber and the desorber are the primary contributors total exergy destruction (YD,k
∗  of 42.5% and 26.8% 

respectively), followed by the solution heat exchanger and turbine. Table 8 also shows exergoeconomic analysis 

results in the case of cF = 15 $/GJ (for  cF = 0 $/GJ, �̇�𝐷,𝑘 and �̇�𝐿,𝑘 would always be equal to 0). The turbine and 

the electric generator present the highest values of �̇�,𝑘 (0.73 $/h and 0.42 $/h respectively), but have a relatively 

low cost of exergy destruction compared to the absorber, desorber and solution heat exchanger. The low values of 

the exergoeconomic factor for these components indicates that cost savings could possibly be achieved by 

increasing their size and efficiency (and hence their cost). In contrast, the pump, turbine and electric generator 

have high exergoeconomic factors indicating that capital cost rates could be decreased at the expense of a reduced 

component efficiency. The overall exergoeconomic factor for the system is 0.4 and 53.7% of total costs for the 

system (2.31$/h) come from exergy destruction. 

  

Stream thermodynamic properties and cost data corresponding to the three cases shown in Table 7 are presented 

in Appendix A.   

 

5.2. Parametric analysis  

The influence of the temperature of the hot and cold sources on the thermodynamic and exergoeconomic 

performance of the cycle is evaluated in Fig. 4. Reducing the evaporator temperature increases the exergy 

efficiency of the cycle, up to a maximum depending on the hot and medium source temperatures. The maximum 
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reachable value of the exergy efficiency changes little in the temperature range studied, but the hot source 

temperature maximising the exergy efficiency increases when reducing the cold source temperature. On the other 

hand, the first principle efficiency of the cycle is substantially reduced at lower evaporator temperature because 

the cooling power production decreases. This is due to the fact that the mass flow rate of circulating refrigerant 

vapour decreases at lower evaporator temperatures (determining the low pressure of the cycle) mainly because the 

absorption process becomes less efficient at lower pressure. Since the mass flow rate treated by the turbine remains 

constant, the mass flow rate passing through the cooling line of the cycle is reduced, as shown by the split ratio 

tending to zero for temperatures below 4 °C in the case of a hot source temperature of 100 °C (Fig. 4(a)). 

Also the exergoeconomic performance of the cycle is strongly affected by the temperature of the sources. In 

particular, the higher the temperature of the hot source the more convenient it is to produce cooling at lower 

temperature. However, also in this case, there exists a temperature minimising the 𝑈𝐶𝑂𝑃𝐸. In the case of ambient 

temperature of 25 °C and hot source temperature of 100 °C, this temperature is slightly below 10 °C, corresponding 

to the base case under investigation. 

 

 
Fig. 4. Impact of the temperature of the cold and hot source on the thermodynamic (a) and exergoeconomic 

performance of the cycle (b) for an ambient temperature of 25 °C. 

 

 

Subsequently, the influence of the heat exchangers area on the performance of the cycle was analysed. Fig. 5 

presents results concerting the size of the absorber, the component with the highest value of the sum of  Żk + ĊD,k 

(Table 8), and hence the first to address in an optimization procedure. Increasing the size of the absorber initially 

reduces the 𝑈𝐶𝑂𝑃𝐸, because the thermodynamic efficiency of the cycle increase. However, further increasing the 

absorber area increases capital costs more than the cost savings linked to reduced exergy destruction.  An 

optimization of components size minimizing the 𝑈𝐶𝑂𝑃𝐸 is presented in the next section. 
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Fig. 5. Impact of the absorber area with respect to the scaled up plant in the base case operating point for  

𝑐𝐹 = 15$/GJ.   

 

5.3. Optimization 

Exergoeconomic optimization aims at maximizing thermal and exergy efficiencies and minimizing the cost of 

products simultaneously. Objective functions can vary widely, depending on the desired decision variable, and 

optimization criteria can be based on maximizing first principle or exergy efficiency or at minimizing the cost per 

unity of exergy of the products (i.e. 𝑈𝐶𝑂𝑃𝐸, 𝑐𝑝𝑟𝑜𝑑,  𝑐𝑒𝑙𝑒 , 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔). In this work, the 𝑈𝐶𝑂𝑃𝐸 is considered as the 

most significant variable representing the exergoeconomic performance of the cycle. An optimisation is carried 

out aiming at minimizing its value in the base case working point (hot source temperature 100°, intermediate 

source temperature 25 °C and cold source temperature 10 °C), by varying the area of the system heat exchangers. 

More specifically, the size of the turbine and the solution mass flow rate are kept constant, while heat exchangers 

area is varied looking for the optimal trade-off between their cost and performance in the system under 

investigation.  

 

Fig. 6. Heat exchangers size optimization results. 
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Several optimization methods are available in the EES software [76]. The EES internal genetic algorithm, used in 

several studies [25][75][77], has the advantage of being the most robust and not being affected by the guess values 

of the independent variables as is the case for direct search and variable metric methods. However,  the genetic 

method is the slowest of the available methods and  Zare et al. [25] concluded that by assigning appropriate guess 

values for the parameters, the genetic algorithm and direct search methods yield the same optimization results.  

Since reliable guess values for the optimal area of components are available from parametric studies on exchangers 

area (like the one presented for the absorber in Section  5.2), the direct search method was used in this study. This 

method, also commonly used in literature [56],  is based on an iterative search intended to find an optimum by 

directly comparing function values at a sequence of trial points without involving derivatives. 

Table 9. Exergy and exergoeconomic indicators for the optimised configurations. 
Thermodynamic and exergoeconomic performance parameters 𝒄𝑭 = 𝟎 $/GJ 𝒄𝑭 = 𝟏𝟓 $/GJ 

Unit cost of produced exergy, 𝑈𝐶𝑂𝑃𝐸 [$/GJ] 28.31 (0.101 $/kWh) 90.24 (0.324 $/kWh) 
Unit cost of products, 𝑐𝑝𝑟𝑜𝑑 [$/GJ] 50.58 (0.182 $/kWh) 173.5 (0.624 $/kWh) 
Unit cost of produced electricity, 𝑐𝑒𝑙𝑒 [$/GJ] 40.45 (0.146 $/kWh) 106.8 (0.384 $/kWh) 
cost of produced cooling, 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [$/GJ] 10.14 (0.036 $/kWh) 66.7 (0.240 $/kWh) 
Exergy efficiency, 𝜂𝑒𝑥  [%] 23.8 24.2 

First law efficiency, 𝜂𝐼 [%] 35.7 36.5 

Split Ratio, 𝑟𝑠 [-] 0.46 0.47 

Evaporator - Cooling power, �̇�𝑒 [kW] 116.1 119.6 

Net electrical power cycle, �̇�𝑒𝑙𝑒,𝑛𝑒𝑡  [kW] 9.8 9.5 
   
Heat exchangers relative area with respect to base case   

Relative area absorber [-] 1.14 1.14 

Relative area condenser  [-] 0.48 0.79 

Relative area desorber  [-] 1.2 1.01 

Relative area evaporator  [-] 0.49 0.72 

Relative area solution heat exchanger  [-] 1.09 1.04 

Relative area subcooler  [-] 0.51 0.86 
Relative area superheater  [-] 1.25 1.43 

Total Capital cost, ∑ �̇�𝑘 [$/h] 1.71 1.75 

 

 

Fig. 6 outlines the results of the optimization process both in the case of cF equal to 0 and 15 $/GJ. In the first case 

the U𝐶𝑂𝑃𝐸 is reduced of 17.2 % with respect to the base case in Table 7, down to reaching 28 $/GJ, while in the 

second case the 𝑈𝐶𝑂𝑃𝐸 is reduced of 8.8% up to reaching 90.8 $/GJ. The relatively small 𝑈𝐶𝑂𝑃𝐸 reduction 

indicates that the pilot plant is well designed. Table 9 also presents the relative area of heat exchangers resulting 

from the optimization, with respect to the linear scale up of the plant presented in Table 7. It can be noticed that 

overall the total capital cost do not change much compared to results in Table 8 (∑ �̇�𝑘 = 1.75 $/ℎ), with a small 

reduction in the case of cF = 0 $/GJ, where, since the cost of the fuel is neglected, higher exergetic losses are 

acceptable. This is due to two main reasons. The first is that the major cost item, the cost of the turbine (accounting 

together with the electrical generator for a capital cost  of 1.15 $/h in the base case) is kept constant. The second 

reason is that the resulting optimal area increases for some exchangers while decrease for others. The optimal area 

of the absorber, for example, is found to be around 14% bigger than in the base case. This is not surprising since 

the absorber of the pilot plant has been designed for a nominal cold source temperature of 18 °C, and hence 

benefiting from a higher working pressure.  

On the other hand the optimal area of heat exchangers of the cooling production line is found to be significantly 

smaller than in the base case. Also this is not surprising, since in the pilot plant had been designed to treat all the 

desorbed mass flow rate, but the addition of the turbine deviates a considerable part of it (around 60%) to the 

power production line. Finally, for the optimal  configuration the split ratio  increases with respect to the base case, 

reaching 0.47. 

 

6. Conclusions 

The scale-up of an ammonia-water combined refrigeration and electrical power production is investigated in this 

paper from a thermodynamic and exergoeconomic point of view. The study is based on an experimental ammonia-

water absorption chiller prototype developed ad CEA INES to which an impulse axial turbine was integrated. 
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Previously developed models of the absorption chiller and of the turbine, allowing evaluation of their scale-up, 

are presented briefly.   

Fixing the hot source temperature to 100 °C, the performance of the prototype is analysed in the design working 

point and in a base case characterised respectively by a cold source temperature of 18 °C and 10 °C respectively.  

The supersonic turbine appears to impose strict limits on the cycle in terms of treated mass flow rate, not allowing 

the possibility of regulating the vapour split ratio between the cooling and electricity production line. On the other 

hand, this is imposed by the relative size of turbine and heat exchangers. 

The small size of the pilot plant (thermal power input of 12-13 kW) proves to be very penalizing for the 𝑈𝐶𝑂𝑃𝐸, 

in particular because of the very high cost of the partial-admission turbine. For this reason the effect of increasing 

the plant size of 25 times (up to reach full admission conditions for the turbine) is evaluated for the base case 

working point. In this case, the cycle produces around 90 kW of cooling at around 7 °C and about 9 kW of 

electricity reaching and exergy efficiency of 23 %.  

A parametric study performed on the temperature of the sources highlights their strong influence on the 

performance of the cycle and shows that for given conditions of the hot and intermediate source temperature, there 

is a cooling production temperature maximizing exergy efficiency or minimizing the 𝑈𝐶𝑂𝑃𝐸.  

Finally, fixing the size of the turbine and the solution mass flow rate, an optimisation of the area of heat exchangers 

is performed to minimise the UCOPE for two different cost of the fuel: the use of waste heat having negligible 

cost and the use of a thermal input with a cost of 15 $/GJ.  

When the fuel cost is neglected the optimisation process leads to an UCOPE of 28.31 $/GJ, while when the cost 

of fuel is 15 $/GJ the optimal UCOPE is 90.24 $/GJ. The higher cost per unity of exergy of electricity production 

compared to cooling would seems to suggest favouring the production of cooling. 
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Appendix A 
 

Table A1. State properties and costs of the system in the nominal point of the pilot plant. 

Stream 
𝑇𝑖

 

[°𝐶] 

𝑃𝑖
 

[𝑏𝑎𝑟] 

ℎ𝑖
 

[𝑘𝐽/𝑘𝑔] 

𝑠𝑖
 

[𝑘𝐽
/𝑘𝑔𝐾] 

�̇�𝑖
 

[𝑘𝑔
/ℎ] 

𝑥𝑖 

[−] 
�̇�𝑥𝑖

𝑃𝐻 

[𝑘𝑊] 
�̇�𝑥𝑖

𝐶𝐻  

[𝑘𝑊] 

𝑐𝑓𝑢𝑒𝑙 = 0 $/GJ 𝑐𝑓𝑢𝑒𝑙 = 15 $/GJ 

𝑐𝑖 

[$/𝐺𝐽 
�̇�𝑖 

[$/ℎ] 
𝑐𝑖 

[$/𝐺𝐽] 
�̇�𝑖 

[$/ℎ] 
1 28.60 6.27 -109.8 0.270 100 0.535 0.9 295.3 98.57 105.1 179.80 191.7 
2 28.66 10.54 -109.1 0.270 100 0.535 0.9 295.3 98.67 105.2 179.90 191.8 
3 62.52 10.54 81.6 0.862 100 0.535 1.3 295.3 98.74 105.4 180.00 192.2 
4 94.50 10.54 204.9 1.191 71 0.351 0.6 138.4 98.00 49.1 178.80 89.5 
5 33.92 10.54 -62.8 0.396 71 0.351 0.0 138.4 98.03 48.9 178.80 89.1 
6 34.01 6.27 -62.8 0.397 71 0.351 0.0 138.4 98.03 48.9 178.80 89.1 
7 67.84 10.54 1415.0 4.707 29 0.989 2.7 156.9 98.18 56.4 179.10 102.9 
8 67.84 10.54 1415.0 4.708 12 0.989 1.1 67.5 98.18 24.3 179.10 44.3 
9 26.95 10.54 119.3 0.459 12 0.989 1.0 67.5 98.40 24.3 179.40 44.3 
10 16.41 10.54 69.1 0.288 12 0.989 1.0 67.5 98.43 24.3 179.50 44.3 
11 10.86 6.27 69.1 0.291 12 0.989 1.0 67.5 98.43 24.3 179.50 44.3 
12 15.86 6.27 1213.0 4.293 12 0.989 0.9 67.5 98.43 24.2 179.50 44.2 
13 22.80 6.27 1263.0 4.464 12 0.989 0.9 67.5 98.43 24.2 179.50 44.2 
14 67.84 10.54 1415.0 4.707 16 0.989 1.5 89.4 98.18 32.1 179.10 58.6 
15 95.00 10.54 1485.0 4.904 16 0.989 1.6 89.4 98.14 32.1 179.00 58.6 
16 74.58 6.27 1451.0 5.051 16 0.989 1.2 89.4 98.14 32.0 179.00 58.4 
17 48.49 6.27 1370.0 4.808 29 0.989 2.1 156.9 98.28 56.3 179.20 102.6 
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Table A2. State properties and costs of the system in the base case point of the pilot plant. 

Stream 
𝑇𝑖

 

[°𝐶] 

𝑃𝑖
 

[𝑏𝑎𝑟] 

ℎ𝑖
 

[𝑘𝐽/𝑘𝑔] 

𝑠𝑖
 

[𝑘𝐽
/𝑘𝑔𝐾] 

�̇�𝑖
 

[𝑘𝑔
/ℎ] 

𝑥𝑖 

[−] 
�̇�𝑥𝑖

𝑃𝐻 

[𝑘𝑊] 
�̇�𝑥𝑖

𝐶𝐻  

[𝑘𝑊] 

𝑐𝑓𝑢𝑒𝑙 = 0 $/GJ 𝑐𝑓𝑢𝑒𝑙 = 15 $/GJ 

𝑐𝑖 

[$/𝐺𝐽 
�̇�𝑖 

[$/ℎ] 
𝑐𝑖 

[$/𝐺𝐽] 
�̇�𝑖 

[$/ℎ] 
1 32.34 4.71 -94.5 0.326 100 0.514 0.7 284.1 61.31 62.9 112.10 114.9 
2 32.43 10.35 -93.6 0.326 100 0.514 0.7 284.1 61.39 63.0 112.20 115.0 
3 65.15 10.35 91.0 0.894 100 0.514 1.2 284.1 61.44 63.1 112.30 115.3 
4 94.76 10.35 207.3 1.195 74 0.346 0.7 141.5 61.04 31.2 111.70 57.1 
5 38.15 10.35 -42.9 0.457 74 0.346 0.0 141.5 61.06 31.1 111.70 56.9 
6 38.26 4.71 -42.9 0.459 74 0.346 0.0 141.5 61.07 31.1 111.70 56.9 
7 70.20 10.35 1424.0 4.743 26 0.987 2.4 142.6 61.05 31.9 111.70 58.3 
8 70.20 10.35 1424.0 4.743 10 0.987 0.9 56.0 61.05 12.5 111.70 22.9 
9 26.44 10.35 115.2 0.451 10 0.987 0.9 56.0 61.23 12.5 111.90 22.9 
10 8.79 10.35 31.8 0.164 10 0.987 0.9 56.0 61.27 12.5 112.00 22.9 
11 2.86 4.71 31.8 0.168 10 0.987 0.9 56.0 61.28 12.5 112.00 22.9 
12 7.86 4.71 1190.0 4.336 10 0.987 0.6 56.0 61.28 12.5 112.00 22.8 
13 21.56 4.71 1274.0 4.626 10 0.987 0.6 56.0 61.28 12.5 112.00 22.8 
14 70.20 10.35 1424.0 4.743 16 0.987 1.5 86.6 61.05 19.4 111.70 35.4 
15 95.00 10.35 1488.0 4.921 16 0.987 1.5 86.6 61.04 19.4 111.60 35.4 
16 63.28 4.71 1433.0 5.133 16 0.987 1.0 86.6 61.04 19.3 111.60 35.2 
17 45.02 4.71 1371.0 4.941 26 0.987 1.6 142.6 61.14 31.7 111.80 58.0 

 

Table A3.  State properties and costs of the streams in the base case for the scaled-up plant (scale factor 25). 

Stream 
𝑇𝑖

 

[°𝐶] 

𝑃𝑖
 

[𝑏𝑎𝑟] 

ℎ𝑖
 

[𝑘𝐽/𝑘𝑔] 

𝑠𝑖
 

[𝑘𝐽
/𝑘𝑔𝐾] 

�̇�𝑖
 

[𝑘𝑔
/ℎ] 

𝑥𝑖 

[−] 
�̇�𝑥𝑖

𝑃𝐻 

[𝑘𝑊] 
�̇�𝑥𝑖

𝐶𝐻  

[𝑘𝑊] 

𝑐𝑓𝑢𝑒𝑙 = 0 $/GJ 𝑐𝑓𝑢𝑒𝑙 = 15 $/GJ 

𝑐𝑖 

[$/𝐺𝐽 
�̇�𝑖 

[$/ℎ] 
𝑐𝑖 

[$/𝐺𝐽] 
�̇�𝑖 

[$/ℎ] 
1 31.28 4.71 -99.0 0.310 2500 0.519 19.10 7169 7.94 205.6 56.01 1449 
2 31.37 10.39 -98.1 0.310 2500 0.519 19.59 7169 7.95 205.7 56.02 1450 
3 64.68 10.39 92.3 0.897 2500 0.519 30.35 7169 7.96 206.2 56.06 1453 
4 95.32 10.39 210.4 1.203 1821 0.344 16.66 3472 7.90 99.2 55.79 700.7 
5 36.09 10.39 -51.1 0.430 1821 0.344 0.99 3472 7.90 98.8 55.79 697.5 
6 36.20 4.71 -51.1 0.432 1821 0.344 0.67 3472 7.90 98.8 55.80 697.5 
7 69.91 10.39 1423 4.738 679 0.988 62.36 3697 7.91 107.0 55.83 755.5 
8 69.91 10.39 1423 4.738 280 0.988 25.69 1523 7.91 44.1 55.83 311.3 
9 26.55 10.39 116.0 0.453 280 0.988 23.40 1523 7.95 44.2 55.93 311.4 
10 8.79 10.39 32.0 0.164 280 0.988 23.57 1523 7.95 44.3 55.94 311.5 
11 2.86 4.71 32.0 0.168 280 0.988 23.48 1523 7.95 44.3 55.95 311.5 
12 7.86 4.71 1192 4.343 280 0.988 16.91 1523 7.95 44.1 55.95 310.2 
13 21.93 4.71 1276 4.635 280 0.988 16.68 1523 7.95 44.1 55.95 310.1 
14 69.91 10.39 1423 4.738 399 0.988 36.67 2174 7.91 62.9 55.83 444.3 
15 95.00 10.39 1487 4.918 399 0.988 37.84 2174 7.91 63.0 55.81 444.4 
16 49.94 4.71 1396 5.021 399 0.988 24.34 2174 7.91 62.6 55.81 441.6 
17 39.65 4.71 1347 4.866 679 0.988 40.78 3697 7.92 106.7 55.87 751.8 

 

Appendix B. Alternative heat exchangers cost correlation 

 

Table B1.  Exergoeconomic parameters results for the cases in Table 7 using heat exchangers cost correlations 

from [70] 

Parameters Nominal point Base case Scale-up x25 

Exergoeconomic performance for 𝒄𝒇𝒖𝒆𝒍 = 𝟎 $/GJ    

Exergoeconomic factor, 𝑓 [-] 1 1 1 
Unit cost of produced cooling, 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [$/GJ] 165 (0.60 $/kWh) 93 (0.33 $/kWh) 26 (0.09 $/kWh) 

Unit cost of produced electricity, 𝑐𝑒𝑙𝑒 [$/GJ] 1394 (5.02 $/kWh) 1070 (3.85 $/kWh) 52 (0.19 $/kW) 
Unit cost of products, 𝑐𝑝 [$/GJ] 1559 (5.62$/kWh) 1163 (4.18 $/kWh) 78 (0.28 $/kWh) 

Unit cost of produced exergy, 𝑈𝐶𝑂𝑃𝐸 [$/GJ] 1036 (3.73 $/kWh) 660 (2.38 $/kWh) 43  (0.15 $/kWh) 
Exergoeconomic performance for 𝒄𝒇𝒖𝒆𝒍 = 𝟏𝟓 $/𝐆𝐉    

Exergoeconomic factor, 𝑓 [-] 0.87 0.88 0.41 
Unit cost of produced cooling, 𝑐𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [$/GJ] 275 (0.99 $/kWh) 156 (0.56 $/kWh) 86 (0.31 $/kWh) 

Unit cost of produced electricity, 𝑐𝑒𝑙𝑒 [$/GJ] 1563 (5.62 $/kWh) 1186 (4.27 $/kWh) 121 (0.43 $/kW) 
Unit cost of products, 𝑐𝑝 [$/GJ] 1838 (6.61 $/kWh) 1342 (4.83 $/kWh) 207 (0.74 $/kWh) 

Unit cost of produced exergy, 𝑈𝐶𝑂𝑃𝐸 [$/GJ] 1197 (4.31 $/kWh) 758 (2.73 $/kWh) 108 (0.40 $/kWh) 
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