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This article deals with the computation of heat exchange in transitional boundary layers for

the prediction of the laminar-turbulent transition detection using infra-red thermography. An

aerothermal coupling between a heat equation solver and a boundary-layer solver is presented

here. This coupling is first used to provide guidelines in the academic framework of a flat

plate, to achieved an enhanced temperature gradient at the transition onset in order to improve

infra-red imaging, and thus the transition position detection. The method is then successfully

applied on a real case, by comparing the numerical predictions to measurements obtained

during transonic wind-tunnel tests on a two-dimensional wing model.

Nomenclature

𝑇 = Temperature K

𝑇𝑟𝑎𝑦 = Radiative temperature of the environment K

𝑇𝑎𝑤 = Adiabatic wall temperature, also called friction temperature or recovery temperature 𝑇𝑟𝑒𝑐 K

𝑇𝑤 = Wall temperature K

𝜌 = Density kgm−3

𝑐𝑝 = Specific heat at constant pressure J kg−1 K−1

ℎ = Enthalpy J kg−1

𝑘 = Conductivity Wm−1K−1

𝑄 = Heat volume source term Wm−3

𝜙 = Heat flux Wm−2
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ℎ 𝑓 = Convective heat transfer coefficient Wm−2 K−1

𝜖 = Emissivity

𝜎 = Stefan-Boltzmann constant Wm−2 K−4 𝜎 = 5.67 × 10−8 Wm−2 K−4

𝑀 = Mach number

𝑃 = Pressure Pa

𝐾𝑝 = Pressure coefficient 𝐾𝑝
def
= 𝑃 − 𝑃0/12 𝜌0𝑈20

𝑟 = Recovery factor, for a flat plate 𝑟𝑙𝑎𝑚 = 0.85 for laminar flow and 𝑟𝑡𝑢𝑟𝑏 = 0.9 for turbulent flow

𝛾 = Specific heat ratio, for the air 𝛾 = 1.4 in the ideal gas hypothesis validity range

M = Gas molar mass, for the airM = 29 × 10−3kgmol−1 in the non reactive range (𝑇 < 2500K for 𝑃 = 105Pa)

ℜ = Molar (universal) gas constantℜ = 8.314JK−1mol−1

𝑅 = Gas specific (or individual) constant, 𝑅 def= ℜ/M, for the non reactive air 𝑅 = 287 J kg−1 K−1

(𝑥, 𝑦, 𝑧) or (𝑥𝑖) = Space coordinates m

(𝑈,𝑉,𝑊) or (𝑈𝑖) = Mean flow velocity components m s−1

(𝑢, 𝑣, 𝑤) or (𝑢𝑖) = Local flow velocity components m s−1

𝜏 = Shear stress Pa

𝜇 = Dynamic viscosity kgm−1 s−1

𝜈 = Kinematic viscosity m2 s−1

𝐶 𝑓 = Skin friction coefficient

𝐶ℎ = Heat transfer coefficient 𝐶ℎ
def
= ℎ 𝑓/𝑈𝜌𝑐𝑝, or Stanton number St

𝑠 = Reynolds analogy factor 𝑠 def= 2𝐶ℎ/𝐶 𝑓 , for a flat plate 𝑠 = 1.24

Γ = Intermittency function

𝐿 = Reference scale m

𝑅𝑒𝐿 = Reynolds number 𝑅𝑒𝐿
def
= 𝜌𝑈𝐿/𝜇

𝛿1 = Boundary-layer displacement thickness m

𝜃 = Boundary-layer momentum thickness m

𝐻 = Boundary-layer shape factor 𝐻 def
= 𝛿1/𝜃

𝑁 = Boundary-layer 𝑁-factor quantifying the amplification of instabilities

𝐹𝑜 = Fourier number 𝐹𝑜 def= 𝑘Δ𝑡/𝜌𝑐𝑝𝐿2

𝐵𝑖 = Biot number 𝐵𝑖 def= ℎ 𝑓 𝐿/𝑘𝑚
𝑇𝑢 = Turbulence rate

P = Prandtl number P def
= 𝜇𝑐𝑝/𝑘 𝑓 , P = 0, 72 for the air

P𝑡 = Turbulent Prandtl number, set to P𝑡 = 0, 89
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I. Introduction

The study of the laminar-turbulent transition of the boundary layer is still currently of great importance, not only

to improve our understanding of the destabilizing mechanisms from a fundamental research point of view, but also

since it is related to industrial considerations, including increased laminarity. Indeed, it is estimated that for transonic

transport aircraft on which the flow can be maintained laminar on a significant part of the wings and other control

surfaces (nacelles, horizontal and vertical tail plans), the friction drag could be reduced up to 15% [1]. The design and

development of such laminar surfaces require wind tunnel tests and flight experiments during which the transition of the

flow from the laminar to the turbulent regime has to be measured and monitored.

Several measurement techniques are used for boundary-layer transition detection beginning with hot-wire (time-

resolved velocity measurement)/ hot-film (time resolved skin friction measurement) anemometry. Hot-wire probing was

used by Schubauer and Skramstad [2] to first prove the existence of growing perturbations in the laminar region of the

boundary layer. Time-resolved local pressure measurements (microphones, kulites, PCB captors ...) can also be used to

determine the transition onset characterized by a significant increase of the broadband oscillations in pressure evolution.

In the past decades, sublimation techniques, consisting in applying a chemical coating (naphtalene, acenaphtene) on

the surface model that sublimate faster in the turbulent region than in the laminar region, were also used to determine

transition. This method provides accurate images of the transition line but is less and less employed since it requires

steady test conditions. Additionally, the coating needs to be re-applied after each tests, and the chemical reagents usually

used may be carcinogens.

Specific sensitive paint (to local shear-stress, pressure and/or temperature) also enable to identify the laminar-turbulent

transition region and are interesting measuring devices which experiment a strong development for many years. This is

particularly the case for Temperature Sensitive Painting (TSP), which can be used in cryogenic wind tunnels [3].

In parallel to these sensitive paints, even though it has been used for the first time in order to detect transition four

decades ago, Infra-Red (IR) imaging has undergone significant developments in the past few years and is more and

more employed for transition measurements. Lesant et al. [4] provide an overview of infrared thermography techniques

applied to wind tunnel testing, and recently, Wolf et al. [5] proposed an overview of the IR measurement especially

dedicated to boundary layer transition measurement. It is well known that a turbulent boundary layer has greater (5 to

7 times) skin friction coefficient than a laminar one. Moreover, the Reynolds analogy linearly links the skin friction

coefficient 𝐶 𝑓 to the convective heat transfer coefficient 𝐶ℎ (also known as the Stanton number 𝑆𝑡 ). As a consequence,

the convective heat exchange is lower in the laminar region than in the turbulent one, and the transition is found to

be the jump between these two regions and will result in a (large) temperature gradient [4]. By measuring the wall

temperature, Infra-Red Thermography (IRT) takes advantage of this phenomenon and if wall temperature difference is

large enough, the transition location may be determined. Moreover, IRT is appreciated for being a non-intrusive and

global visualization technique that does not require any re-treatment of the model between each test.
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The basic principle is to generate a detectable wall temperature difference between the regions of laminar and

turbulent flow. This difference is imposed by the convective heat exchange 𝜙 = ℎ 𝑓 (𝑇𝑤 − 𝑇𝑎𝑤) and will be all the more
important when values of the convective heat coefficient ℎ 𝑓 ∝ 𝐶 𝑓𝑀𝑒 and 𝑇𝑎𝑤 = 𝑇𝑒 (1 + 0.2𝑟𝑀2𝑒 ) are far from each other
depending on the laminar or turbulent state of the flow. Due to the turbulent spots downstream of the transition onset,

the skin friction coefficient 𝐶 𝑓 and the recovery factor 𝑟 increase compared to their value in the laminar conditions.

This increase will be greater for larger Mach numbers. This results in a laminar-turbulent difference for ℎ 𝑓 and 𝑇𝑎𝑤 ,

which is all the greater as the Mach number is large. This explains why IR thermography was used first for high speed

flow; the first experimental investigations being attributed to Thomann and Frisk [6] in 1968 who measured heat transfer

on a paraboloid at Mach 7 in a hypersonic wind tunnel.

Concerning IR imaging applied to study laminar-turbulent transition, the first experimental measurements were

conducted by Bouchardy and Durand [7] in 1983 for subsonic and transonic flows; due to reduced velocity and since no

specific process was set-up to enhance temperature difference between zone exposed to laminar or turbulent flow, the

visualisations were hard to read. According to Quast [8] in 1987, a wall temperature difference of the order of the degree

between the laminar and the turbulent zones is sufficient to obtain good measurements. In the existing literature, several

methods have been investigated in order to enhance this wall temperature difference in particular for the subsonic and

transonic regimes. For wind tunnel tests, Quast recommends to switch on/off the wind tunnel cooling system in order to

create a thermal disequilibrium between the model and the fluid. For free-flight tests, this can be done by changing

aircraft speed and/or altitude. Indeed, in 2000, Banks et al. [9] conducted supersonic flight tests and noticed that during

return to subsonic speed the wing was still hot enough so that they could have carried out subsonic IR measurements.

This technique was employed by Crawford et al. [10] to conduct transition measurements during a subsonic flight test.

In the same idea, Zuccher and Saric [11] spread liquid nitrogen on the model surface in order to cool it before each

testing, even though the cooling effect is temporary and it requires successive applications. One can also use IR lamp to

heat the outer surface of the model. This enables to maintain a heat flux over time, but can lead to reflections on the

surface (Quast [8]). To prevent this, materials with very high emissivity are used (e.g. carbon fiber composite for Raffel

and Merz [12]), or an anti-reflective additional layer of high emissivity is added to the surface model (Simon et al. [13],

Gardner et al. [14]). Probably the most used method consists to heat the model on the inner surface by heating wires, as

first recommended by Quast. Joseph et al. [15] used an aluminium model within which they attached silicone rubber

heater. In spite of the non-homogeneous installation of the heaters, the high conductivity of the aluminium permits

to obtain an homogeneous distribution of temperature in the model. In order to regulate the heat flux at the external

surface, they added an external insulated layer of 800 µm as well as a thin layer of high emissivity and dull paper to

prevent from IR reflections. Crawford et al. [10] only applied a single high emissivity insulated paint layer of 300 µm on

the surface to regulate the flux and prevent the reflections. They also added an insulated layer under the heaters on

the internal surface, so as to direct all heat flux to the outer surface. Similar design were used by Simon et al. [13] to
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perform dynamic detection. Banks et al. [9] showed that the thicker the insulation layer, the stronger the temperature

gradients, and therefore the easier it is to detect the transition; nonetheless, the use of an insulated layer and its thickness

are limited by structural constraints.

Raffel and Merz [12] introduced Differential Infra-red Thermography (DIT), which consists in subtracting two

consecutive thermography measurements for a moving model. If the time step between the two IR images is short

enough, the final model position will differ very slightly from the initial one corresponding to different but very close

conditions in terms of Reynolds and Stanton numbers. This means that the temperature distribution will be different for

the two successive positions in particular in the transition region and that the difference between the two images give

information on either the beginning and the end of the transition.

Once the temperature field is experimentally measured using IR thermography and some data reduction process,

the transition location needs to be determined with the help of a given criterion. The transition onset location can be

defined as the highest chordwise temperature gradient [15] or the middle of the intermittency area [14]. This position is

roughly constant spanwise for natural transition triggered by Tollmien-Schlichting waves (zero sweep wing), however if

one wants to capture a global transition location chordwise for a swept-wing presenting cross-flow vortices, Crawford

et al. [16] proposed to take the maximum of the Cumulative Distribution Function (CDF), that quantifies the ratio of

points being turbulent over a spanwise section.

In practice, the above-mentioned methods used to improve the quality of IR measurements by increasing the

temperature gradient at the transition have been developed empirically, and only a few studies have focused on a

numerical investigation of the influence of these techniques. Joseph et al. [15] have numerically studied the effect of

internal heating on the wall temperature evolution with a simple model based on the electrical analogy. The authors also

neglected radiation exchanges and the intermittency area of the transition. Gardner et al. [14] investigated the time

evolution of the temperature profile by coupling a Unsteady Reynolds Averaged Navier Stokes equations (URANS) code

and a 1D finite difference thermal scheme (in wall normal direction), but radiation exchanges were also neglected. A

more complete modelling that takes every known sources of heat exchange terms into account has been proposed by

Banks et al. [9] to predict the temperature distribution in a wing in supersonic free-flight conditions. The boundary

layer is solved using the so-called integral method, based on closure semi-empirical formulas, and the transition onset

location is imposed by the authors.

In turbomachinery, the heat transfer imposed by hot gas is of paramount importance for the design of turbine blades

and vanes in particular their cooling systems and/or coatings. This requires numerical tools to accurately predict heat

transfer. This problem has been addressed by a so-called Conjugate Heat Transfer (CHT) analysis based on the coupling

of a convective fluid solver with a thermal conduction solver in the solid. In practice, each set of equations is solved

separately to provide a boundary condition for the other. The two sets of equations are solved in turn until continuity of

temperature and heat flux is achieved at the interface. In 2001, Verdicchio et al. [17] analyzed the coupling between
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a RANS fluid solver and a solid solver for turbine discs. They highlighted out the key role of boundary condition

relationships at the interface using two different conditions. The fluid solver was used to specified either heat flux

(Neumann boundary condition) or thermal coefficient and fluid temperature (Robin) as boundary condition for the

solid solver which propagated back the wall temperature (Dirichlet) to the fluid solver. They emphasized the need of

under relaxation of boundary condition values to ensure numerical convergence. Heidmann et al. [18] developed a

conjugate heat transfer coupling between a RANS solver and a boundary element method solver in order to study heat

transfer on a film-cooled vane. The advantage of the boundary element method is that only a surface grid is required

to solve the steady conduction problem in the solid. The numerical convergence was achieved using a Temperature

Forward Flux Back (also referred as Dirichlet/Neumann) coupling. The flow solver calculates the wall temperature

which is specified as a Dirichlet boundary condition to the solid solver. Conduction heat equation is then solved and

the solution is sent back to the fluid solver and used as a Neumann thermal boundary condition at the wall. In 2006,

Verstrack et al. [19] compared Temperature Forward Flux Back (Dirichlet/Neumann) and Flux Forward Temperature

Back (Neumann/Dirichlet) coupling strategies to simulate two turbomachinery applications. They also developed a

Robin/Dirichlet approach (as proposed by Verdicchio et al. [17]) with a predetermined heat transfer coefficient. This

last formulation provided faster convergence and more numerical stability than the two previous one. In the same way,

Radenac [20] analysed the behaviour of a Neumann/Dirichlet and Robin/Dirichlet coupling between two domains at

thermal equilibrium for a one dimension problem. Introducing a temperature disturbance at the vicinity of the interface,

he analysed the stability of the boundary condition looking at the evolution of the eigen-values of the problem and

demonstrated the inconditional behaviour of the Robin condition compared to the Neumann one. These examples

of conjugate heat transfer method demonstrate that the boundary conditions at the interface play a major role in the

numerical convergence and the performance of the simulation. They were all performed considering a fully turbulent

flow and using a RANS fluid solver. This requires a fine mesh at the wall to accurately capture temperature gradient

leading to an important computational cost. The steady fluid state solution is sought by a marching in time until variables

reach converged values so that intermediate temporal solutions are not physically meaningful. Additionally, the solid is

made of a unique material with a significant conduction coefficient corresponding to small Biot number which makes

easier the convergence of the fluid solid coupling. The present work aims at providing a reliable numerical tool able to

predict the temperature variations (both in time and in space) of a multi-layer structure. The solid could be made of a low

conductivity material and subjected to a transition flow leading to a significant evolution of the convective heat transfer

coefficient. Moreover, all thermal effects (conduction, convection and radiation) must be taken into account. This

approach is quite similar to the conjugate heat transfer method develop for turbomachinery except that the RANS solver

is replaced by a boundary-layer solver. The boundary layer solver allows to improve the computation of fluid properties

(temperature gradient, laminar turbulent transition, ...) in the vicinity of the wall with a much lower computational cost.

Nevertheless, it requires not only the geometry of the solid but also the external velocity distribution at the edge of the
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boundary layer. The latter can be obtained from measurements or low fidelity (potential flow, Euler) computations.

However, the curvature of the wall is neglected and the computation is limited to attached flows. The objective of this

numerical tool is to provide temperature distribution at the solid surface in order to pre-dimension models and heating

devices for measurement of the laminar to turbulent transition by IR imaging, in particular for subsonic and transonic

regimes for which the heat exchanges are weak.

First, the coupling method, in particular the boundary conditions between the fluid solver and the heat equation

solver in the solid is presented and discussed. A parametric study is then conducted on the academic flat plate case so as

to give some guidelines for future experimental tests. This method is then applied on a two-dimensional laminar wing

operating in transonic conditions. Numerical predictions are compared with IR measurements performed during a wind

tunnel test campaign in 2021.

II. Equations and numerical solvers
In order to take into account the thermal effects in the model and the boundary-layer behavior as well, two ONERA

in-house codes have been coupled. This section aims at introducing these solvers and the associated equations.

A. Heat equation in the solid

One considers a model upon which a transitional boundary layer is developing, see Fig. 1.

𝑇𝑤 (𝑥) = 𝑇𝑚 (𝑥, 0)

𝑇𝑚 (𝑥, 𝑦)

𝑐𝑝𝑚 , 𝜌𝑚, 𝑘𝑚, 𝜖𝑚

𝑥

𝑦

𝑧ℎ 𝑓 (𝑥), 𝑇𝑎𝑤 (𝑥)

𝜙

𝑄

𝑇𝑟𝑎𝑦

Boundary-Layer Code

Heat Equation Solver

Fluid/Solid Coupling

Fig. 1 Sketch of heat transfer on a model

The heat transfer equation inside the material is given by:

𝜌𝑚𝑐𝑝𝑚
𝜕𝑇𝑚
𝜕𝑡

− ∇ · (𝑘𝑚∇𝑇𝑚) = 𝑄 (1)

where 𝑇𝑚 is the temperature inside the material, 𝜌𝑚 is the density of the material, 𝑐𝑝𝑚 its heat capacity at constant
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pressure and 𝑘𝑚 its thermal conductivity. 𝑄 is a volume production term.

The boundary condition on the external surface on which the boundary-layer flow is developing is given by:

𝑘𝑚

(
𝜕𝑇𝑚 (𝑥, 𝑦)

𝜕𝑦

)
𝑦=0

= 𝜙 + ℎ 𝑓 (𝑥) (𝑇𝑎𝑤 (𝑥) − 𝑇𝑤 (𝑥)) + 𝜖𝜎
(
𝑇4𝑟𝑎𝑦 − 𝑇4𝑤 (𝑥)

)
(2)

where ℎ 𝑓 is the (convective) heat transfer coefficient imposed by the boundary-layer flow. The adiabatic wall

temperature 𝑇𝑎𝑤 stands for the temperature of the wall in adiabatic conditions i.e. without any heat transfer between

the flow and the material. This temperature is also called friction temperature or recovery temperature 𝑇𝑟𝑒𝑐 since it

would be the temperature reached by the wall if the model was exposed for a long time to a given flow. Both the

convective heat transfer coefficient and the adiabatic wall temperature depend on the laminar or turbulent state of the

boundary layer. The emissivity of the material 𝜖 ranges from 0 to 1 (maximum value corresponding to a black body).

For a metallic polished wall 𝜖 ≈ 0.1, while when black painted the emissivity increases up to 𝜖 ≈ 0.9. The constant
𝜎 = 5.67 × 10−8Wm−2 K−4 is the Stefan-Boltzmann constant and 𝑇𝑟𝑎𝑦 the radiative temperature of the environment ∗.

An in-house code [21, 22] solving this set of equations for a multi-layer material is used. The spatial resolution

is based on a finite volume formulation, with a regular and structured mesh. The time discretization is performed by

the 𝜃-method. For an ordinary differential equation (ODE) 𝑢′ = 𝑔(𝑢), the time discretisation of the 𝜃-method takes
the form: 𝑢 𝑗 = 𝑢 𝑗−1 + Δ𝑡 (1 − 𝜃)𝑔(𝑢 𝑗−1) + Δ𝑡𝜃𝑔(𝑢 𝑗 ). The Backward Euler method (i.e. 𝜃 = 1) is used for a stationary

desired state, and the Crank-Nicolson method (i.e. 𝜃 = 1/2) for an unsteady calculation. In both cases, the schemes are
stable for every Fourier number 𝐹𝑜 = 𝑘Δ𝑡

𝜌𝐶𝑝𝐿2
, even though a too large 𝐹𝑜 leads to numerical oscillations for 𝜃 = 1/2.

On the contrary, a too low 𝐹𝑜 results in slow convergence. Hence, it is recommended to have 𝐹𝑜 ≈ 0.5 when using the
Crank-Nicolson integration scheme.

B. Fluid boundary-layer equations

1. Prandtl equations for the mean flow

For a two-dimensional, steady , compressible boundary-layer flow, the Navier-Stokes equations are reduced to the

following set of equations (3), known as the boundary-layer or Prandtl equations:



𝜕𝜌𝑢

𝜕𝑥
+ 𝜕𝜌𝑣
𝜕𝑦

= 0

𝜌𝑢
𝜕𝑢

𝜕𝑥
+ 𝜌𝑣 𝜕𝑢

𝜕𝑦
= 𝜌𝑒𝑈𝑒

𝑑𝑈𝑒
𝑑𝑥

+ 𝜕𝜏
𝜕𝑦

𝜌𝑢
𝜕ℎ𝑖
𝜕𝑦

+ 𝜌𝑣 𝜕ℎ𝑖
𝜕𝑦

=
𝜕 (𝑢𝜏 − 𝜙)

𝜕𝑦

(3)

In the momentum equation (second equation of the system), the viscous stress 𝜏 depends on the regime of the
∗For wind-tunnel test, this reference temperature stands for the test section wall temperature, 𝑇𝑟𝑎𝑦 ≈ 𝑇𝑖 . For a flight test, it corresponds to the

temperature of the sky 𝑇𝑟𝑎𝑦 ≈ 0K.
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boundary layer , see Eq. (4). Using the Reynolds decomposition of the flow quantities into a mean value and a fluctuation

part 𝑞 = 𝑞 + 𝑞′, with respect to a given average function < . > such that < 𝑞 >= 𝑞:


𝜏lam = 𝜇

𝜕𝑢

𝜕𝑦

𝜏turb = 𝜇
𝜕𝑢

𝜕𝑦
− 𝜌 ⟨𝑢′𝑣′⟩

(4)

In the energy equation (third equation of the system (3)), ℎ𝑖 = ℎ + | ®𝑢 |2 /2 the total enthalpy, and 𝜙 the heat flux, also
depend on the flow regime , see Eq. (5): 

𝜙lam = −𝑘 𝜕𝑇
𝜕𝑦

𝜙turb = −𝑘 𝜕𝑇
𝜕𝑦

+ 𝜌 ⟨𝑣′ℎ′⟩
(5)

The perfect gas law (6) closes the equation system for a compressible gas:

𝑃 = 𝜌
ℜ
M𝑇 = 𝜌𝑅𝑇 (6)

In the present study, the turbulence stress ⟨𝑢′𝑣′⟩ is modeled using the Boussinesq hypothesis through a turbulent
viscosity (also referred as eddy viscosity) 𝜇𝑡 :

− 𝜌 ⟨𝑢′𝑣′⟩ = 𝜇𝑡 𝜕𝑢
𝜕𝑦

(7)

This eddy viscosity is expressed by an algebraic model (sometimes referred as the ’0-equation’ or ’0-order’ model)

using the concept of mixing length turbulence model 𝑙 such as:

𝜇𝑡 = 𝜌𝑙
2 𝜕𝑢

𝜕𝑦
(8)

In the logarithmic region, the variation of the eddy viscosity is imposed by inertial turbulent stress so that the viscous

stress can be neglected. It can be therefore shown that theoretically the mixing length depends linearly on the wall

distance 𝑙 = 𝜒𝑦, with 𝜒 = 0.41 the von Kàrmàn constant. In the external region, turbulence length scale 𝑙 is related to

the boundary-layer thickness 𝛿 and experiments [23] have shown that the ratio 𝑙/𝛿 becomes constant close to 0.085. In
1969, Michel [24] proposed an analytical formulation for the mixing length verifying a linear behavior for small wall

distance (𝑙 = 𝜒𝑦) and reaching a constant value of 0.085 towards the outer edge of the boundary layer:

𝑙

𝛿
= 0.085 tanh

( 𝜒

0.085
𝑦

𝛿

)
(9)
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Nonetheless, the expression (9) is only valide in fully turbulent zone where inertial stress is prevailing. Close to the

wall, viscous damping has to be taken into account. This effect is represented by a corrective function 𝐹 that ensures

the appropriated damping of velocity fluctuations moving towards the wall so that the viscous diffusion (𝜈) becomes

dominating compared to the turbulent one, see Eq. (10):

𝐹 = 1 − exp
(
− 𝑙

26𝜒𝜇
(𝜏𝜌)1/2

)
(10)

Finally, turbulent stress and turbulent heat flux are given by:


−𝜌 ⟨𝑢′𝑣′⟩ = 𝜌

(
(𝐹𝑙)2 𝜕𝑢

𝜕𝑦

)
𝜕𝑢

𝜕𝑦
= 𝜇𝑡

𝜕𝑢

𝜕𝑦

−𝜌 ⟨𝑣′ℎ′⟩ = −𝜌
(
1
P𝑡 (𝐹𝑙)

2 𝜕𝑢

𝜕𝑦

)
𝜕ℎ

𝜕𝑦
= −

(
𝜇𝑡
P𝑡

)
𝜕ℎ

𝜕𝑦
= −𝑘𝑡 𝜕ℎ

𝜕𝑦

(11)

where P𝑡 is the turbulent Prandtl number set to a constant value P𝑡 = 0.89.
The mixing length turbulence model suffers from the same restrictions as the boundary-layer solver neglecting

wall curvature and is not adapted to represent vortex regions such as separation regions. Moreover, it is restricted to

moderated external pressure gradient, low external turbulence level and does not account for wall roughness effect. Such

limitation could be raised by the use of more elaborated turbulence models such as 2nd-order formulations (e.g. 𝑘 − 𝜖 or
𝑘 − 𝜔 turbulence models). It has been verified, both for the flat plate (section IV Guidelines for IR measurements) and
for the transonic airfoil (section V Application on real cases), on some configurations that the mixing length approach

provided results close to the one obtained with the 𝑘 − 𝜖 [25] and a 𝑘 − 𝜔 [26] models.
The boundary-layer Prandtl equations are parabolic in nature, so that they can be solved employing a streamwise

marching procedure [27]. The computation is initialized at the first point by a self similar analytical velocity profile:

either the Blasius profile for the flat plate case or the Hiemenz velocity profile (stagnation point) for a 2D airfoil

configuration. The space step is automatically adjusted in order to have the best progression between two consecutive

points.

2. Modelling of the transitional region

The boundary-layer solver [27] performs a simplified modeling of the linear stability calculation to compute the

boundary-layer 𝑁-factor, using the parabolas method first introduced by Arnal [28] which gives an approximated

value of the amplification rate as a function of the shape factor 𝐻 and the local Reynolds number 𝑅𝑒𝛿1 based on the

boundary-layer displacement thickness. More details about this transition prediction method can be found in [29]. The

streamwise integration of these amplification rates provides the value of the so-called 𝑁-factor which can be interpreted

as the spatial amplification of a physical boundary-layer instabilities.
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The 𝑒𝑁 criterion is used, which means that transition occurs when the 𝑁-factor exceed a given limit 𝑁𝑇 , that is for

TS induced transition related to the turbulence rate of the external flow by the Mack relation [30]:

𝑁𝑇 = −8.43 − 2.4 ln𝑇𝑢, 1 × 10−3 < 𝑇𝑢 < 1 × 10−2 (12)

Once the starting point of the transition is specified by the 𝑒𝑁 criterion, the boundary layer develops from a laminar

to a turbulent state characterized by a change in its properties. In particular, the turbulent contributions (𝜇𝑡 and 𝑘𝑡 , see

equation (11)) are added to the natural viscosity and conductivity of the fluid to model the impact of turbulent spots on

the mean-flow. An intermittency function, quoted Γ, is used to smooth the evolution of the effective viscosity from

laminar to turbulent state:

𝜇𝑒 𝑓 𝑓 = 𝜇 + Γ𝜇𝑡 (13)

In the present study, Γ is the intermittency function of Dhawan and Narasimha [31]:

Γ(𝑥) = 1 − exp
(
−0.412

(
𝑥 − 𝑥𝑇
𝜆𝑇

)2)
(14)

With 𝑥𝑇 the transition position and 𝜆𝑇 a parameter related to the extend of the transitional region that can be related

to Δ𝑥 = 𝑥Γ=0.999 − 𝑥𝑇 = 4.1𝜆𝑇 . According to Stock and Haase [32], Δ𝑥 and the displacement thickness at the transition

𝛿1,𝑇 are related by the relationship 𝑅𝑒Δ𝑥 = 13.4𝑅𝑒3/2𝛿1,𝑇 which allows to express the extend parameter 𝜆𝑇 as a function of

the displacement thickness at the transition onset.

𝑅𝑒Δ𝑥 = 13.4𝑅𝑒3/2𝛿1,𝑇 (15)

In the same way, the intermittency function is involved in the expression of the adiabatic wall temperature which is

given by the relation:

𝑇𝑎𝑤 = 𝑇𝑖
1 + 𝑟 𝛾−12 𝑀2𝑒

1 + 𝛾−1
2 𝑀2𝑒

(16)

With 𝑟 the recovery factor, constant and dependant of the flow regime: 𝑟 𝑙𝑎𝑚 = 0.85 and 𝑟 𝑡𝑢𝑟𝑏 = 0.90. To avoid any

discontinuity in the streamwise evolution of 𝑇𝑎𝑤 (𝑥) at the transition onset, the intermittency function is used to weight
the evolution of the recovery factor in the transitional zone such as:

𝑟 = (1 − Γ)𝑟 𝑙𝑎𝑚 + Γ𝑟 𝑡𝑢𝑟𝑏 (17)
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III. Aerothermal coupling condition

A. Different ways of coupling and convergence

Different ways of coupling Several strategies exist to realize an aero (fluid)/thermal (solid) coupling. Here we focus

on a partitioned approach: the fluid and solid equations are solved separately and the coupling between the fluid and

solid solvers is done by treating the boundary conditions imposed on the two domains. To achieve this coupling, it is

necessary to ensure the equality of the temperature and heat flux at the interface. To garantee the temperature equality,

the wall temperature is computed by the solid solver and directly imposed on the fluid domain at the interface. This

corresponds to a Dirichlet type boundary condition. Concerning the heat flux, two kind of boundary conditions can then

be used:

• The heat flux 𝜙𝑤 , computed by the fluid solver, can be directly imposed on the interface of the solid. This is a

Neumann type boundary condition which implies that during the whole resolution of the solid solver 𝜙𝑤 remains

constant and is not influenced by the evolution of 𝑇𝑤 . The flux is therefore only updated at the next call of the

fluid solver. It is easy to understand that 𝑇𝑤 must not evolve much between two cycles of the coupling or it might

lead to convergence issues.

• A convection model 𝜙𝑤 = ℎ 𝑓 (𝑇𝑎𝑤 − 𝑇𝑤) can be used and is usually referred as Robin (or Fourier) type boundary
condition. The convective heat exchange coefficient ℎ 𝑓 and the adiabatic wall temperature 𝑇𝑎𝑤 are computed by

the fluid solver. The value of the flux is thus adapted at each computational iteration of the solid solver with the

evolution of 𝑇𝑤 .

Numerical stability A large number of works focus on the study of the stability of partitioned aerothermal couplings

depending on the type of boundary conditions chosen. In this study, we have considered both a Neumann/Dirichlet and

a Robin/Dirichlet coupling:

• Neumann/Dirichlet: Radenac [20] indicates that the stability is conditioned by the ratio of the conductivities of

the fluid and solid domains: it is then necessary to have the conductivity of the fluid lower than the conductivity

of the solid: 𝑘 𝑓 < 𝑘𝑚. Moreover, Verstraete [33] showed that the Biot number must verify 𝐵𝑖 < 1, with

𝐵𝑖 = ℎ𝐿/𝑘 = 𝑡conduction/𝑡convection. This shows that on the one hand, the convective resistance must be greater than the
conductive resistance, which is consistent with Radenac’s criterion: 1/𝑘 𝑓 > 1/𝑘𝑚. On the other hand, it indicates
that the characteristic time of conduction must be lower than that of convection. In other words, conduction must

not be allowed to take place too much between two updates of the flow, i.e. 𝑇𝑤 must not evolve too much between

two calls of the fluid solver.

• Robin/Dirichlet: Radenac [20] has shown that such a coupling is theoretically unconditionally stable.
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B. Neumann/Dirichlet Coupling

In a Neumann/Dirichlet coupling, the temperature equality is ensured by a Dirichlet condition on the fluid domain

from the wall temperature 𝑇𝑤 calculated by the solid solver. The continuity of the heat flow is ensured by a Neumann

condition where 𝜙𝑤 is computed by the fluid solver and imposed on the solid domain in addition to the contribution of

the radiation and of a hypothetical external flux (external heating by an IR lamp for example):

𝑘𝑚

(
𝜕𝑇𝑚 (𝑥, 𝑦)

𝜕𝑦

)
𝑦=0

= 𝜙𝑤 + 𝜙𝑒𝑥𝑡 + 𝜖𝜎
(
𝑇4𝑟𝑎𝑦 − 𝑇4𝑤 (𝑥)

)
(18)

Where 𝜙𝑤 is computed by the fluid solver from the enthalpy:

𝜙𝑤 = 𝑘 𝑓
𝑑𝑇

𝑑𝑦

����
𝑦=0

=
𝜇𝑐𝑝

P
𝑑𝑇

𝑑𝑦

����
𝑦=0

=
𝜇

P
𝑑ℎ

𝑑𝑦

����
𝑦=0

(19)

The coupling is initialized with a uniform temperature field in the solid (fluid stagnation temperature 𝑇𝑖 for instance).

At each calling of the boundary-layer code, the wall temperature is extracted and imposed on the fluid domain boundary.

The boundary-layer code solves the compressible Prandtl equations with an anisothermal wall and computes the heat

flux at the wall. This flux is used as the boundary condition of the solid solver. The latter solves the unsteady heat

equation over a time period 𝑛𝑡Δ𝑡, with 𝑛𝑡 the number of time iterations and Δ𝑡 the time step (Backward Euler scheme).

As mentioned before, 𝑇𝑤 must not evolve too much between two calls of the fluid solver, in other words 𝑛𝑡Δ𝑡 < 𝑡𝑐𝑎𝑟𝑎

to ensure stability. This characteristic time depends strongly on the value of 𝐵̃𝑖 = ℎ̃ 𝑓 𝑒/𝑘𝑚, with ℎ̃ 𝑓 = 𝑚𝑎𝑥
𝑥

(ℎ 𝑓 ). For
example, for a flat plate covered with a 𝑒 = 2mm insulator of conductivity 𝑘𝑚 on which a transitional boundary layer

develops at 𝑀 = 0.8 (ℎ̃ 𝑓 ≈ 400Wm−2 K−1), we find:

• 𝑘𝑚 = 0.05WK−1m−1: 𝐵̃𝑖 = 16, the calculation never converges regardless of how small is 𝑛𝑡Δ𝑡

• 𝑘𝑚 = 0.5WK−1m−1: 𝐵̃𝑖 = 1.6, the calculation converges for 𝑛𝑡Δ𝑡 < 1𝑠

• 𝑘𝑚 = 5WK−1m−1: 𝐵̃𝑖 = 0.16, the calculation converges for 𝑛𝑡Δ𝑡 < 240𝑠

Convergence is very slow for a 𝐵𝑖 number close to unity, and rather fast for 𝐵𝑖 < 1, which is consistent with the

Verstraete’s condition. We decided to impose 𝑛𝑡 = 50 as a constant, then to adapt Δ𝑡 accordingly to ensure 𝑛𝑡Δ𝑡 < 𝑡𝑐𝑎𝑟𝑎.

Even if an explicit relation between 𝐵𝑖 and 𝑡𝑐𝑎𝑟𝑎 could not be exhibited, as other parameters also have an influence on

the stability, several tests have shown that setting Δ𝑡 = 0.02 for 𝐵𝑖 > 0.05 and Δ𝑡 = 5 for 𝐵𝑖 < 0.05 allowed for a stable

coupling. After each calling of the fluid solver, 𝐵̃𝑖 is calculated from ℎ̃ 𝑓 . For this, we use the Reynolds analogy which

links the friction coefficient 𝐶 𝑓 calculated by the fluid solver to ℎ 𝑓 :

𝐶ℎ
def
=

ℎ 𝑓

𝜌𝑐𝑝𝑈𝑒

analogy≡ 𝑠

2
𝐶 𝑓 (20)

with the analogy factor set to 𝑠 = P−2/3 = 1.24, and𝑈𝑒 the velocity at the outer boundary-layer edge.
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In practice, we consider cases with very low material surface conductivities (using of insulators to improve IR

measurements), which implies a high Biot number, and therefore 𝑛𝑡Δ𝑡 too low. The algorithm multiplies the cycles

between the fluid and solid solver, which makes the computation time increase.

C. Robin/Dirichlet coupling method

In a Robin/Dirichlet coupling the continuity of the heat flux with the fluid at the solid interface is ensured by a

convection model:

𝑘𝑚

(
𝜕𝑇𝑚 (𝑥, 𝑦)

𝜕𝑦

)
𝑦=0

= 𝜙𝑒𝑥𝑡 + ℎ 𝑓 (𝑥) (𝑇𝑎𝑤 (𝑥) − 𝑇𝑤 (𝑥)) + 𝜖𝜎
(
𝑇4𝑟𝑎𝑦 − 𝑇4𝑤 (𝑥)

)
(21)

The convective heat exchange coefficient ℎ 𝑓 can be obtained directly from the heat flux at the wall calculated by the

fluid solver:

ℎ 𝑓 =

− 𝜇P
𝜕ℎ

𝜕𝑦

����
𝑦=0

𝑇𝑤 − 𝑇𝑎𝑤 (22)

The adiabatic wall temperature is given by equations (16) and (17).

However, in some cases the wall temperature 𝑇𝑤 may gets too close to the adiabatic wall value 𝑇𝑎𝑤 , which results

in a ℎ 𝑓 tending to infinity. This may appear when other heat sources (external flux, radiation, internal heating) than

the fluid itself are weak which may be the case for wind tunnel tests. In that situation, the convective term becomes

predominant in the boundary condition equation, so 𝑇𝑤 gets even closer to 𝑇𝑎𝑤 , and so on, which makes the calculation

diverge.

The convective heat exchange coefficient ℎ 𝑓 must therefore be calculated differently to avoid any divergence when

the wall temperature tends toward its abiabatic value 𝑇𝑤 → 𝑇𝑎𝑤 . One possibility is to use the Reynolds analogy (20)

which assumes a direct proportionality between the heat transfer and the skin friction coefficients.

Theoretically, such a coupling is unconditionally stable [20] and one does not need to pay attention to the Biot

number 𝐵𝑖 or any other stability criterion. The temperature in the solid is initialized to 𝑇𝑖 . The boundary-layer code

solves the Prandtl equations and returns the skin friction coefficient 𝐶 𝑓 and the adiabatic wall temperature 𝑇𝑎𝑤 . The

convective heat exchange coefficient ℎ 𝑓 is calculated from 𝐶 𝑓 using the Reynolds analogy and the distribution of ℎ 𝑓

and 𝑇𝑎𝑤 on the edge of the solid domain is imposed. The solid solver resolves the heat equation to reach a steady state.

The surface temperature is extracted and fed back to the fluid solver as a Dirichlet condition. This process is performed

until the surface temperature converges, which usually takes no more than 5 cycles. The figure 2 pictures this iterative

process.

This coupling has the advantage of not being limited by the conductivity of the material, and always converges in a
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Initialisation: (𝑖 = 0)
𝑇 (0)
𝑤 = 𝑇𝑖

𝑖 = 𝑖 + 1

BL Solver:
Input: 𝑇 (𝑖−1)

𝑤

Ouputs: 𝐶 𝑓 , 𝑇𝑎𝑤

Reynolds Analogy:
ℎ 𝑓 = 1.24𝜌𝑐𝑝𝑈𝑒

𝐶 𝑓
2

Solid Solver:
Inputs: ℎ 𝑓 , 𝑇𝑎𝑤
Ouput: 𝑇 (𝑖)

𝑤

Convergence ?

𝑇𝑤 = 𝑇 (𝑖)
𝑤

yes

no

Fig. 2 Iterative process of the Robin/Dirichlet coupling method

few minutes. On the other hand, the Neumann/Dirichlet coupling requires several hours to converge for an insulator of

very low conductivity.

The comparison of the wall temperature is plotted for two Mach numbers in figure 3. The flow develops along a flat

plate consisting of a 20mm aluminium layer covered with a 2mm epoxy insulator of conductivity 𝑘 = 0.5WK−1m−1

on which a transitional boundary layer develops. The 𝑒𝑁 approach based on the Arnal parabola method is used

to calculate the position of the transition onset with a N-factor before the destabilization of the boundary layer by

Tollmien-Schlichting waves is taken at 𝑁TS = 6.

The differences between the temperatures calculated by these two couplings on the considered cases are rather small

compared to the wall temperature difference Δ𝑇 between the laminar and turbulent regions and are mainly noticeable in

the laminar regime. First and foremost, there is a major difference of modelling that could explain this, since the heat flux

𝜙𝑤 is directly computed from the enthalpy derivative close to the wall for the Neumann/Dirichlet coupling, see Eq. (19),

while the convective heat exchange coefficient ℎ 𝑓 is derived from 𝐶 𝑓 by the Reynolds analogy for the Robin/Dirichlet

coupling. Moreover, the boundary condition ℎ 𝑓 (𝑥) (𝑇𝑎𝑤 (𝑥) − 𝑇𝑤 (𝑥)) is adapting to 𝑇𝑤 (𝑥) variation at every iterations
of the heat equation solver whereas for the Neumann/Dirichlet coupling the heat flux 𝜙𝑤 is constant and only updated
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Fig. 3 Comparison of temperature profile obtained with a Neumann/Dirichlet (solid red line) and a
Robin/Dirichlet (solid blue line) coupling methods for two Mach number values. Circle symbols stand for the
onset of transition while square symbols represent the end of the transitional region (i.e. the beginning of fully
turbulent boundary-layer zone). The evolution of adiabatic wall temperature 𝑇aw has been added for comparison
and is depicted by the black full line. 𝑇𝑖 = 300K, 𝑃𝑖 = 105Pa, 𝑁TS = 6, 𝑘 = 0.5WK−1m−1, 𝜀 = 0.9, 𝑇𝑟𝑎𝑦 = 𝑇𝑖 .

after each call of the boundary-layer code. This is very likely to be responsible for the temperature difference in the

laminar and transitionnal regimes. However in the turbulent regime, the heat flux ℎ 𝑓 (𝑥) (𝑇𝑎𝑤 (𝑥) − 𝑇𝑤 (𝑥)) and 𝜙𝑤 turn
out to be very close, and so are the temperature profiles. Note that regardless of the modelling differences between the

two couplings, the onset and end transition location are similarly predicted. Since the Robin/Dirichlet coupling is more

efficient numerically, we decided to retain it for the rest of this study.

D. Unsteady computations

So far, only constant conditions have been considered, in order to calculate a steady state. However, it is also

interesting to be able to calculate unsteady behaviors. Indeed, during experimental measurements, it is common to

create a thermal disequilibrium by several means: switching on/off the cooling system of the wind tunnel, an IR lamp,

an internal heating system by thermal resistance, etc...

There are two types of unsteady conditions: those specific to the flow (𝑇𝑖 , 𝑃𝑖 , Mach number) which are linked to the

fluid solver, and those concerning the boundary conditions imposed on the structure (internal or external heat flux)

linked to the solid solver. Of course, imposing unsteady conditions on the solid domain has repercussions on 𝑇𝑤 , and

thus influences the coupling with the fluid, and vice versa.

Numerically, we then move from a Backward Euler time scheme to a Crank-Nicholson scheme of order 2 in time

(𝜃 = 0.5), which thus requires a Fourier number 𝐹𝑜 = 𝑘𝑚Δ𝑡
𝜌𝑐𝑝𝑚 (Δ𝐿)2 close to 0.5 to avoid numerical oscillations. The

conductivity 𝑘𝑚, the thermal capacity 𝑐𝑝𝑚 and the density 𝜌𝑚 are fixed by the material studied. The spatial discretisation

size Δ𝐿 is imposed by the mesh, and so the time step is set such as 𝐹𝑜 = 0.5.
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It therefore remains to set the number of time iterations 𝑛𝑡 computed by the solid solver. It must be large enough,

otherwise there is a risk of doing too many iterations, which would be numerically inefficient and costly. Nor can it be

too large to have good temporal resolution. Moreover, the evolution of the conditions is only updated between two calls

of the solid solver. At each call, 𝑛𝑡 is adapted in order to meet these requirements.

The general idea of the unsteady coupling is similar to the steady Robin/Dirichlet coupling, except that the wall

temperature is not initialized with 𝑇𝑖 anymore, but with the temperature profile at equilibrium for the initial conditions.

This requires to compute the steady state for these conditions using the steady Robin/Dirichlet coupling first.

IV. Guidelines for IR measurements
This section aims at giving guidelines to the experimenter who would like to perform IR measurements by studying

the influence of different parameters of interest on the wall temperature in the academic framework of the flat plate

using our Robin/Dirichlet coupling. Experimentally, there are several ways to define the transition position from a

temperature profile measured by IR thermography. The two definitions mainly used place the transition position at 50%

of the intermittency, or at the inflection point of the intermittency. In both cases, it is necessary to have a temperature

gradient Δ𝑇 between the laminar and turbulent zones as large as possible to limit the uncertainty on the determination

of this transition position. It is with this aim that we study the efficiency of the main methods used in practice: addition

of an insulating layer, use of an internal heating device or an IR lamp, thermal disequilibrium by switching on/off the

cooling system of the wind tunnel.

The reference configuration is a flat plate consisting of a 20mm aluminium layer covered with a 2mm epoxy

insulator of conductivity 𝑘𝑚 = 0.5WK−1m−1 (see Tab. 1) and emissivity 𝜀 = 0.9 on which a transitional boundary layer

develops. There is no inner or outer heating. The stagnation conditions are 𝑇𝑖 = 300K and 𝑃𝑖 = 105Pa, and the reference

temperature of radiation is set to the stagnation temperature 𝑇ray = 𝑇𝑖 . The transition onset location is computed using

the 𝑒𝑁 method and the parabolas method, with 𝑁𝑇𝑆 = 6 as transition threshold. Three Mach numbers will be considered

from the subsonic regime 𝑀0 = 0.3 (corresponding to a unit Reynolds number 𝑅𝑒 = 6.30 × 106m−1), to supersonic
regime 𝑀0 = 3 (𝑅𝑒 = 7.41 × 106m−1), considering also transonic Mach number 𝑀0 = 0.8 (𝑅𝑒 = 13.4 × 106m−1). In
the following, some parameters are made to vary in order to study their influence, but without explicit precision these

sub-mentioned values are used as reference.

A. Influence of conductivity

The influence of the external layer material on the temperature gradient between laminar and turbulent zones Δ𝑇 is

studied. Figure 4 compares the listed materials in Tab. 1 for three Mach numbers. These materials have been identified

by Gardner et al. [14] and considered to study the differential infrared thermography detection.

As it could be expected, the more insulating the material, the greater Δ𝑇 since it reduces conduction which tends to
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Table 1 Thermal properties of the investigated materials constituting the external layer. From Gardner et al.
[14], Bakelite has been added to have a material with a conductivity in the order of the unit, 𝑘𝑚 = O(1).

Material km (Wm−1 K−1) cpm (J kg−1 K−1) 𝜌m (kgm−3)
Perfect Insulator 10−5 1000 1000
Cork 0.05 1900 250
Polystyrene 0.1 1300 1100
Plexiglass 0.2 1500 1200
Epoxy 0.5 2300 1180
Bakelite 1.5 1500 1300
Lead 30 129 11340
Aluminium 300 900 2700
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Fig. 4 Comparison of the influence of the external layer thermal property on Δ𝑇

homogenize the wall temperature. For low Mach numbers, it is even more important to add a good insulator because the

temperature gradient is lower than for supersonic regimes. For conductive materials (lead, aluminium), the temperature

evolution is too smooth and it is practically impossible to detect the transition zone. We can also notice a slight

drop in temperature at the beginning of the transition zone, referred as ’dip’ or ’bucket’. This is sometimes observed

experimentally especially in flight test conditions. Figure 20 in the appexdix presents recent flight test results where this

dip can be observed on a streamwise temperature profile. Further explanations can be found in the appendix.

B. Influence of thickness

Figure 5 compares the influence of the epoxy layer thickness for several sub- trans- and super- sonic regimes with

corresponding Mach numbers 𝑀 = 0.3, 𝑀 = 0.8 and 𝑀 = 3 respectively.

It is clear that the thickness of the insulation is as important as its conductivity on the evolution of surface temperature

and allows to significantly increase the temperature gradient between the areas exposed to laminar or turbulent flows.
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Fig. 5 Comparison of the influence of the epoxy (𝑘𝑚 = 0.5Wm−1K−1) layer thickness on the wall surface
temperature

However, the thickness of this external material may be limited by structural and mechanical constraints.

As highlighted in figure 6, for a given 𝑘/𝑒, the temperature profile remains constant. Under the stationary assumption
without any source, equation (1) writes Δ𝑇 = 0. Several quantities can be nondimensionalized as followed: 𝑇 = 𝑇𝑇∗

with 𝑇∗ = 𝑇𝑖 , 𝑦 = 𝑦̃𝑒, 𝜙 = 𝜙𝜙∗ and ℎ = ℎ̃ℎ∗.

Equation (2) thus writes:

𝑘

𝑒
𝑇∗

(
𝜕𝑇

𝜕𝑦̃

)
𝑦̃=0

= 𝜙𝜙∗ + ℎ̃ℎ∗𝑇∗ ( ˜𝑇𝑎𝑤 − 𝑇𝑤
) + 𝜖𝜎𝑇∗4

(
˜𝑇𝑟𝑎𝑦
4 − 𝑇𝑤4

)
(23)

Indeed, this equation depends on four different scales. If one of the parameters 𝑇∗, 𝜙∗ and ℎ∗ is modified, the

temperature profile will be changed even for a given 𝑘/𝑒 ratio. On the contrary, if these three former parameters are
fixed, the temperature profile will only depends on 𝑘/𝑒 as depicted in figure 6. Finally, figure 7 presents the evolution of
wall temperature with 𝑘/𝑒 as a parameter for the three Mach numbers.

C. Influence of a heating

To increase the temperature gradient at the transition, it is common to use heating devices. For example, IR lamps

may be used to heat the outer wall (e.g. [12, 13, 34], or wire heaters can be used to heat the inner wall (e.g. [13, 15, 16]).

The influence of the internal/external flux supplied by these two methods is studied in figure 8.

First of all, one can notice that for an equal intensity, the wall temperature distributions obtained by an internal

or an external flux are almost identical. This shows that the efficiency of these two methods is theoretically similar.

This is consistent with our modeling of a flat plate without lateral heat loss and perfect contact resistance between the

aluminium inner part and the insulating material, but this could be different for real cases. In practice, it is on the one

hand more difficult to install an internal heating system, but on the other hand an external heating by IR lamp can cause
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Fig. 6 Comparison of the influence of the ratio 𝑘/𝑒 = 10, 100 and 1000Wm−2 K−1 on the wall surface temperature.
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Fig. 7 Comparison of the influence of the ratio 𝑘/𝑒 on the wall surface temperature for 𝑀 = 0.3, 0.8 and 3.
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Fig. 8 Comparison of the influence of an internal or external heating intensity on wall temperature distribution
for 𝑀 = 0.3, 0.8 and 3. Insulating material 𝑒 = 2mm, 𝑘 = 0.5Wm−1 K−1.

reflections and disturb the measurement and in case of close test section requires an ad-hoc window. An heating system

can significantly increase the temperature gradient, as can be seen in for 𝑀 = 0.3 (8a) between the case 𝜙 = 0 and

𝜙 = 300Wm−2 where |Δ𝑇 | increases from 0.1K to 2K. In addition, it seems that the laminar zone is more sensitive to
heat flux. If initially the laminar zone is colder than the turbulent zone, this can allow the gradient to be reversed and

have a laminar zone that becomes warmer than the turbulent zone. If the laminar zone is already warmer, the heating

system can further increase the gradient.

The unsteady effects of an internal/external heating are also investigated using the Robin/Dirichlet unsteady coupling.

The initial conditions are the reference conditions, without any heating and a Mach number 𝑀 = 0.8. At 𝑡 = 1s, a

thermal disequilibrium is triggered by the sudden variation of the heating intensity:

• Case 1: external heating 𝜙𝑒𝑥𝑡 = 300Wm−2, corresponding to switching on an IR lamp (see figure 9a),

• Case 2: internal heating 𝜙𝑖𝑛𝑡 = 300Wm−2, corresponding to switching on an internal heating system (see

figure 9b).

The purpose is to determine whether during the transient state due to a change in the intensity of the supplied

heat flux, the temperature gradient increases significantly over a certain period of time. For the considered cases, the

temperature profile undergoes a gradient inversion between the initial and final state since the laminar zone is more

sensitive than the turbulent zone to the heat flux. Thus, during most of the transient state, the temperature of the

laminar zone approaches that of the turbulent zone, and the temperature gradient decreases. The temperature gradient

is maximal at the final state, so that for this example, make measurements during the transient state is not interesting

since the laminar zone is initially colder than the turbulent zone. Note that for an internal heating, the onset of the

evolution of the wall temperature is delayed of a few seconds (see green curves of figures 9a and 9b corresponding to
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Fig. 9 Investigation of the unsteady effects of an internal/external heating by applying a thermal disequilibrium
at 𝑡 = 1s from an initial state without any heating at 𝑀 = 0.8. Comparison to the initial and final states computed
using the Robin/Dirichlet steady coupling

𝑡 ≈ 2 s and 𝑡 ≈ 20 s ) due to the heat diffusion time between the inner and outer surface, which is for a 2mm layer of
epoxy 𝜏 ≈ 𝜌𝑚𝑐𝑝𝑚𝑒

2

𝑘𝑚
= 21.7 s. This is also illustrated in figure 10 where the time evolution of the temperature difference

between the laminar and turbulent region is represented.

If the wall is pre-heated so that the laminar zone is warmer, and then the heat flux is increased, the temperature

difference between laminar and transition zone is lower than the value reached when thermal equilibrium is effective.

Figure 11 shows a case where an initial internal heating of 𝜙𝑖𝑛𝑡 = 300Wm−2 contributes to have a laminar zone warmer.

The heating is then increased to 𝜙𝑖𝑛𝑡 = 500Wm−2, but the greater temperature difference is still obtained in the final

state.

D. Influence of a thermal disequilibrium

During wind tunnel testing, it is common to turn on/off the cooling system in order to change the stagnation

temperature 𝑇𝑖 of the fluid and thus create a greater thermal imbalance with the model. The case of a thermal

disequilibrium at 𝑀 = 0.8 where 𝑇𝑖 falls from 300K to 295K, or rises from 300K to 305K is investigated in figure 12.

The modification of the stagnation temperature modifies the absolute level of the wall temperature distribution,

which remains almost identical from a relative point of view: the initial Δ𝑇 is more or less identical to the final Δ𝑇 .

This is consistent with the fact that for a given Mach number, 𝑇𝑎𝑤 is linearly linked to 𝑇𝑖 , so the difference of 𝑇𝑎𝑤 in the

laminar and turbulent regimes is unchanged. However, the turbulent regime is more sensitive than the laminar zone to

thermal disequilibrium and the temperature in this zone varies more quickly, which allows to obtain a higher Δ𝑇 during
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Fig. 10 Evolution of wall temperature during transient state for 3 distinct flux condition based on a thermal
disequilibrium at 𝑡 = 1 s. Blue curve 𝜙𝑒𝑥𝑡 = 0 → 300Wm−2 (corresponding to figure 9a), orange curve
𝜙𝑖𝑛𝑡 = 0 → 300Wm−2 (corresponding to figure 9b), red curve 𝜙𝑖𝑛𝑡 = 300 → 500Wm−2 (corresponding to
figure 11). Since the initial stage of red curve corresponds to the final one of the orange curve, the time reference
has been shifting accordingly.

the transient regime.

In figure 12a, the temperature undergoes a gradient inversion during the transient state and the maximum gradient

during the transient state is about Δ𝑇 ≈ 1.5K, unlike in figure 12b in which there is no gradient inversion and the
maximum gradient is Δ𝑇 ≈ 2.5K. The time evolution of wall temperature for these both cases is depicted in figure 13.
During the transition phase, the maximum wall temperature difference between the laminar and turbulent region is

reached very quickly around 𝑡Δ𝑇max ≈ 17 s when the stagnation temperature is increased and 𝑡Δ𝑇max ≈ 16 s when 𝑇𝑖
decreases. There is therefore a real interest in using this kind of method, already well known by experimenters, and

especially when the temperature gradient between the laminar and turbulent regimes does not reverse. Nonetheless, in

the current simulations, the total temperature value is abruptly changed which may not be representative of the evolution

of 𝑇𝑖 during wind tunnel testing when the cooling system is switched on/off and where a more progressive evolution of

the stagnation temperature is expected. Such real configurations will be investigated is more details in section V.

This can be explained by noting that 𝑇𝑎𝑤 is linearly dependent on 𝑇𝑖 , and that for a small variation of 𝑇𝑖 the flow

properties are expected to be little changed, and therefore ℎ 𝑓 can be assumed to be almost unchanged. But since

ℎ𝑡𝑢𝑟𝑏𝑓 > ℎ𝑙𝑎𝑚𝑓 , the convective term ℎ 𝑓 (𝑇𝑎𝑤 − 𝑇𝑤) is more intense in the turbulent than in the laminar zone and the
temperature varies more abruptly during the transient state. With these same arguments, we can explain why in

the previous case (IV.C Influence of a heating), the laminar zone was more sensitive than the turbulent zone to the

contribution of a global external/internal heat flux: without modification of 𝑇𝑖 , and thus of 𝑇𝑎𝑤 and ℎ 𝑓 , the convective

term acts as a less intense recovery source in the laminar zone, and this one evolves therefore faster during the transient
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Fig. 11 Investigation of the unsteady effects of an internal heating by applying a thermal disequilibrium at
𝑡 = 1 s from an initial state with 𝜙𝑖𝑛𝑡 = 300Wm−2 to 𝜙𝑖𝑛𝑡 = 500Wm−2at 𝑀 = 0.8 (corresponding to the final stage
of figure 9b. Comparison to the initial and final states computed using the Robin/Dirichlet steady coupling

state.

V. Application on real cases
In this section, the Robin/Dirichlet with Reynolds analogy coupling code is applied to a real model tested at the

S2MA (Soufflerie 2 Modane Avrieux) wind tunnel.

A. Application to wind-tunnel tests: transonic airfoil

In order to apply the code on real configurations, we want to compare the numerical predictions with experimental

measurements. The model considered is a laminar symmetrical airfoil made of aluminium, to which a 1mm layer

of highly insulating (𝑘 ≈ 0.05Wm−1K−1) and anti-reflective (𝜀 ≈ 0.9) epoxy resin have been added. The tests
were conducted in the transonic regim at the S2MA, a pressurized closed- circuit wind tunnel of ONERA at the

Modane-Avrieux centre. The profile chord is 𝑐 = 0.396m. Figure14 shows the airfoil which has been designed to be a

laminar symmetric profile. The pressure coefficients, denoted 𝐾𝑝 are plotted in figure 14, for 𝑃𝑖 = 1bar, 𝑇𝑖 = 308.6K

and 𝑀 = 0.8 and zero angle of attack.

The model wall temperature is measured using IR thermography on the suction side. The IR camera has been

preliminary calibrated thanks to a black body. An example of raw IR image is represented in figure 15. On this figure,

the transition line has been determined at the location of the inflexion point of the chordwise temperature profile and is

represented by the solid black line.

A first challenge is to reproduce these test conditions numerically, since at the time of the measurement the model
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Fig. 12 Investigation of the unsteady effects of a thermal disequilibrium at 𝑡 = 1s from an initial state at 𝑀 = 0.8
and 𝑇𝑖 = 300K. Comparison to the initial and final states computed using the Robin/Dirichlet steady coupling.

was not in a thermal stationary state. In fact, the experimenters are constantly changing the total temperature of the

flow by switching on/off the cooling system so as to increase the thermal imbalance between the flow and the model,

and improve IR image contrast. In order to numerically reproduce as faithfully as possible the test conditions, the

calculation is initialized with a constant temperature value in the whole volume of the model corresponding to the mean

value of the wall temperature measured by IR thermography during the previous operating point. For each operating

point, the total temperature is measured as well as the corresponding time. Therefore, starting from this initial state, an

unsteady Robin/Dirichlet coupling is performed to compute the wall temperature, with 𝑇𝑖 evolving linearly from 306K

to 308.6K in 4 minutes. An 𝑒𝑛 method with parabolas method is used to compute the transition onset. Since the wing

has a zero-sweep angle, the transition is only triggered by TS waves and occurs when the N-factor exceeds a given limit

𝑁𝑇𝑆 = 6.3. This value is imposed by the characteristics of the S2MA wind-tunnel. The turbulence rate measurements

integrated on a large frequency bandwidth (from 3Hz up to 20kHz) provides a typical value of 𝑇𝑢 = 0.22% for Mach

number 𝑀 = 0.8 which corresponds to a critical N-Factor 𝑁Mack = 6.3 (based on Equation 12) and 𝑇𝑢 = 0.21% for

𝑀 = 0.7 corresponding to 𝑁Mack = 6.4. The critical N-factors obtained by the 𝑒𝑛 method with transition measurements

from IR images and the one given by the Mack law using the measured turbulence level are consistent.

The chordwise evolution of the wall temperature is extracted along the 𝑦 = 25mm line from the IR image (dashed

line in figure 15) and compared to the numerical one in figure 16. A global deviation of 2.4K is found between the

measurements (bright blue circles) and the numerical results (red curve). However if one adds this difference from

the measured temperature distribution (blue curve), one can notice that the relative effects are consistent regarding
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Fig. 14 Airfoil profile and measured pressure coefficient suction side (blue line) and pressure side (orange line)
for 𝑃𝑖 = 1bar, 𝑇𝑖 = 308.6K and 𝑀 = 0.8 test case (𝑅𝑒𝑐 ≈ 5 × 106)

the temperature difference between the laminar and turbulent regime. Concerning the transition, the onset location

and intermittency are highly accurate, which support our choice of Dhawan and Narasimha intermittency function.

In practice, the most important is to predict the transition area and temperature difference between the laminar and

turbulent regimes, first to guarantee that transition will occur, and above all to ensure that the temperature variation is

sufficient to have high quality IR measurements.

B. Wind-tunnel operation strategies to obtain valuable IR images for transition onset measurements

While operating wind-tunnel test for laminarity studies, several "know-how" hints are required to have a significant

thermal gradient due to transition onset in order to identify easily and accurately the transition onset position. Several

wind-tunnel operating strategies are simulated thanks to the aerothermal approach described before. In practice, the

wind-tunnel test engineer can both increase or decrease the Mach number or/and act on the wind-tunnel cooling system.
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Fig. 15 IR thermography measurements of the model at S2MA and detection of the transition line - 𝑃𝑖 = 1bar,
𝑇𝑖 = 308.6K and 𝑀 = 0.8 (𝑅𝑒𝑐 ≈ 5 × 106).

While the test engineer must fulfill the customer/researcher test matrix, he must ensure high quality IR images with a

sufficient contrast to enable interpretations. The idea is thus to find the right way of operating the wind-tunnel in order

to achieve some condition variation in adequation with the test matrix. The present study enables to simulate these

operating strategies and thus gives insights in order to optimize the test. Figure 17a presents the surface temperature

profile calculation compared to the experimental results when the conditions are suddenly modified. The initial state

is extracted from the previous measurement point conditions (uniform temperature at 𝑡 = 0). The Mach number

change is assumed to be instantaneous while the total temperature modification is progressively imposed through linear

variation. The final state (𝑡 = 180s) is thus compared to the experimental results and the agreement is fairly good

after the measurements have been shifting with a constant offset. Figure 17b presents the same kind of results when a

decrease of the Mach number, the temperature and the total pressure is applied. The initial gradient (𝑡 = 0) is similar to

the one observed in figure 17a with a laminar zone colder than the turbulent one. After a long time (𝑡 = 780s), the

final temperature profile has an reverse gradient (laminar zone warmer than the turbulente one) which is in very good

agreement with the experimental results. The aerothermal approach catches very well this typical behaviour that one

can meet during such a test. This strategy remains interesting for the objectives of having the best IR measurement but

one can notice that it takes a lot of time to reach this reverse gradient. Finally, figure 17c presents an increase from

low subsonic Mach number where the gradient is usually insufficient to identify the transition position to higher Mach

number while the total temperature increases in the same time. This operating strategy is very efficient in order to
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Fig. 16 Comparison of the experimental and numerical wall temperature chordwise extracted on the 𝑦 = 25mm
line for the application case. 𝑃𝑖 = 1bar, 𝑇𝑖 = 308.6K and 𝑀 = 0.8 (𝑅𝑒𝑐 ≈ 5 × 106).
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Fig. 17 Unsteady surface temperature profile evolution for different flow conditions variations

improve the temperature gradient. The present aerothermal calculations reproduce well the impact of the flow condition

variations and thus can be considered as a valuable tool for the preparation phase of wind-tunnel test.

VI. Conclusion
A numerical coupling between two codes solving the boundary-layer equations for the fluid and heat equation for the

solid is presented. Several coupling approaches have been investigated and discussed in the article. The most efficient

coupling strategy has been retained: it is based on a Robin boundary condition involving the Reynolds analogy relation.

Unsteady computations are possible considering changes in fluid conditions (Mach number, total temperature and total

pressure) as well as in the solid (heat flux) taking into account all the physics involved in such a change. The use of
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the aerothermal coupling in the academic framework of the flat plate allowed to determine the influence of several

parameters on the temperature gradient between the laminar and turbulent zone, and thus to give basic guidelines to the

experimenter. Numerical analysis has demonstrated a good predictive behaviour compared to wind-tunnel transonic

experimental results. It represents a useful tool to design model (properties and thickness of insulating material, internal

heating device, ...) as well as to define aerodynamic conditions (variation of total temperature, external flux, ...) to

be set-up for measurements of laminar-turbulent transition in wind-tunnel or flight tests using an infra-red camera. A

major improvement of the method applied in this article would be to get rid of the Reynolds analogy assumption which

links the friction coefficient to the heat transfer coefficient. This would allow to take full advantage of the coupling

between the two codes and would be closer to physics. This could be done at least by two different formulations.

First, considering the Robin/Dirichlet coupling, the heat transfer coefficient ℎ 𝑓 , was not directly computed through

its definition ℎ 𝑓 = 𝑞/(𝑇𝑤 − 𝑇𝑎𝑤) with 𝑞 = 𝑘 𝑓 (𝜕𝑇/𝜕𝑦)𝑦=0 but deduced from the heat transfer coefficient 𝐶ℎ using the
Reynolds analogy. This has been done due to convergence issues when the wall temperature get closer to the adiabatic

one. An alternative should be to use a two temperatures strategy [17] consisting in performing an additional fluid

computation with an other arbitrary surface temperature 𝑇𝑤,2 and compute the heat transfer coefficient using the relation

ℎ = (𝑞 − 𝑞2)/(𝑇𝑤 − 𝑇𝑤,2). Another possibility would be to come back to the Neumann/Dirichlet formulation and use
the numerical Biot number approach developed by Moretti et al. [35] to improve the efficiency and the stability of the

coupling. This tool can easily be extended to 3D test cases, but stays limited to flow conditions without boundary-layer

separation (due to limitations of the boundary-layer solver). Several transition scenarii can also be considered (bypass or

crossflow transition) as long as the boundary-layer solver models them. Additionally, taking into account more elaborate

turbulence models would allow improvement in turbulent flow regime.

Appendix
To explain the existence of the bucket at the beginning of the transition region, let’s consider the simplified case of a

flat plate made of a perfect isolating material (𝑘𝑚 → 0) without any external flux (Φ = 0). For such a case, the wall

temperature results from the competitive effect of convection which tends to attract the wall temperature 𝑇𝑤 towards the

adiabatic wall value 𝑇𝑎𝑤 and the radiation phenomenon which forces 𝑇𝑤 to 𝑇𝑟𝑎𝑦 . The wall temperature is determined by

the boundary equation (2) which simplifies as:

ℎ 𝑓 (𝑥) (𝑇𝑎𝑤 (𝑥) − 𝑇𝑤 (𝑥)) + 𝜖𝜎
(
𝑇4𝑟𝑎𝑦 − 𝑇4𝑤 (𝑥)

)
= 0 (24)

All along the laminar region (from 𝑥 = 0 to 0.5), the adiabatic wall temperature 𝑇𝑎𝑤 remains constant as depicted in

figure 18 (blue curve) while the convective heat coefficient ℎ 𝑓 decreases up to its minimum value at the transition onset

starting point at 𝑥 = 0.5 (red curve). In the same time, the radiative source term (𝜖𝜎𝑇4𝑟𝑎𝑦) keeps unchanged so that, as
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(ℎ 𝑓𝑇𝑎𝑤) decreases, it becomes more and more important in the equilibrium balance. Therefore, as in the considered
case 𝑇𝑟𝑎𝑦 > 𝑇𝑎𝑤 , this leads to an increase of the wall temperature in the laminar region. Such effect being all the more

significant than the heat transfer by radiation is important. This is well illustrated in figure 19 where the intensity of

radiation transfer is varied by modifying the value of the emissivity from 𝜖 = 0.9 (important effect) to 0.1 (small effect).

When the emissivity is weak (green curve, 𝜖 = 0.1), the wall temperature is very close to the adiabatic wall temperature

(bright blue curve).
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Fig. 18 Streamwise evolution of the adiabatic wall temperature and convective heat transfer for a flat plate made
of a perfect insulating material (𝑘𝑚 → 0) submitted to an external flow characterized by 𝑀 = 0.8, 𝑃𝑖 = 105Pa and
𝑇𝑖 = 300K. The radiation temperature is set-up to 𝑇𝑟𝑎𝑦 = 𝑇𝑖 = 300K, the emissivity to 𝜀 = 0.9 and the transition is
imposed at 𝑥 = 0.5. A magnified view of the transition region has been added.
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Fig. 19 Streamwise evolution of the wall temperature as a function of the magnitude of the radiative heat
transfer which is varied through 𝜖 values from 0.9 to 0.1. Same conditions as in figure 18. A magnified view of
the transition region has been added.

At the transition onset, the convection coefficient ℎ 𝑓 abruptly raises (see the red curve of figure 18 at 𝑥 = 0.5)

imposing an intense recall for the wall temperature towards the adiabatic one which is in our case lower than 𝑇𝑤 . This

leads to a decrease of 𝑇𝑤 so that, as the difference (𝑇𝑟𝑎𝑦 − 𝑇𝑤) increases, the radiation term is enhanced and partly
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counterbalances the wall temperature cooling due to the sudden change of the convective heat coefficient. In the same

time, 𝑇𝑎𝑤 raises, gets closer to 𝑇𝑤 and finally higher than its value in the laminar zone leading eventually to an increase

of the wall temperature.

In conclusion, the bucket is a transient state which results from an initial wall temperature increase due to radiation

in the laminar zone leading to a non negligible difference between wall and adiabatic wall temperature. At the transition

starting point, a sudden increase of the convective heat coefficient imposes a recall of the wall temperature towards the

adiabatic one before raising again. This bucket may be observed experimentally as represented in figure 20 corresponding

to flight test measurement. For this case, the bucket (see the magnified view between 𝑥 = 0.25 and 𝑥 = 0.45 in figure 20,

is due to a competitive effect between convection and solar heat flux.
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Fig. 20 Streamwise evolution of the wall temperature during transonic flight test experiment (raw and filtered
data). A magnified view of the transition region has been added.
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