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Langevin algorithms for Markovian Neural Networks and Deep

Stochastic control

Pierre Bras∗† and Gilles Pagès∗

Abstract

Stochastic Gradient Descent Langevin Dynamics (SGLD) algorithms, which add noise to the classic gra-
dient descent, are known to improve the training of neural networks in some cases where the neural network
is very deep. In this paper we study the possibilities of training acceleration for the numerical resolution of
stochastic control problems through gradient descent, where the control is parametrized by a neural network.
If the control is applied at many discretization times then solving the stochastic control problem reduces to
minimizing the loss of a very deep neural network. We numerically show that Langevin algorithms improve
the training on various stochastic control problems like hedging and resource management, and for different
choices of gradient descent methods.

Keywords– Langevin algorithm, SGLD, Markovian neural network, Stochastic control, Deep neural net-
work, Stochastic optimization

1 Introduction

Stochastic Optimal Control (SOC), which consists in optimizing a functional of a trajectory of a controlled
Stochastic Differential Equation (SDE) has applications in a wide range of problems: management of resources,
queuing systems, epidemic and population processes, pricing of financial derivatives, portfolio allocation... In
comparison with classic optimal control, SOCmodels include a random noise with known probability distribution
that affects the evolution or the observation of the system. SOC also aims at managing the risk induced by this
noise.

SOC problems are usually solved using specific strategies, such as Forward-Backward SDEs (FBSDEs)
[PW99], or by solving Hamilton-Jacobi-Bellman (HJB) optimality conditions [Bel57] through partial differential
equations methods using appropriate numerical schemes or by stochastic dynamic programming [KD01]. Such
problems can also be solved using Neural Networks calibrated by SGD techniques [GM05, HE16, WLP+19,
CL21, BHLP22].

More specifically, in this article we consider the numerical resolution of a SOC problem where the control is
parametrized by a neural network calibrated by gradient descent. This method implies to compute the path-
wise derivatives along the trajectory of the SDE of the objective function with respect to the parameters of
the neural network, as introduced in [GG05, Gil07]. Stochastic gradient descent is a very general approach
that can be applied to a wide range of problems and which does not need to be specifically adapted to each
problem under consideration. Moreover, SGD scales very efficiently to high-dimensional problems, in contrast
with HJB-based methods, and has proved its efficiency on highly non-convex problems [DdVB15].

However, if the neural control is applied at many time steps as it is the case for the Euler-Maruyama scheme
where the (discrete) control is taken as an approximation of a continuous control, then the SOC problem reads
as the optimization of a very deep neural network, which is roughly as deep as the number of instants at which
the control can be applied (see Figures 1 and 2). Very deep neural networks are known to be considerably
more difficult to train [GB10, DPG+14] and may run into vanishing gradient problems [Hoc91, Han18]. Indeed,
the deeper the neural network is, the more non-linear it is, thus increasing the number of local traps for the
gradient descent such as local (but not global) and saddle points. In image analysis where very deep convolutional
neural networks are commonly used, residual [HZRS16] and convolutional dense [HLVDMW17] networks were
introduced to deal with this issue. These networks are based on architectures with residual connections to
propagate the gradient information through the numerous successive layers.

As it comes to deep SOC, we cannot freely change the structure of the neural network since it is fixed by the
equations defining the SOC problem and therefore we cannot directly use residual connections. We can only
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freely choose the structure of the neural network returning the control, for which a few layers is often enough
(see for example [BGTW19, BHLP22]).

A way to improve the learning is to replace SGD algorithms by Stochastic Gradient Langevin Dynamics
(SGLD) algorithms. Such optimizers add an exogenous white noise to the gradient descent, providing regular-
ization and allowing to escape from traps. It has indeed been observed that adding noise improves the learning
for very deep neural networks [NVL+15, Ani19, GMDB16, SLH+19]. Moreover, [Bra22] compares side-by-side
Langevin with non-Langevin algorithms on networks with increasing depth and shows that for shallow neural
networks, Langevin algorithms do nothing else than adding noise to the gradient descent, however the deeper
the network is, the greater the gains provided by Langevin algorithms are.

In the present article we study the performances of Langevin optimizers on SOC problems where the number
of discretization times where the control is applied is large enough. We use the preconditioned versions of SGD
and SGLD [LCCC16] for various choices of preconditioners. We compare side-by-side Langevin and non-
Langevin algorithms and we show that Langevin optimizers can significantly improve the training procedure
on various problems: fishing quotas [LPP21], deep hedging [BGTW19], oil drilling and resource management
[GGKL21]. We mainly consider two different approaches for numerical resolution of SOCs. In the first approach,
the control is a single neural network which is applied to every time step and which may depend on the running
time t (see Figure 1). This approach leads to a model with fewer trainable parameters, which is critical in some
data-driven financial applications where the amount of data is limited, and which is more able to capture the
specific Markovian features of the problem. In the second approach, a different neural network is used for each
control time (see Figure 2). This last setting is also suitable for applying the Layer Langevin algorithm, which is
a variant of the Langevin algorithm introduced in [Bra22] and which proved to be more adapted to the training
of very deep neural networks than the Langevin algorithm itself.

We observe that the gains of Langevin algorithms depend on the preconditioner however. While the Adam
[KB15] and the Adadelta [Zei12] algorithms can be substantially accelerated by Langevin training, the gains
are more limited or sometimes null for RMSprop [TH12].

The code for the numerical experiments is available at https://github.com/Bras-P/langevin-for-stochastic-control.
It includes in particular ready-to-use Langevin optimizers and Layer Langevin optimizers as instances of the
TensorFlow Optimizer base class, a framework for algorithm comparison in a SOC setting with GPU support
and a demonstration notebook.

Notations: For x and y two vectors we define the Schur product x∗y as the vector (xiyi)i. We also sometimes
use the notation ∗ for scalar-vector multiplication. For a, b ∈ N we denote Ma,b(R) the set of a × b matrices
with real-valued coefficients. For x ∈ R we define the positive part of x denoted x+ as max(x, 0). We consider
multivariate (Ft)-Brownian motions W and B defined on some filtered probability space (Ω,F , (Ft)t∈[0,T ]),P).

2 Stochastic control through gradient descent

2.1 Stochastic optimal control

We consider the following SOC problem in continuous time:

min
u

J(u) := E

[∫ T

0

G(t,Xt)dt+ F (XT )

]
, (2.1)

dXt = b(Xt, ut)dt+ σ(Xt, ut)dWt, t ∈ [0, T ] (2.2)

where b : Rd1 × R
d3 → R

d1 , σ : Rd1 × R
d3 → Md1,d2

(R), W is a R
d2-valued Brownian motion and u is a

R
d3 -valued continuous adapted process, T > 0, G : [0, T ]× R

d1 → R and F : Rd1 → R.
We first approximate the continuous SDE (Xt)t∈[0,T ] with its Euler-Maruyama scheme and the control ut

with a discrete-time control. For N ∈ N being the number of discretization times, we consider the regular
subdivision of [0, T ]:

tk := kT/N, k ∈ {0, . . . , N}, h := T/N (2.3)

and we approximate the control applied at times t0, . . . , tN−1 as the output of a single neural network depending
on t, or as the output of N neural networks, one for each discretization instant tk:

utk = ūθ(tk, Xtk) or utk = ūθk(Xtk) (2.4)

where ūθ is a neural function with finite-dimensional parameter θ ∈ R
d. Indeed, since (2.2) defines a Markovian

process, we can assume that ut depends only on t and on Xt instead of t and (Xs)s∈[0,t].
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The SOC problem (2.1) is numerically approximated by:

min
θ

J̄(ūθ) :=
N−1∑

k=0

(tk+1 − tk)G(tk+1, X̄
θ
tk+1

) + F (X̄θ
tN
), (2.5)

X̄θ
tk+1

= X̄θ
tk

+ (tk+1 − tk)b
(
X̄θ

tk
, ūk,θ(X̄

θ
tk
)
)
+
√
tk+1 − tkσ

(
X̄θ

tk
, ūk,θ(X̄

θ
tk
)
)
ξk+1, (2.6)

ξk ∼
i.i.d.

N (0, Id2
) (2.7)

where θ ∈ R
d and ūk,θ = ūθ(tk, ·) in the first case of (2.4) and θ = (θ0, . . . , θN−1) ∈ (Rd)N and ūk,θ = ūθk in

the second case of (2.4).
For every θ, ∇θJ̄ can be computed by automatic differentiation as the gradient w.r.t. to θ is tracked all

along the trajectory through the recursive relation (2.6) [GG05, Gil07]. Then the SGD algorithm reads

θn+1 = θn − γn+1
1

nbatch

nbatch∑

i=1

∇θJ̄(ūθn , (ξ
i,n+1
k )1≤k≤N ) =: θn − γn+1gn+1 (2.8)

where (ξi,nk )1≤k≤N,1≤i≤nbatch,n∈N is an array of i.i.d. random vectors N (0, Id2
)-distributed, (γn)n∈N is a non-

increasing positive step sequence and where the dependence of J̄ in (ξi,nk ) is made explicit.
If the number of Euler-Maruyama steps N is large, then the optimization problem in (2.5) consists in the

training of a very deep neural network that can be difficult to train directly (see the Introduction). Both cases
are illustrated in Figures 1 and 2.

2.2 Preconditioned stochastic gradient Langevin dynamics

We consider preconditioned stochastic gradient algorithms i.e. for (Pn) a preconditioner rule the update reads

θn+1 = θn − γn+1Pn+1 · gn+1 (2.9)

where gn+1 is defined in (2.8). We use the Adam [KB15], the RMSprop [TH12] and the Adadelta [Zei12]
preconditioners, which are detailed in Algorithms 1, 2 and 3 respectively. For some algorithm name, the
corresponding Langevin algorithm denoted L-name reads

θn+1 = θn − γn+1Pn+1 · gn+1 + σn+1
√
γn+1N (0, Pn+1) (2.10)

where (σn) is a constant or non-decreasing sequence controlling the amount of injected noise.

Algorithm 1 Adam update

Parameters: β1, β2, λ > 0
Mn+1 = β1Mn + (1− β1)gn+1

MSn+1 = β2 MSn +(1− β2)gn+1 ⊙ gn+1

M̂n+1 = Mn+1/(1− βn+1
1 )

M̂Sn+1 = MSn+1 /(1− βn+1
2 )

Pn+1 = diag
(
1⊘

(
λ1+

√
M̂Sn+1

))

θn+1 = θn − γn+1Pn+1 · M̂n+1.

Algorithm 2 RMSprop update

Parameters: α, λ > 0
MSn+1 = αMSn +(1− α)gn+1 ⊙ gn+1

Pn+1 = diag
(
1⊘

(
λ1+

√
MSn+1

))

θn+1 = θn − γn+1Pn+1 · gn+1

Algorithm 3 Adadelta update

Parameters: β1, β2, λ > 0
MSn+1 = β1 MSn +(1− β1)gn+1 ⊙ gn+1

Pn+1 = diag
(
(λ1+ M̂Sn)⊘

(
λ1+

√
M̂Sn

))

θn+1 = θn − γn+1Pn+1 · gn+1.

M̂Sn+1 = β2 MSn +(1− β2)(θn+1 − θn)⊙ (θn+1 − θn).

The Layer Langevin algorithm, introduced in [Bra22] consists in updating with Langevin noise only some
layers of the network. It relies on the heuristic that for a deep neural network, the non-linearities of the network
are mostly contained in the deepest layers and adds Langevin noise to these layers only.

Choosing a preconditioner rule P called name, the Layer Langevin algorithm denoted LL-name reads

θ
(i)
n+1 = θ(i)n − γn+1[Pn+1 · gn+1]

(i) + 1i∈J σn+1
√
γn+1

[
N (0, Pn+1)

](i)
, (2.11)

where J is a subset of weight indices. In particular, we denote LL-name p% the Layer Langevin name algorithm
where the Langevin layers are chosen to be the first p% layers.
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u

· · · Xtk SDE Xtk+1 SDE Xtk+2
· · ·

G G G

· · · + + + · · ·

Figure 1: Depth of Markovian neural networks. The control u acts on Xtk , which itself acts on Xtk+1
, Xtk+2

,
. . ., XtN , hence the depth of the network.

utk utk+1

· · · Xtk SDE Xtk+1 SDE Xtk+2
· · ·

G G G

· · · + + + · · ·

Figure 2: Markovian neural network with one control for every time step.

2.3 Experimental setting

We proceed to side-by-side comparison of Langevin algorithms (2.10) with their non-Langevin counterparts
(2.9) on various SOC problems.

We consider a first case where the control is given by only one neural network depending on t and a second
case where a different neural network is used for each control time (2.4). In this second case, since we can
expect two consecutive control networks to have close parameters, one usual way of performing the training
procedure is to first train networks for a small amount of control times, then to perform the whole training
through transfer learning. We do not expect Langevin algorithms to be suitable for the fine tuning, but since
the first step of the training still consists in training a deep neural network, we analyse the benefits of Langevin
algorithms for this first step.

Unless stated otherwise, the batch size is set to nbatch = 512 i.e. stochastic gradient iterations are performed
by averaging the gradient over 512 random trajectories. In the plot, each epoch consists in 5 batches i.e. the
average loss J(uθ) is plotted every 5 iterations of the stochastic gradient. After each epoch, J(uθ) is estimated
over 25× 512 trajectories and 95% confidence intervals are indicated, although for some plots the intervals are
too small to be visible. While comparing some algorithm with its Langevin or Layer Langevin counterpart, we
ensure that both training procedures start with the same initial weights.

3 Fishing quotas

We consider the fishing quota problem introduced in [LPP21]. Let Xt ∈ R
d1 be the fish biomass for every fish

species; we wish to keep it close to an ideal state Xt ∈ R
d1 . The dynamics of X are given by

dXt = Xt ∗ ((r − ut − κXt)dt+ ηdWt) , t ∈ [0, T ], (3.1)

where r ∈ R
d1 is the growth rate for each species, ut ∈ R

d1 is the controlled fishing (with d3 = d1), κ ∈ Md1,d1
(R)

is the interaction matrix between the fish species, η ∈ Md1,d2
(R), W is a R

d2-valued Brownian motion. The

4
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Figure 3: Example of a trajectory of Xt ∈ R
5 along with the controlled fishing ut with N = 100. We recall that

the objective biomass is Xt ≡ 1.

control u is constrained to take its values in [um, uM ]d1 . The objective is

J(u) = E

[∫ T

0

(|Xt −Xt|2 − 〈α, ut〉)dt+ β[u]0,T

]
, (3.2)

where α ∈ R
d1 , β ∈ R

+, [u]0,T denotes the quadratic variation of u on [0, T ]. The term 〈α, u〉 penalizes small
fishing quotas while the term β[u]0,T penalizes too many daily changes.

In the experiments, following [LPP21] we choose

d1 = d2 = 5, T = 1, X ≡ 1, r = 2 ∗ 1, η = 0.1 ∗ Id1
, α = 0.01 ∗ 1, β = 0.1, um = 0.1, uM = 1. (3.3)

and

κ =




1.2 −0.1 0 0 −0.1
0.2 1.2 0 0 −0.1
0 0.2 1.2 −0.1 0
0 0 0.1 1.2 0
0.1 0.1 0 0 1.2




. (3.4)

The initial stateX0 is randomly generated following N
(
1, (1/2)Id1

)
clipped to [0.2, 2]d1. The quadratic variation

[u]0,T is approximated in the discretized setting by

[u]0,T ≃
N−1∑

k=0

|utk+1
− utk |2. (3.5)

Each control uθ is given by a feedforward neural network with two hidden layers with 32 units each and with
ReLU activation while the output layer has sigmoid activation in order to fulfil the constraint on u. An example
of controlled trajectory is plotted in Figure 3.

The results are given in Figure 4 for the Adam optimizer with an increasing number of Euler-Maruyama
steps and with one single control, in Figure 5 for the RMSprop and L-Adadelta optimizers and with one single
control and in Figure 6 for the training with multiple neural networks.

4 Deep hedging

We consider the problem of hedging portfolio of derivatives as a SOC problem as in [BGTW19]. We aim to
replicate a FT -measurable payoff Z defined on some portfolio St ∈ R

d1 by trading (at least some of) the assets
contained in St at times (tk). The control is given by ut ∈ R

d1 representing the amount held for each asset.
The objective is

J(u) = ν

(
−Z +

N−1∑

k=0

〈utk , Stk+1
− Stk〉 −

N∑

k=0

〈ctr, Stk ∗ |utk − utk−1
|〉
)

(4.1)

where ν : L1(Ω) → R is a convex risk measure (see [BGTW19, Definition 3.1]), ctr ∈ R
d1 represents proportional

transaction costs and we fix ut−1
= utN = 0, implying full liquidation in T . We furthermore assume that ν can

be written as
ν(X) = inf

w∈R

(w + E[ℓ(−X − w)]) (4.2)

5
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Figure 4: Comparison of Adam et L-Adam algorithms during the training for the fishing control problem with
N = 20, 50, 100 respectively. The schedules are γn = 2 e−3 and σn = 1 e−3 (5 e−3 for N = 100) for epochs 0
to 40 and γn = 2 e−4 and σn = 0 beyond. At the end of each epoch, J is estimated over 50× 512 trajectories.
A zoom on the last epochs is given.
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Figure 5: Comparison of Langevin algorithms with their non-Langevin counterparts during the training for the
fishing control problem with N = 50 respectively. The schedules are γn = 2 e−3 (5 e−1) and σn = 5 e−3
(1 e−2) for RMSprop (Adadelta resp.) for epochs 0 to 40 and γn is divided by 10 and σn is set to 0 beyond.
At the end of each epoch, J is estimated over 50× 512 trajectories. A zoom on the last epochs for RMSprop is
given.
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Figure 6: Training of the fishing problem with multiple controls with N = 10. The schedules are γn = 2 e−3
and σn = 2 e−3 for Adam and γn = 5 e−1 and σn = 5 e−3 for Adadelta, for epochs 0 to 40 γn is divided by
10 and σn is set to 0 beyond.

where the loss function ℓ : R → R is continuous, non-decreasing and convex. This is the case in particular for
the entropic risk measure where ℓ(x) = − exp(−λx) and the conditional value at risk measure where ℓ(x) =
(1 − α)−1 max(x, 0). Then (4.1) can be rewritten as

inf
u,w

J(u,w) := E

[
w + ℓ

(
Z −

N−1∑

k=0

〈utk , Stk+1
− Stk〉+

N∑

k=0

〈ctr , Stk ∗ |utk − utk−1
|〉 − w

)]
. (4.3)

In the numerical experiments, we analyse the problem of hedging in a Heston model as described in
[BGTW19, Section 5]. For even d1, we consider d′1 := d1/2 independent Heston models where the price
and volatility processes are described by the following SDEs for 1 ≤ i ≤ d′1:

dS1,i
t =

√
V i
t S

1,i
t dBi

t , S1,i
0 = si0, (4.4)

dV i
t = ai(bi − V i

t )dt+ ηi
√
V i
t dW

i
t , V i

0 = vi0, (4.5)

where a, b, η, s0, vi ∈ (R+)d
′

1 and for each 1 ≤ i ≤ d′1, B
i andW i are standard Brownian motions with correlation

ρi ∈ [−1, 1]. The volatility V itself is not tradable directly but only through options on variance modelled by
the following variance swap:

S2,i
t := E

[∫ T

0

V i
s ds
∣∣∣ Ft

]
=

∫ t

0

V i
s ds+ Li(t, V i

t ), (4.6)

Li(t, v) :=
v − bi

ai

(
1− ea

i(T−t)
)
+ bi(T − t). (4.7)

The payoff is given by

Z =

d′

1∑

i=1

(
S1,i
T −Ki

)
+

where K ∈ (R+)d
′

1 . We consider the convex risk measure associated to the value-at-risk i.e. associated to the
loss function

ℓ(x) =
1

1− α
max(x, 0).

In the experiments we choose

d′1 = 5, T = 1, a = 1, b = 0.04 ∗ 1, η = 2 ∗ 1, ρ = −0.7 ∗ 1, α = 0.9, (4.8)

s0 = K = 1, v0 = 0.1 ∗ 1, ctr = 5 e−4 ∗ 1. (4.9)

Each control uθ is given by a feedforward neural network with two hidden layers with 32 units each and
with ReLU activation while the output layer has ReLU activation too in order to forbid short-selling. As
recommended in [BGTW19], since transaction costs are involved the control uθ at time tk is a function of
log(S1

tk
), Vtk and utk−1

. An example of controlled trajectory showing only one of the five Heston models is
plotted in Figure 7.

The results are given in Figure 8 for the comparison of Langevin and non-Langevin algorithms with a single
control and in Figure 9 for the training with multiple controls.
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Figure 7: Example of trajectory for the deep hedging problem with N = 30.
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epochs 0 to 80 and γn is divided by 10 and σn is set to 0 beyond.
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Figure 9: Training of the deep hedging problem with multiple controls with N = 10. The schedules are
γn = 2 e−3 (5 e−1) and σn = 2 e−3 (5 e−3) for Adam and RMSprop (resp. Adadelta) for epochs 0 to 180 and
γn is divided by 10 and σn is set to 0 beyond.
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Figure 10: Example of trajectory for the oil drilling problem with N = 20.

5 Oil drilling

We consider the control problem in the management of natural resources applied to oil drilling introduced in
[GKL18] and extended in [GGKL21]. The objective is for an oil driller, to balance the costs of extraction,
storage in a volatile energy market. The oil price Pt ∈ R is assumed to be a Black-Scholes process:

dPt = µPtdt+ ηPtdWt. (5.1)

The control is given by qt = (qvt , q
s
t , q

v,s
t ) ∈ R

3 where qvt is the quantity of extracted oil immediately sold on the
market per time unit, qst is the quantity of extracted oil that is stored per time unit, qv,st is the quantity of stored
oil that is sold per time unit. The cumulated quantities of extracted and stored oil at time t are respectively
given by

Et =

∫ t

0

(qvr + qsr)dr, St =

∫ t

0

(qsr − qv,sr )dr. (5.2)

The extraction and storage prices are respectively given by

ce(Et) = exp (ξeEt) , cs(St) = exp (ξsSt)− 1. (5.3)

The constraints on the control are the following:

qvt , qst , qv,st ≥ 0, qv,st ≤ qS , qvt + qst ≤ K0, 0 ≤ St ≤ QS , (5.4)

where qS , K0 and QS are operational bounds. The objective is

J(q) = −E

[∫ T

0

e−ρrU
(
qvrPr + qv,sr (1− ε)Pr − (qvr + qsr)ce(Er)− cs(Sr)

)
dr

]
, (5.5)

where U : R → R is the utility function.
In the experiments we take

T = 1, µ = 0.01, η = 0.2, ρ = 0.01, ε = 0, K0 = 5,

ξe = 1 e−2, ξs = 5 e−3, qS = 10, P0 = 1, U(x) = x. (5.6)

The control qt is given by a feedforward neural network with two hidden layers with 32 units and with ReLU
activation while the output layer has several ReLU activations such that the constraints on q (5.4) are fulfilled1.
An example of controlled trajectory is given in Figure 10.

The results are given in Figure 11 for the comparison of Langevin and non-Langevin algorithms with a single
control. We do not display the results for the training with multiple controls however as we could not obtain
satisfying results neither with Langevin nor-with non-Langevin methods.

6 Comments on the numerical experiments

We observe that in many cases and in various SOC problems, Langevin and Layer Langevin algorithms show
improvement when compared with their respective non-Langevin counterparts, provided that N is large enough,

1We remark that max(q,K) = K −ReLU(−q +K).
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Figure 11: Comparison of algorithms during the training for the deep hedging control problem withN = 50. The
schedules are γ = 2 e−3 (2 e−3, 5 e−1) and σ = 1 e−3 (2 e−3, 5 e−3) for Adam (resp. RMSprop, Adadelta)
for epochs 0 to 60 (resp. 80, 80) and γ is divided by 10 and σ is set to 0 beyond.

which is remarkable for randomized algorithms. Langevin algorithms converge faster and/or toward a lower loss
value. This is particularly visible for the Adadelta method. The gains are limited in some cases (see Figures 5
and 11 for RMSprop) but still the optimization procedure is improved.

The gains for the L-RMSprop algorithm remain limited however. In particular, we did not observe any
significant improvement for fishing SOC with multiple controls, for deep hedging SOC with a single control and
for oil drilling SOC. We do not have explanation for this fact.

The gains brought by Langevin algorithm increase with the depth of the network as shown in Figures 4
and 8. However, contrary to [Bra22], we did not observe overwhelming gains as N becomes very large. We
believe that this is due (in part) to the particular structure of the deep SOC problem where the same control
is repeated all along the trajectory.

As for SOC with multiple controls, we observe that Layer Langevin algorithms with a small number of
Langevin layers (10%-30%) generally outperforms Vanilla Langevin methods while Vanilla Langevin may bring
limited gains or be less efficient than the standard non-Langevin methods, see Figures 6 and 9 for Adam.
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