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Abstract

Training a very deep neural network is a challenging task, as the deeper a neural
network is, the more non-linear it is. We compare the performances of various
preconditioned Langevin algorithms with their non-Langevin counterparts for the
training of neural networks of increasing depth. For shallow neural networks,
Langevin algorithms do not lead to any improvement, however the deeper the net-
work is and the greater are the gains provided by Langevin algorithms. Adding
noise to the gradient descent allows to escape from local traps, which are more fre-
quent for very deep neural networks. Following this heuristic we introduce a new
Langevin algorithm called Layer Langevin, which consists in adding Langevin
noise only to the weights associated to the deepest layers. We then prove the ben-
efits of Langevin and Layer Langevin algorithms for the training of popular deep
residual architectures for image classification.

1 Introduction

Langevin algorithms are widely used for the training of neural networks in a Bayesian setting
[WT11, VBBT20]. Adding a small exogenous noise adds regularization to the training and al-
lows to quantify the degree of uncertainty on the parameters. In this paper, we consider Langevin
algorithms directly used for stochastic optimization of neural networks in a non-Bayesian setting
and compare their performances with non-Langevin stochastic gradient algorithms. As it was noted
in [NVLT15, Anil9], adding gradient noise can in fact improve the learning. Similarly, noisy ac-
tivation functions [GMDB16, SLH*19] may yield better learning for very deep neural networks.
Indeed, the noise provides regularization and allows to escape from traps for the gradient descent
such as local minima and saddle points [DPG™ 14]. Moreover, the deeper the neural network is, the
more non-linear it is, thus increasing the number of such traps. Non-convex optimization through
Langevin algorithms shares heuristics with simulated annealing which consists in sampling with
respect to a Gibbs measure where the noise parameter gradually decreases to zero [VLA87, BP21].

Many advances in supervised learning were made possible using very deep neural networks, which
are able to tackle much more difficult problems than shallow ones [KSH12, MPCB14, LBH15], in
particular as it comes to image classification [SLJT15, SZ15, HZRS16, HLVDMW17]. Still, deep
neural networks which consist in a succession of dense layers are considerably more difficult to train
[GB10, DPG™" 14] and may run into vanishing gradient problems [Hoc91, Han18]. Without proper
adaptation or training, they show poor performance. To cope with this issue, highway networks
[SGS15] and residual networks [HZRS16] were introduced. Their many successive layers behaves
either as a dense layer or as the identity function, allowing the gradient information to propagate
trough the successive layers.
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We compare the benefits of preconditioned Langevin algorithms [LCCC16] for various architectures
and depths of neural networks and we proceed to side-to-side comparison of Langevin algorithms
with their respective non-Langevin counterparts. The purpose of our experiments is to compare
different methods on the same model architecture, not to achieve state-of-the-art results. For shallow
networks, there is no benefit in using Langevin algorithms as it only adds noise to the gradient
descent and brings a less accurate estimation of the minimum. However, we observe that the deeper
the network is, the greater are the gains provided by Langevin algorithms.

Since the most important non-linearities of the network are contained in the deepest layers, we
introduce a new optimization method that we call Layer Langevin algorithm, which consists in
training the network by adding Langevin noise only to the training of some layers and not to the
other layers. In particular, we choose the Langevin layers to be the k first (deepest) layers for some
integer k. We then highlight the possibilities of training acceleration using Langevin and Layer
Langevin methods on deep residual networks [HZRS16] for image classification.

Our code for the numerical experiments is available at
https://github.com/Bras-P/deep-layer-langevin. It includes in particular ready-to-
use Langevin optimizers and Layer Langevin optimizers as instances of the TensorFlow Optimizer
base class and a demonstration notebook.

2 Very deep neural networks

Training of very deep neural networks is a significantly more challenging task than for shallow
networks [GB10, DPG™14]. Let us write the output of a neural network with K layers and with
weights 0 = (0%, ...,6%) as

Yo(x) = @gic 0+ 0 Py (x), 1)
where @', ..., X are activation function and where <p’(jk &+ ¥ (0% - x) at every unit. Denoting
Oy () = P 0+ 0 Py (x) @)

for 1 < k < K and ®y(x) := z, then the gradient reads for 1 < k < K:
V@M/)g(x) = (VgK(/?gK o (I)Kfl(ir)) ----- (V@k Pk © (I)kfl(x)) . (3)

Thus heuristically, the deeper the layer is, the more the gradient with respect to the parameters of
this layer has annealing points, since more factors appear in (3), hinting that deep layers show more
non-linearities and local traps.

3 Langevin algorithms for the training of deep neural networks

3.1 Experimental setting

In our experiments we use the following datasets. The MNIST dataset [LBBH98] is composed of
28 x 28 grayscale images of handwritten digits (from 0 to 9). 60.000 images are used for training
and 10.000 images are used for test. The CIFAR-10 and the CIFAR-100 datasets [KH09] consist in
RGB images of size 32 x 32 belonging to 10 and 100 different classes respectively. For both datasets
50.000 images are used for training and 10.000 images are used for test.

The neural networks are trained using preconditioned Langevin algorithms with per-dimension adap-
tive stepsize [LCCC16] with different choices of preconditioner. That is, for a preconditioner rule
(P,,) the Langevin update reads

gn+1 = VGV(ena Dn+1) (4)
9n+1 - on - 'YnJranJrl *gn+1 + 04/ 7n+1N(Oa PnJrl)a (5)

where o € (0, 00) controls the amount of injected noise, (7y,,) is the non-increasing learning rate
sequence, V' denotes the objective function and where V¢V (6,,; D,,) stands for the mean gradient
computed on a subset D,, of the dataset. The corresponding preconditioned non-Langevin algorithm
follows the same update as in (5) without Gaussian noise. In our experiments we use the RMSprop
[DHS11, LCCCI16], the Adam [KB15] and the Adadelta [Zeil2] preconditioners and we call the
Langevin version of these algorithms as L-RMSprop, L-Adam and L-Adadelta respectively. The
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preconditioner rules are given in Algorithms 1, 2, 3 respectively. Note that depending on the algo-
rithm version, in the update (5) the gradient g,, 11 can be replaced by an averaged gradient over the
past iterations as this in the case in Adam (Algorithm 2) i.e. momentum gradient is used. While
comparing some preconditioned method with its Langevin counterpart, we ensure that both training
procedures start with the same initial weights.

Algorithm 2 Adam update
Parameters: 31,52, A > 0
Algorithm 1 RMSprop update Mpyt1=61M, + (1 — B1)gn+1
Parameters: o, A\ > 0 MSp 41 = B2 MSy +(1 = B2)gn+1 © gnta
MS,+1 = aMS, +(1 — @)gn+1 © gnt1 Mpq1 = Mpga /(1= 871
Pyy1 = diag (1@ (A1 + /MS,11)) MS,i1 = MS,41 /(1 — B3t

Ont1 = O0n — Y1 Pog1 - gntt

Py = diag (1@ (M +1/MS,41))

Ony1 =0 — Yny1Png1 - Mpq1.

Algorithm 3 Adadelta update
Parameters: 31,52, A >0
MS, 41 = B1 MS,, +(1 = B1)gn+1 © gnt1
Pyt = diag (MS, + A1 0 (AL +1/MS,.))
e/nil =0n — Ynt+1Pn+1 - Gnt1-
MSnJrl = 52 MSn +(1 - [32)(9n+1 - on) © (9n+1 - on)-

3.2 Plain and convolutional networks

We first train fully connected feedforward neural networks on the MNIST dataset. The networks are
composed of 3, 20, 30 and 40 hidden dense layers respectively with 64 units each and with ReLU
activation, followed by one dense output layer. The results are given in Figure 1. We observe that
for shallow neural networks, Langevin algorithms do not outperform their respective non-Langevin
counterparts; they add noise to the gradient descent thus giving a less accurate estimate of the min-
imum value. In particular and as noted in the footnote in [MO17], we could not reproduce the
good results from [LCCC16] for plain networks with two hidden layers. However, the deeper the
network is, the greater the gains induced by Langevin algorithms compared with their respective
non-Langevin counterparts are. We also display the value of the loss function on the training set
in order to highlight that the better performances of the Langevin algorithms are not due to some
overfitting effect. Langevin algorithms indeed show improvements on 20-layer deep networks; be-
yond 30-layer deep networks, the gains are significant. The training of 40-layer deep networks with
non-Langevin algorithms may run into the vanishing gradient problem, whereas such problem is
avoided by Langevin algorithms. In the latter case of very deep training, preconditioned Langevin
algorithms not only add noise preventing the vanishing of the gradient, they also help starting up the
training in the right directions. To obtain better results with Langevin algorithms, we recommend
using a small coefficient o, empirically ranging from 1 e —3 to 5e —5.

We then perform simulations in a similar setup on convolutional architectures that are more adapted
to image recognition [JKRLO09] followed by a large number of hidden dense layers. More specif-
ically, we train neural networks composed of two convolutional layers with 4x4 kernel size and
32 channels for each; 2x2 max-pooling is used after each convolutional layer. These layers are
followed by respectively 10 and 30 hidden dense layers with 64 units each and by one dense output
layer. Since the images in the CIFAR-10 dataset do not have a good resolution, we cannot expect a
very high accuracy on the test set. Instead, we focus on comparing different algorithms on the same
model architecture. The results are given in Figure 2 and we make similar observations: Langevin
algorithms show improvements with 10 hidden dense layers and for 30 dense layers, non-Langevin
algorithms run into vanishing gradient issues which is not the case for Langevin algorithms.
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Figure 1: Training of neural networks of various depths on the MNIST dataset using Langevin
algorithms compared with their non-langevin counterparts. (a): 3 hidden layers, (b): 20 hidden
layers, (c): 30 hidden layers, (d): 40 hidden layers. The batch size is 512. The schedules are
Yo = le—3 and 0 = 5e —4 for epochs 1 to 12 and ,, = le — 4 and o = 0 beyond.
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Figure 2: Training of convolutional neural networks on the CIFAR-10 dataset. (a): 10 hidden dense
layers, (b): 30 hidden layers. The batch size is 512. The schedules are v,, = le—3 and 0 = 2e — 4
for epochs 1 to 15 and v, = 1le — 4 and o = 0 beyond.
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Figure 3: Training of a highway neural network with 80 dense hidden layers. The schedules are
Yn = le—3 and o = le — 4 for epochs 1 to 15 and 7,, = 1le — 4 and o = 0 beyond.

3.3 Highway networks

We now perform the same simulations on Highway networks, in a setting very similar to [SGS15].
Comparably to residual networks, the output of a highway layer is a convex combination of the
output of a dense layer and the output of a identity layer; the parameter controlling the convex
combination is itself trainable. For a layer with weights (6p, 67), the output reads

y =T, (x) - Dy, (2) + (1 — Tor(2)) - z, (6)
where T" and D are dense layers and where 7" has sigmoid output.

We observe that Langevin algorithms become effectively faster than non-Langevin algorithms only
from a larger depth than for plain networks. In Figure 3 we plot the results for the training of a
network composed of 80 dense hidden layers with 64 units each and ReL U activation on the CIFAR-
10 dataset, showing the possibilities of acceleration through Langevin algorithms, even in a residual
(highway) architecture.

4 Layer Langevin algorithm

We introduce a new Langevin algorithm for stochastic optimization of deep neural networks that
we call Layer Langevin algorithm. Choosing a preconditioner rule P, some weights are updated
following the Langevin rule while the other weights are updated following the non-Langevin rule.

Denoting 97(5 ) the ith weight at step n, we have for every i:

09 =00 — yp i1 [Posr - gnst)® + Lic o Ant [N (0, Pyr)] @, %)

where 7 is a subset of weight indices and where P, denotes the preconditioner. To simplify the
choice of J, we choose J as the subset of indexes of weights belonging to some layers. However,
a finer control over the subset 7 remains possible. To implement this method in practice, we simply
assign before the training an attribute equals to 1,¢ 7 to every trainable variable of the network.

We compare the performances of Layer Langevin algorithms with the Adam preconditioner for
different choices of the subset of layers. The results are given in Figure 4 for the training of a dense
network with 30 hidden dense layers on the MNIST dataset in a setting similar to Figure 1. For
some optimizer Name, we denote LL-Name p% the corresponding Layer Langevin algorithm where
the subset 7 is the first p% layers of the network. We observe that we obtain significant gains in
comparison with the vanilla Langevin algorithm and that the best performances are obtained when
choosing the subset 7 as being the first ¢ layers for some ¢ € N, in particular all the layers of the
network except the few last ones.

S Application to deep architectures for image recognition

We now test the Layer Langevin algorithm to speed up the training of neural networks with very deep
architectures that are popular in image recognition. VGG (Visual Geometry Group) network [SZ15]
consists in a large number of successive 2D convolutional layers with ReLU activation; the size of
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Figure 4: Layer Langevin method comparison on a dense neural network with 30 hidden layers. The
schedules are y,, = 1e —3 and ¢ = 5e — 4 for epochs 1 to 13 and y,, = 1le — 4 and ¢ = 0 beyond.

Adam  LL-Adam RMSprop LL-RMSprop Adadelta LL-Adadelta
CIFAR-10  7695%  77.39 % 84.29 % 85.14 % 75.23 % 75.74 %
CIFAR-100 4533 % 4541 % 55.15 % 55.68 % 42.28 % 43.84 %
Table 1: Final test accuracy values obtained in Figures 5.

the image is gradually reduced using 2x2 pooling layers. However its performances are limited by
the difficulty of training very deep networks. To cope with this issue, residual network (ResNet)
[HZRS16] adds residual connections to the VGG architecture. For H, some layer composed of
convolutions, activations and batch normalizations, the output is xy41 = Hy(x¢) + z, instead of
simply Hy(z/), so that the residual layer behaves in part as the identity layer. Similarly to highway
networks, residual connections improve the flow of gradient inside the network.

We train on the CIFAR-10 dataset a ResNet architecture composed of 2 blocks with 5 residual lay-
ers each; each block is followed by a size reduction layer. This architecture is given as ResNet-20
in [HZRS16, Section 4.2]. We apply usual data augmentation to both CIFAR-10 and CIFAR-100
datasets [LXGT15, HZRS16]: 4 pixels are padded on each side and a 32 x 32 crop is randomly
sampled from the padded image or its horizontal flip. The results are given in figure 5. Experiments
show that Layer Langevin algorithms (in this case LL-Adam 30%) yield improvements in compari-
son with non-Langevin methods, even on residual architectures adapted to very deep learning. The
train loss is also plotted, showing that the better performances of Layer Langevin is not only due to
some overfitting effect.
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