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Abstract

This is the second of two Technical Design Report documents that describe the
upgrade of the central tracking system for the ATLAS experiment for the oper-
ation at the High Luminosity LHC (HL-LHC) starting in the middle of 2026. At
that time the LHC will have been upgraded to reach a peak instantaneous lu-
minosity of 7.5x10%* cm~2s~!, which corresponds to an average of about 200 in-
elastic proton-proton collisions per beam-crossing. The new Inner Tracker (ITk)
will be operational for more than ten years, during which time ATLAS aims to
accumulate a total data set of 4000 fb~'. Many of the features of the tracker
have already been presented in the first Technical Design Report that detailed
the construction of the ITk Strip Tracker. That report was published in April
2017. This document focuses on the ITk Pixel Detector. A baseline design is de-
scribed in detail, and the motivations for the chosen technologies are illustrated.
In some cases, alternative solutions are also illustrated. In this case, we indicate
the advantage in pursuing the other designs, and describe the time line for a de-
cision. The design, construction and expected performance are set out in detail.
When considering performance we pay particular attention to those parameters
that are determined by the performance of the Pixel Detector. We describe in
detail the design and construction of the Pixel Detector, including the results of
measurements of prototype modules and associated support structures and we
explain the status of the plans for their mass production. We present details of
the decommissioning of the existing tracking detector and the replacement of
the inner layers of the ITk Pixel Detector part way through the lifetime of the
High Luminosity LHC. Finally, we describe: the costing and schedule, includ-
ing major milestones, to construct the detector.
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1 Introduction

This is the second of two Technical Design Reports that describe the upgrade of the central
tracking system for the ATLAS experiment (Inner Tracker, ITk) as part of the preparation
for the operation at the High Luminosity Large Hadron Collider (HL-LHC) that will start in
the middle of 2026. In the first report, published in April 2017, the design, development and
plans for the production of the ITk Strip Detector were presented [1]. In this document, the
design, development, results of measurements on prototypes and plans for the production
of the ITk Pixel Detector are presented, together with updates of the design of the common
ITk mechanics and electronics systems.

Meeting all of the requirements of a charged particle tracking detector close to the beam-
line at the HL-LHC presents a unique challenge for the design of an all-silicon system that
consists of a Pixel Detector at small radius and a large area Strip Detector surrounding it.
The design of the ITk benefits from the enormous amount of experience gained over more
than two decades in the construction and operation of the existing inner tracking detector
that has been highly successful for the exploitation of LHC physics up to and well beyond
its original design requirements. This is particularly true of the existing Pixel system that
was upgraded in 2015 during the first Long Shutdown (LS1) of the LHC with the insertion
of an additional pixel layer within 3.4 cm of the beam line. This so called Insertable b-Layer
(IBL) uses a combination of sensor technologies, including high-resistivity, planar and 3D,
silicon detectors [2, 3]. These technologies are also proposed for the ITk Pixel Detector.

The design of the ITk Pixel Detector proposed in this document is based on the highly suc-
cessful concept of “Hybrid Pixel Detector” developed for and implemented in the present
ATLAS Pixel Detector [4] and in the IBL. However, it is clear that the very particular require-
ments imposed for a Pixel Detector operating at HL-LHC demand the development and
implementation of new technical solutions. The HL-LHC will operate at an instantaneous
luminosity up to £ = 7.5 x 10%* cm~2s~! which corresponds to an average of approxim-
ately 200 inelastic proton-proton collisions per beam crossing. The ITk will have to operate
over the entire LHC Phase II program, delivering an integrated luminosity of 4000 fb™'.
In order to cope with these requirements, and to maintain the same tracking performance
as the present ATLAS Inner Detector, the layout of the ITk required a careful optimization
that is described in detail in Chapters 2 and 3. Also the implementation of the Hybrid Pixel
Detector concept required several adaptations and in some case the use of novel techno-
logies to adapt to the HL-LHC conditions. The most significant improvements and novel
solutions are summarized in Chapter 4 and analysed in detail in Chapters 5 to 18. Most of
the technical decisions have been made. For those cases where options are unresolved, the
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relative merits of the different solutions are discussed and the decision making process and
timeline for the decision are presented.

In designing the ITk, the aim has been to be able to reuse many of the existing services
that are in place for the current Inner Detector. Many of the existing high and low voltage
cables can be re-used over most of their length between the side-caverns and patch panels
close to the detector. It will also be possible to reuse the cable cooling plant and the dry gas
system which provides dry gas to the existing Inner Detector. The design of the services was
illustrated in the Strip TDR and in this document only updates are given in Chapter 14.

The ITk will be installed as a single monolithic unit into the centre of ATLAS. Particular
care has been taken to reduce the time on the beam line and rapid connection techniques
are being prototyped so that the detector can be ready for operation a few months after
installation. The safe decommissioning and disposal of the existing tracking detector and
the plans for the insertion and connection of the ITk have been have been presented in the
Strip TDR and will be updated here.

As well as the numerous technical challenges, the construction of a Pixel Detector of the
scale that is proposed demands a new approach to the organization of the bulk component
production. The active surface of the new tracker is more than 10 times larger than in the
existing silicon Inner Detector and it will be constructed over just three years.

The infrastructure for tracking the production of parts of sufficiently high quality, on time
and to agreed costs will require significant development and more oversight than was used
in the past. A comprehensive set of quality assurance and quality control procedures will
have to be developed and included from the beginning in the production plan. Particular
attention will be devoted to the monitoring of the rate and quality of the module produc-
tion.

The various aspects of the project management, in particular the details of the production
model and the production schedule are outlined in Chapter 19. The management and in-
ternal organisation of the ITk, including its interaction with the rest of the experiment were
discussed in the Strip TDR (Chapter 23) and will not be repeated here. Chapter 20 covers
an analysis of the preliminary cost estimate of the Pixel Detector and of the ITk Common
Electronics and Common Mechanics work packages. The assumptions that form the con-
struction plan and the mitigation strategies that will aid successful delivery are captured in
the Risk Management Plan and Risk Register (see Chapter 21).



2 The Pixel Detector Layout and Simulation

The layout presented in this chapter is the baseline for the ITk Pixel Detector and is used
as a reference throughout the rest of the document. The layout is an evolution of the con-
cepts developed in the ITk Strip Technical Design Report [1] and follows the same guiding
principles of an extended barrel stave with inclined sensors in the forward region of pseu-
dorapidity!. It represents a major step towards a fully engineered detector design, taking
into account the engineering constraints and benefiting from recent developments in pixel
module design to achieve optimal detector performance for a fully efficient tracker cover-
ing |n7| < 4, and simultaneously achieving all other performance goals as outlined in the
Strip TDR. In the second part of this chapter the Geant4 simulation [5] of the ATLAS ITk
is presented. The description of the Pixel Detector has been improved and, compared to
the ITk Strip TDR, takes into account more of the engineering detail. In particular, the
simulation results presented in this document are based on a more detailed description of
the detector including stave supports and services. This allows for an improved descrip-
tion of the Pixel Detector material and a better understanding of how the material affects
the tracking performance. Radiation dose and fluence results are also presented, using an
equivalent ITk simulation model implemented in the FLUKA [6] framework.

2.1 Description of the ITk Layout

The layout presented in this chapter is based on one of the candidate layouts described
in the Strip TDR called “Inclined Layout”. This layout is shown in Figure 2.1 taken from
Reference [1]. The Inclined Layout represents a significant evolution compared to the lay-
outs discussed in the ATLAS Phase-II Upgrade Letter of Intent [7] and in the Phase-II Up-
grade Scoping document [8]. Like the reference detector layout from the Phase-II Upgrade
Scoping document, the detector design presented in the Strip TDR combines precision cent-
ral tracking in the presence of an average of 200 pile-up events with the ability to extend
the tracking coverage to a pseudorapidity of 4 while maintaining excellent tracking effi-
ciency and performance. The ITk comprises two subsystems: a Strip Detector surrounding
a Pixel Detector. The Strip Detector has four barrel layers and six end-cap petal-design

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the
centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upward. Cylindrical coordinates (r,¢) are used in the transverse plane, ¢
being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle 6 as
7 = —Intan(0/2).
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Figure 2.1: Schematic layout of the ITk for the HL-LHC phase of ATLAS as presented in the Strip
TDR [1]. The active elements of the barrel and end-cap Strip Detector are shown in blue, for the Pixel
Detector the sensors are shown in red for the barrel layers and in dark red for the end-cap rings. Here
only one quadrant and only active detector elements are shown. The horizontal axis is the axis along
the beam line with zero being the interaction point. The vertical axis is the radius measured from
the interaction region. The outer radius is set by the inner radius of the barrel cryostat that houses
the solenoid and the electromagnetic calorimeter.

disks, both having double modules each with a small stereo angle to add z(R) resolution in
the barrel(end-caps), respectively. The Strip Detector, covering || < 2.7, is complemented
by a 5 layer Pixel Detector extending the coverage to |77 < 4. The Pixel and Strip Detector
volumes are separated by a Pixel Support Tube (PST). In addition, and because of the harsh
radiation environment expected for the HL-LHC, the inner two layers of the Pixel Detector
are replaceable. The inner two pixel layers are separated from the outer three layers by an
Inner Support Tube (IST), that facilitates a replacement of the inner layers. The combined
Strip plus Pixel Detectors provide a total of 13 hits for |1| < 2.7, with the exception of the
barrel/end-cap transition of the Strip Detector, where the hit count is 11 hits. The Pixel De-
tector presented in the Strip TDR [1] was designed to supply a minimum of at least 13 hits
from the end of the strip coverage in pseudorapidity to || of 4. While the Strip Detector
remains unchanged and is described in detail in Reference [1], the Pixel Detector layout
has evolved to further improve the performance, reduce cost and incorporate engineering
constraints. In the following, an overview is given on the methods used to optimise the
detector layout, starting from the original Letter of Intent and Scoping Document studies,
followed by a detailed description of the optimisations and changes to the Pixel Detector
design since the Strip TDR.
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2.1.1 Methods used to optimised the ITk Detector Layout

Designing a tracking detector for the Phase-II upgrade of the ATLAS experiment is a chal-
lenging task. The detector will have to cope with the Phase-II operational conditions with
an average of up to 200 pile-up events, the corresponding data rates and an unprecedented
radiation environment. At the same time the ITk Detector will have to provide the required
tracking performance to enable the physics programme as outlined in the ATLAS Phase-II
Upgrade Letter of Intent [7]. The development of the ITk Detector layout is carried with
the following set of goals:

e Design a tracking detector that provides the required tracking performance to the
ATLAS Phase-II physics programme, in events with an average pile-up of up to 200
simultaneous interactions.

e The detector should provide robust tracking in presence of detector defects, like sensor
inefficiencies due to expected radiation effects, as well as dead modules due to even-
tual component failures.

e Aim to minimise cost by reducing as much as possible the total silicon surface ne-
cessary to achieve the required hit coverage and by choosing less complex solutions
whenever possible.

o At the same time, try to choose layout options that allow to minimise the CPU time
needed for reconstruction, which is one of the cost drivers for the computing budget
for the ATLAS Phase-II programme.

An iterative design approached is followed for the layout optimisation. A design tool called
“idres” [9] is used to optimise the position of pixel and strip sensors in radius and z-position
along the beam direction. The tool allows to very quickly compute the hit coverage for a
given layout as a function of 7. It uses a 2-dimensional magnetic field map of the ATLAS
solenoid, a simplified 2-dimensional model of the passive detector material and the indi-
vidual precision of the pixel and strip sensors to estimate the track parameter resolutions
as a function of # and transverse momentum. For candidate layouts a Geant4 [5] geometry
model is implemented to allow in depths simulation and reconstruction studies of the her-
meticity, tracking performance and CPU requirements to reconstruct events. The basis of
the Geant4 models are engineering drawings of the detector components to ensure that
realistic assumptions are used in the layout design work.

The design of the ITk layout benefits from the experience gained in controlling Run-1 and
Run-2 levels of pile-up in the current ATLAS track reconstruction. Effective cuts to reduce
the level of fake tracks and to reduce the CPU needed to reconstruct high pile-up events
are either an increased requirement on number of hits and cut harder on holes (sensors
crossed by the track without a hit found). Figure 2.2 from the ATLAS Phase-II Upgrade
Letter of Intent [7] the ratio of the number of reconstructed to generated tracks for tf events,
as a function of pile-up. Requiring 9 hits and not more than 1 hole in the Pixel Detector
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Figure 2.2: Ratio of reconstructed to generated tracks for tf events at various levels of pile-up. Two
different track selections are studied: requiring track reconstruction with at least 9 hits per track (a),
and with at least 11 hits per track (b). The plot is taken from Reference [7].

results in significant fake component at Phase-II pile-up levels, while requiring 11 hits in-
stead is removing this additional component. For a minimal hit requirement of 11 hits one
needs to allow for at least one additional layer, since the individual sensors will have a fi-
nite inefficiency. In order to ensure robustness against detector defects, ATLAS requires a
redundancy of at least 2 additional hits. The resulting hit requirement of at least 14 hits for
the ITk is used for the layouts presented in the ATLAS Phase-II Upgrade Letter of Intent [7]
and Phase-II Upgrade Scoping document [8], which has 4 pixel layers and 5 double layers
of Strip Detectors with a small stereo angle.

The ITk layouts studies in preparation for the Strip TDR aimed at improving on the Phase-
II Upgrade Scoping document layout, for a detector that covers the extended 5 range of 4.
Studies with full ITk granularity pixel and strip sensors implemented in Geant4 indicated
that a reduced hit requirement of 12-13 hits is sufficient to control fakes and to ensure robust
tracking. This resulted in an opportunity to replace a double strip layer with an additional
pixel layer in the barrel region, which reduces the total strip sensor surface needed and
improves the tracking performance in the core of high-pr jets and for T 3-prong topologies,
because of the better double-track resolution of high-granularity pixel sensors. In addition,
the barrel part of the Strip Detector was extended in length, which allowed to reduce the
number of strip disks from 7 to 6 and to drop the barrel strip stub-layer.

The Pixel Detector layouts studied for the Strip TDR are based novel ideas for the local
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stave support structures?, compared to previous generations of experiments. One is the
inclined barrel stave design, where the flat barrel stave is prolonged with a section with
inclined modules. This allows the end-of-stave material to be shifted further out in z and
hence minimises the material-induced performance degeneration in the barrel to end-cap
transition of a classical pixel design. In addition, this concept minimises the amount of sil-
icon needed as inclined modules have a larger angular coverage in this region. The second
novel concept is the end-cap ring system, where layers of pixel rings extend the coverage
in z and allow routing of the service separately along each ring layer. As is the case for the
inclined module sections, each ring can be individually placed to optimise the coverage.
Doubling the number of pixel rings in the layer allows additional hits to be added where
needed to keep the hit counts stable as a function of 7. In particular the inclined stave
design for the inner barrel layers is the key to achieve good tracking performance with an
extended coverage to 1 of 4. It allows for 2 or more hits in layer 0 in the inclined section
close to the interaction point. This adds redundancy in the number of hits for good pattern
recognition performance. Furthermore, having the first hit close to the beam pipe in radius
improves the impact parameter and vertex resolution.

The result of this layout design process is the Inclined Layout shown in Figure 2.1, as
presented in the Strip TDR [1]. This layout required 15% less silicon for the Strip Detector
and featured a 5 layer Pixel Detector designed with the same total silicon surface as required
for the 4 pixel layer layout presented in the Phase-II Upgrade Scoping document.

2.1.2 Description of the Inclined Duals Layout

The Pixel Detector design presented in this document is based on the Strip TDR layout,
the new layout is referred to as the “Inclined Duals” layout. The same design ideas of
barrel stave with sections of inclined modules and end-cap ring systems are used. The
following design optimisations for the Pixel Detector were implemented to further improve
the detector performance and to reduce costs as well as complexity:

e The hit requirement for || > 2.7 was reduced from 13 pixel hits to 9.

o The active size of the pixel read-out chip was increased to 19.2 mm x 20 mm, which
is turn leads to larger sensors when combining them into modules with 2 (duals) and
4 (quads) read-out chips. This required a reduction in the number of module rows per
layer at given radii and the number of modules on the end-cap rings.

e The inner envelope for the IST was decreased to a radius 145 mm, requiring changes
in the radii of the inner and outer end-cap systems, as well as the barrel layer radii, in
order to avoid hermeticity holes in the barrel/end-cap transition region.

2 The detailed description of the barrel longeron structures and its rows of flat and inclined modules, the
end-cap ring design, etc., can be found in Section 4.7.
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Figure 2.3: Top: A schematic layout of the ITk Inclined Duals layout for the HL-LHC phase with
the pixel layout as presented in this document. Bottom: A zoom into the Pixel Detector. In each
case, only one quadrant and only active detector elements are shown for both diagrams. The active
elements of the barrel and end-cap Strip Detector are shown in blue, for the Pixel Detector the
sensors are shown in red for the barrel layers and in dark red for the end-cap rings. The horizontal
axis is along the beam line with zero being the interaction point. The vertical axis is the radius
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e For the inner barrel Pixel Detector the longeron solution, which coupled layers 0 and
1, was dropped in favour of a dual shell structure. As a result the mechanical stability
is improved and 2 module rows could be added to barrel layer 1 to increase the radius
of flat section to better space out the inner two layers in radius.

e The inner radius of the inclined modules in barrel layer 0 was decreased from 39 to
36 mm to improve the hermeticity in the barrel flat/inclined transition region. In
addition, this change allows for the shortening of the barrel section in z to 110 cm
while still covering the full 7 range.

e Animportant improvement in the layout presented in this document is the simplified
geometrical solution to keep the number of hits stable as a function of #. In particular,
using inclined quad modules in barrel layer 1 allows more hits to be added in this
region, significantly simplifying the design of the outer end-caps and barrel layer 2
and reducing the total pixel surface needed.

e For the baseline layout the inclination angle in barrel layers 0 and 1 was changed
to 75 degrees, reducing the material crossed by particles and increasing the angular
coverage of the inclined modules in this region.

o A further inner ring layer was added to the inner pixel end-cap system to improve the
coverage close to || of 4 and to reduce the extrapolation distance between the end of
the barrel and the first hit in the end-caps.

o The length of the outer barrel inclined section has been extended to z = 110 cm in
order not to line up in # the barrel/end-cap transitions regions of the Pixel and Strip
Detectors. This avoids any buildup of pattern recognition problems in this very com-
plicated geometrical region.

e The length of the flat sections in the outer layers 2—4 is chosen so as to avoid the
lining up of the flat/inclined transitions in 77 and to extend the coverage of the flat
(quad) modules before the tilted modules take over, such that one minimises the total
number of modules on the staves.

o In the outer barrel layers the flat section has been increased in radius by 5 mm w.r.t.
the inclined sections to increase the lever arm in the central Pixel Detector and to
reduce the complexity of engineering the flat/inclined transition on the stave, in par-
ticular the bending of the cooling pipes.

e The end-cap ring system is now correctly modelled as 2 half shells with half rings
staggered by 10 mm in z between their centres, leading to a maximum distance of
16 mm between adjacent modules in ¢ in the overlap region.

After these changes the exact layer radii and sensor positions have been re-optimised to
ensure full hermeticity for particles originating from a luminous region extending up to
+15 cm in z. The resulting layout is shown in Figure 2.3, with both the overall layout of the
ITk and the zoom into the pixel system.
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Table 2.1: Main layout parameters for the pixel flat barrel. The number of sensors per row refers
to a half-row (z > 0 mm) in the central, flat part of the barrel where sensors are placed parallel to
the beam line. The number of hits indicates how many hits are expected in the layer for particles
originating from z = 15 cm. The total length in z of the inner and outer barrel sections (flat and
inclined) is 110 cm.

Barrel Layer | Radius [mm] | Rows of Sensors | Sensors per Row | Type | Hits
0 39 16 6 duals 1
1 99 20 6 quads | 1
2 160 30 11 quads | 1
3 220 40 12 quads | 1
4 279 50 13 quads | 1

Table 2.2: Main layout parameters for the pixel inclined section. The number of rows of sensors is
the same per-layer as in Table 2.1. The radii of the inclined sections refer to the innermost point
of the sensors. The number of hits indicates how many hits are expected in the layer for particles
originating from z = 15 cm. The total length in z of the inner and outer barrel sections (flat and
inclined) is 110 cm.

Barrel Layer | Radius [mm] | Sensors per Row | Type | Hits | Angle [deg]
0 36 16 singles | 2-3 75
1 80 13 quads | 2-3 75
2 155 11 duals 1 56
3 215 13 duals 1 56
4 274 13 duals 1 56

Table 2.3: Main layout parameters for the pixel end-caps. The radii refer to the innermost point of
the sensors on a ring. The number of hits indicates how many hits are expected in the layer for
particles originating from z = 15 cm.

End-cap Layer | Radius [mm] | Rings | Sensors per Ring | Type | Hits
0 50 4 16 quads | 3
1 78 11 22 quads | 3—4
2 152 10 32 quads | 2
3 211 8 44 quads | 1
4 271 9 52 quads | 1

10
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Figure 2.4: Top: The total number of strip plus pixel measurements (hits) on track as a function of 7.
Bottom: Number of pixel measurements (hits) on track as a function of 7. For this figure a sample
of single muon events with pr = 1 GeV is used. The muons are produced with a flat distribution
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Table 2.4: Summary of the pixel surface needed for the different parts of the detector. The results of
the Inclined Duals layout are compared to the corresponding numbers for the layout presented in
the Strip TDR [1].

Detector Part Layout
Inclined Layout [m?] | Inclined Duals [m?]

Inner Barrel Flat 0.35 0.52
Inner Barrel Inclined 0.82 1.00
Inner Barrel Total 1.17 1.51
End-cap Inner Rings 1.10 0.94
Outer Barrel Flat 2.51 4.49
Outer Barrel Inclined 2.75 2.30
Outer Barrel Total 5.26 6.79
End-cap Outer Rings 6.48 3.50
Barrel Total 6.43 8.30
End-cap Rings Total 7.58 4.44
Total 14.01 12.74

Tables 2.1, 2.2 and 2.3 detail the main design parameters of the Inclined Duals layout. Three
types of sensor are used: single read-out chip modules of 19.2 x 20 mm? in size in the
inclined section of barrel layer 0, dual modules with two read-out chips for the flat section
of barrel layer 0 and the inclined section in barrel layers 2 to 4, and quad modules with four
read-out chips for the remaining parts of the detector. The number of hits in each layer and
each part of the detector refers to straight trajectories originating from z = 15 cm, which is
the hermeticity requirement used to design the layout. Figure 2.4 shows the total number
of pixel plus strip measurements on track, demonstrating that the number of hits is above
9 at all i except very close to |1| of 4. Also shown is the number of pixel measurements
as a function of 7. The number of hits on average exceeds the minimum requirement due
to primary vertex z spread and the sensor overlaps. Table 2.4 summarises the total silicon
surface needed for the different parts of the detector. In total the pixel surface is reduced
from 14.01 m? in the Inclined Layout [1] to 12.55 m? in the Inclined Duals layout, mainly
because of the reduced hit requirement for || > 2.7.

2.2 Simulation of the ITk Detector

Like the pixel layout, the simulation description of the detector design has significantly
evolved since the Strip TDR. In this section the details of the simulation implementation
of the pixel layout are described, in particular focussing on the improvements. The full
simulation of the ITk layouts under consideration is performed using a software release
dedicated to the ATLAS Upgrade program. The production of simulated samples follows
the same steps as regular ATLAS simulation based on the Run 2 offline software chain:
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Figure 2.5: Location of the materials for one quadrant of the Inclined Duals layout. Shown is the
Pixel Detector surrounded by the Strip Detector. The Patch-Panel 1 regions (green) and the moder-
ators (orange) in front of the barrel solenoid and the end-cap calorimeters are also shown.

event generation, detector simulation using Geant4 [5], digitisation of simulated energy
deposits into the actual detector read-out data format, and event reconstruction starting
from the digitised data. This offline software chain has been adapted for the upgrade ITk
Detector, including a dedicated tuning of the track reconstruction software.

The distribution of material within the detector volume has a large impact on the tracking
performance, electron and photon measurements, and the fluence levels and total ionising
radiation doses. Particular care was taken to describe the material with an improved level
of detail compared to Reference [1]. The dimensions, location and material of all detector
elements were implemented in the simulation framework based on the technical design
of the detector as discussed in the following chapters. In Figure 2.5 the location of the
materials is shown for one quadrant of the ITk Detector volume. Most materials in the
volume are defined in terms of their chemical compound (or mixture of chemicals) and
density. For the different components the relevant physical design was detailed by the ITk
pixel mechanics groups and the most recent engineering estimates available at the time
have been used to build the simulation model.

The Strip and Pixel Detectors are separated by the Pixel Support Tube (PST), which is mod-
elled as a 20.75 mm thick cylinder, with carbon fibre as material and with an inner radius
of 341 mm. The inner two layers of the Pixel Detector are separated from the outer pixel
layers by the Inner Support Tube (IST), which is modelled as a 0.455 mm thick carbon fibre
cylinder with an inner radius of 145 mm.

The Pixel Patch-Panel 1 (PP1) (see Section 4.5 and Figure 2.5) is modelled as a solid, homo-
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Figure 2.6: Top: Radiation length X, versus the pseudorapidity # (left) and a comparison of the Pixel
Detector from the Inclined Duals layout presented in this TDR with the layout presented in the Strip
TDR (right). The figures only show positive #; negative 7 is expected to look the same. Bottom: The
radiation length Xg versus # for the current ATLAS Inner Detector (left) and a comparison of the ITk
and the current ATLAS Inner Detector (right).

geneous 40 kg cylinder at each end of the ITk Pixel Detector. The PP1 for the Strip Detector
is modelled as 20 kg for each barrel end, and each end-cap end (two separate annuli at each
end), filled with the same generic material as used for end-cap substructures. The mass
and the materials to model the PP1 region are chosen conservatively, based on engineering
estimates. The poly-moderator is modelled as a cylinder along the outer part of the cryo-
stat bore, 25 mm thick. A second piece, 20 mm thick, is modelled inside the outer support
cylinder, slightly shorter than the Strip barrel staves. Poly-moderator disks with thickness
70 mm are placed in front of the forward calorimeter volume. The current Run 2 beam pipe
will be retained for the Phase-II detector. Thus for ITk simulations considered in this docu-
ment, existing Run 2 beam-pipe simulation models were used. This beam-pipe is 28.3 mm
in radius, and 0.0038 X in radiation lengths, at z = 0 mm.

A summary of the material distribution of Xy versus 7 is shown in Figure 2.6 for the In-
clined Duals layout, based on the detailed modelling of the Pixel and Strip Detectors as
described below. Shown as well is a comparison of the Pixel Detector for the Inclined Duals
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Figure 2.7: Geometry displays of the Geant4 model of (left) the strip barrel staves and (right) end-
cap petals, illustrating the level of detail of the modelling.

layout and the layout as presented in the Strip TDR. The description of the Inclined Duals
layout uses a much improved geometry model, which is better accounting for the different
detector materials. The reduction in the forward is a consequence of the layout improve-
ments described about. For comparison the same radiation length distribution is shown for
the current ATLAS Inner Detector. As for the Inclined Duals layout, the contribution of the
moderator in front of the calorimeters is not shown. Comparing the ITk to the current ID,
the material of the new detector will be significantly less for nearly all 7.

2.2.1 Description of the Strip Detector in Geant4

The Strip Detector is simulated as described in the Strip TDR [1]. The strip barrel detector
is described with individual parts modelled separately. Masses and material compositions
reflect the mechanical designs. The strip end-caps are modelled in detail as well, but with
some materials merged: some materials/objects that sit next to each other are not individu-
ally described, but instead one homogeneous block is modelled, and is adjusted to have
the correct radiation length as calculated from the engineering designs. Figure 2.7 shows
examples of geometry displays of the Geant4 model of the Strip Detector. Shown are dis-
plays for strip barrel staves and end-cap petals, illustrating the different level of detail in
the modelling.

For the Strip Detector global supports, both barrel and end-cap are described in detail.
The stave components including cooling pipe, carbon foam, face-sheets, cable bus, hybrids,
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2 The Pixel Detector Layout and Simulation

frond-end ASICs etc. are implemented in the model. All of these components have their
own Geant4 volume. However, in the end-caps, each silicon sensor is described individu-
ally, but the remaining components of the substructure are modelled as a single wedge-
shaped object placed between the two silicon layers, and uniformly filled with a generic
material. The density of this material is adjusted to give a radiation length of 0.02 X, per
substructure.

The service volumes between the barrel and end-cap sub-detectors are modelled as an an-
nulus, followed by service volume cylinders along the end-caps. Build-up of materials
along these structures is allowed for; for example there are more services from strip barrel
layer 2 to layer 3 than from layer 0 to layer 1. Cable cross-sections are used to get the mass
per unit length of each material and by the length needed to route the cables out. A factor
of 1.3 is applied to account for indirect routing, clips, supports, etc., which are not covered
by the above description. The resulting total mass of a given material is smeared evenly
over the volume. Cables beyond 7 of 2 are folded into the modelling of PP1.

2.2.2 Description of the Pixel Detector in Geant4

In the following the modelling of the Pixel Detector is discussed in detail, starting from the
description of the modules.

Each pixel module is implemented as an active sensor volume and a front-end chip. The
front-end chip is modelled as a 150 ym thick silicon wafer, with a 1 ym thick copper layer to
model its circuitry, and one 20 ym diameter Sn-Ag bump-bond per pixel channel. The ma-
terials of each chip are homogeneously distributed throughout their corresponding volume.
3D pixel sensors are emulated in the innermost pixel layer (layer 0) in both the barrel and
end-caps. They are modelled as a 150 ym thick layer of silicon for the active sensor and a
100 pm thick layer of inactive silicon for the support wafer. Planar pixel sensors are mod-
elled in the other pixel layers as 100 ym thick active silicon in layer 1 and 150 ym thick
active silicon in layers 2 to 4, respectively. The pixel modules are then placed on the dif-
ferent support structures to describe the outer and inner Pixel Detector parts, barrel and
end-caps.

The outer pixel barrel is modelled in simulation on realistic engineering designs of the lon-
geron support structures as shown in Figure 2.8. Barrel layers 2 and 3 are coupled by a com-
mon longeron structure, where in layer 2 adjacent staves alternate with one or two cooling
lines on a single longeron, while for layer 3 it is always two cooling lines, thus giving in this
combination the total number of cooling lines per layer. Layer 4 is modelled with longerons
on the outside that each have two cooling lines. The longeron truss structures are approx-
imated by modelling them as thin sheets of carbon fibre. The four main rails that support
the longeron truss, and which account for some 80% of the mass, are modelled separately
using a denser material. The simulated longeron therefore has the same total mass as the
physical support structure, and provides a good approximation of the mass distribution.
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2.2 Simulation of the ITk Detector

Figure 2.8: A display of the Geant4 geometry model of the outer barrel longeron stave with inclined
and flat modules mounted and services running inside.

Services are running inside the longeron. The flat barrel sensors are quad modules, while
the inclined sensors are dual modules. Sensor supports in the inclined section for dual
modules are individually modelled as 0.6 g/cm? carbon foam wedges. The density of the
modelled supports correspond to the prototypes that provide the best thermal performance
for a 56° inclination angle.

The inner barrel support structure is modelled as carbon fibre truss double shells (see Sec-
tion 13.2.4 for details), with one shell per layer. The truss shells are approximated by one
sheet of carbon fibre behind each row (akin to a stave) of modules. Adjacent sheets overlap
in ¢, reproducing the ¢ modularity of the truss structure with its longitudinal support rails.
For each pixel layer, the total mass of the support structure is adjusted to match the cor-
responding engineering estimates. The layer 1 barrel sensors are quads, with quad sensors
mounted at 75° in the inclined section. Since larger sensors and a steeper inclined sensor
angle are more challenging to cool, the inclined-sensor supports are modelled as cooling
blocks in simulation, which are represented with a more conservative material budget,
matching the corresponding engineering design for such steeply-angled inclined-sensor
supports. In layer 0 the flat section has dual modules, while in the inclined section single
chip modules are mounted at 75° on the same type of carbon foam cooling blocks used in
the outer barrel.

The outer pixel end-caps are modelled as rings. Each layer of rings is supported by a 0.4 mm
carbon fibre cylinder “shell”, along which services for the rings are routed. Each “ring” is
constructed from two half-rings, each covering just over half of the ¢ coverage of the entire
ring. The two half rings in a pair are separated in z by 10 mm, to allow them to overlap
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Figure 2.9: A display of the Geant4 geometry model of the inner and outer end-cap shell structures
with its ring supports for modules.

in ¢ such that each ring is hermetic for pt = 1 GeV primary particles. For the inner pixel
end-caps the same ring structures are used to model the detector. Figure 2.9 shows the
geometry model of the inner and outer end-cap ring layers.

Great care was taken to accurately describe the material in services and cooling pipes. De-
tailed engineering estimates (see Chapter 14) for cable types, masses and chemical compos-
ition are used whenever possible and the corresponding multiplicities in terms of number
of cables are calculated to construct the material model as implemented in Geant4. In par-
ticular, Twin-axial (AWG30) cable material was used for data lines. Services in the pixel
barrel model are described according to their actual geometry. Their mass and material is
smeared out across the width of each longeron. The number of cables at different z posi-
tions is modelled separately, such that at any z position along a stave the correct number
of wires corresponding to the number of modules is modelled. Services in the pixel end-
caps are modelled in the same way. Pixel services are modelled as continuous wires, routed
from their sources out to Pixel Patch-Panel 1 (PP1), along the routes defined in engineering
envelope models. The masses and materials of all services correspond to engineering de-
scriptions. These estimates are based on a 1 MHz trigger read-out rate in the inner two pixel
layers, and a 4 MHz trigger read-out rate in the outer three pixel layers, as this is the most
conservative option in terms of material. The total mass of all pixel services in simulation
has been computed, and is 135 kg, which is consistent with engineering estimates to within
1.5%. Figure 2.10 shows a display of the overall ATLAS Phase-II tracker ITk with the Strip
and Pixel Detectors as described here.
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Figure 2.10: Display of the ATLAS Phase-II Inner Tracker ITk with the Inclined Duals detector layout.
2.2.3 The Digitisation, Clustering and Track Reconstruction Chain

The digitisation software for ITk strips and pixels is based on the ATLAS SCT and IBL
offline software, respectively. ITk strips are modelled using n-in-p sensors with electron
carriers. Here the channel efficiency is set to 99.5%, and no defects are simulated for the
main results. ITk pixel sensors are simulated as planar n-in-p with electron carriers. The
channel efficiency is simulated as perfect for hits above threshold, also without simulated
defects. For the pixel sensor two different pitch sizes are considered for performance stud-
ies, either 50 x 50 yum? or 25 x 100 um? as both options are still considered. For the pixel
size of 50 x 50 ymz, the front-end electronics in-time threshold is set to 600 electrons, with
an intrinsic standard deviation of 40 electrons added in quadrature with a noise standard
deviation of 75 electrons. For 25 x 100 um? pixels the in-time threshold, intrinsic stand-
ard deviation and noise standard deviation values are all multiplied by 1.5 owing to the
larger capacitance of such rectangular pixels. Most studies presented in this document are
based on simulating 50 x 50 um? pixel sensors. For some studies results are compared to
simulation using 25 x 100 ym? pixel sensors. Further studies are needed to fully assess the
performance implications of the different options for the pixel pitch.

The first step of event reconstruction in ITk is the formation of clusters from individual
channels with a hit for the Strip and Pixel Detectors, respectively. In the following, this is
illustrated using a sample of single muons with py = 100 GeV. For the Pixel Detector, the
cluster formation starts from grouping hits in adjacent pixels to form clusters. Figure 2.11
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Figure 2.11: Comparison of cluster sizes in local-X and local-Y for 50 x 50 ym? and 25 x 100 ym?
pitch sensors, for different parts of the detector. Top to bottom: Resolution for clusters in the flat
and inclined section in layer 0 and in the end-cap.
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Figure 2.12: Comparison of the residuals in local-X and local-Y using digital and analogue clustering
techniques with 50 x 50 yum? sensors for different parts of the detector. Top to bottom: Resolution
for clusters in the flat and inclined section in layer 0 and in the end-cap.
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Figure 2.13: Comparison of the residuals in local-X and local-Y using analogue clustering techniques
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ution for clusters in the flat and inclined section in layer 0 and in the end-cap.
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Table 2.5: Set of cuts applied during the track reconstruction depending on the pseudorapidity in-
terval. Holes are counted if track candidates cross active sensors on which no hit was found, double
holes are two consecutive active sensors crossed without a hit found. Here dy and z; are defined
with respect to the mean position of the beam spot.

Requirement Pseudorapidity interval
| <20 20< |y <26 |26<|y| <40
Pixel+Strip hits >9 >8 >7
Pixel hits >1 >1 >1
Holes <2 <2 <2
Double holes <1 <1 <1
Pixel holes <2 <2 <2
Strip holes <2 <2 <2
pr [MeV] > 900 > 400 > 400
|do] < 2mm < 2mm < 10 mm
|zo| <20 cm <20 cm <20 cm

shows the resulting cluster sizes in local-X and local-Y 3. The cluster sizes vary with the
average inclination angle of particles hitting the sensors, as can be seen for the flat and in-
clined barrel sensors and for the end-cap sensors. Two algorithms are used to determine
the cluster position. The first algorithm (digital clustering) only uses the information that a
pixel has a hit to determine the cluster position, while the second algorithm (analogue clus-
tering) makes use of the analogue information capabilities of the read-out chip to further
refine the precision of the cluster position, interpolating the charge measurement of the first
and last pixel hit in both directions. Figure 2.12 shows the residual between the measured
and the true position in local-X and local-Y using digital and analogue clustering for single
muon events and 50 x 50 um? pitch sensors, for different regions of the detector. Significant
gains in resolution are obtained by means of charge interpolation, in particular in local-Y for
the flat and inclined barrel sensors. The shape of the distribution reflects the average incid-
ent angles of particles hitting the sensors and the resulting rate of clusters with a width of
1 pixel or larger than 1 pixel in local-X or local-Y, respectively.

Figure 2.13 shows a comparison of analogue clustering results for 25 x 100 yum? and 50 x
50 um? sensors in the flat barrel and inclined sections in layer 0 and for end-cap sensors. As
expected, while with 50 x 50 yum? the analogue clustering significantly improves the local-Y
resolutions, with 25 x 100 um? the local-X benefits most. In the flat section the loss in local-Y
is smaller compared to the inclined and end-cap sections, as in those sections the clusters
width with 25 x 100 um? ends up being mostly 1 pixel.

The next step after the clustering is the space point formation. Here, the strip cluster inform-

3 The local-X and local-Y coordinates represent the two coordinates along the pixel sensor grid. Depending
on how the sensor is mounted those local coordinates translate into global directions. local-X is in the R¢
plane perpendicular to the beam line. For a flat barrel module local-Y points in the z direction, for an end-cap
module it points radially in R and accordingly in Rz for inclined modules.
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Figure 2.14: Top left: The number of all space point triplet track seed combinations found when
searching in the Strip and Pixel Detectors, respectively. Top right: Number of accepted seeds after
duplicate removal, used to start the combinatorial Kalman Filter track finder. Botton left: Number
of strip and pixel seeds that result in a track candidate before final ambiguity resolution. Bottom
right: Summary of all seeds, selected seeds, track candidates and final tracks after ambiguity resol-
ution, as a function of 5. All results are shown for tf Monte Carlo simulation events with an average
of 200 pile-up events.
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2.2 Simulation of the ITk Detector

Table 2.6: The CPU required in HS06 x seconds to reconstruct tf Monte Carlo events with an average

of 200 pile-up events in the ITk, for the different reconstruction steps. Shown as well are the results

for the current Run 2 Inner Detector for tf events with an average of 20 pile-up events. The studies
were done on an Intel Xenon 7210, 1.3 GHz, 64 core CPU, 116 GB RAM. The CPU time is multiplied

with the HS06 factor of 3.5.

Detector, || Cluster | Space | SiTrack | Ambiguity | TRT+Back | Primary Total
Pile-up Finding | Points | Finding | Resolution | Tracking Vertex ITk/1ID
ITk, 200 26 24 124 96 - 6 283

Run 2, 20 1.5 0.7 23 15 19 0.5 64

ation from both sides of a barrel stave or end-cap petal is used to construct strip combin-
ations, exploiting the small stereo angle to obtain precise information in local-Y. The pixel
and strip space points are then used in the seeding stage of the track finding. The track find-
ing used for reconstruction of the ITk is based on the same code used for the current ATLAS
Inner Detector for Run 2, tuned for the ITk geometry and with a first optimisation for 200
pile-up. The technique applied is an iterative, combinatorial Kalman filter that is seeded
from triplet space point combinations. For the ITk, the track seeding starts with strip space
point triplet combinations in the first iteration and then makes use of the pixel informa-
tion to find additional track candidates. For each triplet combination, all space points are
required to be on a straight line in Rz. They form a circle in R¢, allowing an estimate of
the initial helix parameters. After applying initial pt and impact parameter cuts, a confirm-
ation of the seed in a 4th layer is done to further reject fake combinations. Finally, seeds
are accepted after a duplicate removal. For each accepted seed, a search road is defined,
in which a combinatorial Kalman filter is used to find one or more track candidates. Those
candidates are subject to an ambiguity resolution stage, with the aim of rejecting incomplete
and duplicate tracks, resolving situations with shared clusters between several tracks, and
removing fake tracks. This is achieved by scoring the track candidates based on the pres-
ence or absence of hits when crossing the sensor layers. Each track candidate considered is
fitted using the Global-x? track fit. The procedure is repeated iteratively, attributing shared
clusters to the higher scoring track candidate, and refitting candidates that got modified, to
obtain the final set of tracks. As part of the ambiguity selection the track selection criteria
listed in Table 2.5 are applied to all tracks entering the final list of selected good tracks.

The behaviour of the reconstruction flow is illustrated in Figure 2.14, which in the top left,
shows the rate of all strip or pixel seeds for tf Monte Carlo events with 200 pile-up. Shown
as well in the Figure (top right) is the rate of accepted seeds, that pass a duplicate filter re-
jecting triplets of space points already used before to find a track candidate. Accepted seeds
are used to start the combinatorial Kalman track finder, which is the most time consuming
component of the pattern recognition. The lower, left plot shows the rate of good track can-
didates that are found using strip or pixel seeds. The lower, right plot shows the summary
of all seeds, selected seeds, candidates and final tracks after ambiguity resolution.

The Phase-II environment with an average of up to 200 pile-up events also presents a chal-
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Figure 2.15: The CPU required in HS06 xseconds to reconstruct a tf event in the ITk as a function
of the average pile-up. Shown is the total CPU required to reconstruct the ITk, the CPU spend for
the silicon track finding and for the ambiguity resolution. For comparison the corresponding CPU
requirements for reconstructing the current Run 2 detector are shown, for an average pile-up of 20
events.

lenge in terms of CPU time needed for reconstruction. From the very beginning the CPU
performance was taken into account in the layout optimisation process, aiming to minimise
the combinatorial complexity and hence the CPU requirement for the ITk. Table 2.6 com-
pares the CPU requirements in terms of HS06 xseconds [10] for each reconstruction step
for tt Monte Carlo events with 200 pile-up for the ITk and 20 pile-up for the current Run 2
Inner Detector, respectively. Figure 2.15 shows the CPU required to reconstruct a tf event
in the ITk with different levels of average pile-up. Even with the preliminary tuning of the
ITk reconstruction, the total CPU time spent in tracking is significantly less than 10 times
slower at an average of 200 pile-up events than the time spend in reconstructing events with
an average of 20 pile-up events in the current Run 2 detector, despite the 10 times higher
average pile-up. It illustrates that the ITk meets the design goal of a layout optimised also
for the technical performance of the reconstruction of high pile-up events.

More results on the tracking behaviour and performance are detailed in the Chapter 3.

2.2.4 Occupancies in Pixels from Simulation Studies

Presented here are hit density and chip occupancies in the Inclined Dual layout as predicted
using the Geant4 simulation. These occupancies determine the bandwidth required for the
front-end chips and read-out. Low hit densities are as well important to reduce pattern
recognition mistakes due to wrong hit associations.

26



2.2 Simulation of the ITk Detector

Table 2.7: Average hits per chip per event for 50 x 50 um? pixels using #f events with 200 pile-up.
Listed are results layer by layer for the flat and inclined barrel regions and the end-caps.

(Ring) Layer | Flat Barrel | Inclined Barrel | End-cap
0 223.0 136.7 80.9
1 26.6 27.8 37.7
2 19.3 20.1 21.0
3 129 12.7 13.3
4 9.9 9.1 9.3

Hit occupancy is defined as the number of hit pixels per chip and per event. These were
calculated per chip and event, then averaged over chips sharing the same z position. Each
pixel sensor is divided into an array of 1 x 4 (¢ — 77) pixel regions (see Section 4.3.1 for
details). This replicates the read-out structure of the chips, where only hit regions are read
out, along with sub-region pixel information, in order to limit the read-out data rate from
long (1) clusters. Hence a region occupancy, i.e. the number of hit regions per chip, and
a regional occupancy, i.e. the number of hit pixels per region (maximum of 4), were also
calculated.

Figure 2.16 shows the average channel occupancy, the average number of hits per chip,
the average number of regions with a hit per chip and the average occupancy per region
with at least one hit, for the Inclined Dual layout, for the barrel and end-cap regions, re-
spectively. Simulated samples of tf events were used with an average of 200 pile-up events
superimposed. The results shown are for a pixel size of 50 x 50 um?. In the flat barrel sec-
tion the average hit and regional occupancies increase rapidly with z, while the number of
hit regions per chip decreases with the change in phase-space covered by each flat module.
In the inclined section the average hit and regional occupancies drop as the incident angle
becomes more orthogonal, then increases slowly with z. At extremes of the inclined barrel
the hit occupancy is comparable to the inner flat region, especially for the outermost layers.
The end-cap section shows similar behaviour to the inclined barrel region, with relatively
slow increases in occupancy over z.

Table 2.7 shows the average number of hits per chip across z in the flat and inclined barrel
sections, as well as for the end-cap, as a function of pixel layer. The central z (flat) region of
layer 0 dominates in occupancy. This is due to the proximity to the collision region and to
the relatively large thickness of the 3D sensors in barrel layer 0.

Figure 2.17 shows the distribution of the chip hit occupancy over the event sample for barrel
and end-cap regions. Ring 0 in the end-cap section also shows relatively high number of hit
chips per event compared to other ring layers. The right shoulder in the ring 0 distribution
comes from the chips with smallest radii, which have a higher occupancy.

Table 2.8 shows the maximum occupancy per barrel layer and end-cap ring along with hit
densities and channel occupancies. The highest average occupancy across z in the barrel is
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Figure 2.16: Average occupancy for the Inclined Dual layout, separated for (left) barrel and (right)
end-caps. Results are for sensors with 50 x 50 um? pixel pitch and tf events with 200 pile-up. Top:
Channel occupancy in percent. Second row: Hit occupancy per chip. Third row: Region occupancy.
Bottom: Average regional occupancy.
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Figure 2.17: Distribution of chip occupancies over all events (minimum single hit) for the Inclined
Dual layout, separated for barrel and end-caps. Left: Barrel Right: End-cap.

Table 2.8: Maximum hits per chip per event in each layer for 50 x 50 um? pixels flat and inclined
barrel regions and the end-caps. Results are for tf events with an average of 200 pile-up events.

Barrel Layer | < hits/chip > | < chan.Occ. > [%] | < density > [mm 2]
0 247.1 0.161 0.643
1 33.7 0.022 0.088
2 24.3 0.016 0.063
3 16.0 0.010 0.042
4 12.2 0.008 0.032

Ring Layer
0 81.9 0.053 0.213
1 38.4 0.025 0.100
2 25.2 0.016 0.066
3 15.5 0.010 0.040
4 10.9 0.007 0.028
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2 The Pixel Detector Layout and Simulation

247 pixels, which translates to a maximum channel occupancy of 0.16 % and maximum hit
density of 0.64 mm 2.

2.3 Fluence and Radiation Dose Studies

Due to the increased luminosity and the associated increase in the rate of proton-proton
collisions, the expected radiation levels in the ATLAS ITk will increase by roughly an or-
der of magnitude compared to the present Inner Detector. Radiation background simula-
tions have been performed for the ITk using the PYTHIAS [11] event generator and the
FLUKA [6] particle transport code. The predictions of particle fluences and ionising doses
for the ITk layout assume an integrated luminosity of 4000 fb~! and an inelastic proton-
proton cross-section of 79.3 mb at a centre-of-mass energy /s = 14 TeV. In Figure 2.18 the
fluence and dose distributions for the Pixel Detector are shown. Plots of 1 MeV neutron
equivalent fluences and dose are normalised to 4000 fb~!; the other plots are per event. It
is important to emphasise that accurate fluence and dose predictions require precise mod-
elling of the entire ATLAS geometry in FLUKA. While fluences in the innermost layers of
the ITk pixel barrel region are dominated by particles coming directly from the interaction
point, the fluences in the outer barrel layers and the pixel end-cap region are increasingly
dominated by particles coming from secondary interactions in the calorimeter, beam-line
and pixel service material. The pixel services are routed out radially away from the beam-
line as soon as feasible as this is beneficial in reducing radiation backgrounds, including the
activation of detector components. Hadron fluences for energies greater than 20 MeV are
also calculated to allow estimates of Single Event Upsets (SEU), as well as charged particle
fluences which can be used for occupancy estimates.

In the baseline scenario, the outer pixel barrel and end-cap detector will be operated to
collect a total integrated luminosity of up to 4000 fb~!, while the inner barrel and end-
caps are replaced after 2000 b1 A summary of the maximum 1 MeV neutron equivalent
fluences and the ionising dose are given in Table 2.9. For these results the values have
been multiplied by a safety factor of 1.5. Within the baseline replacement scenario the
maximal fluences and total ionising doses are within sensor specifications as described in
Chapter 5.
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Figure 2.18: The fluence and dose distributions for the Pixel Detector. Top left: 1 MeV neutron
equivalent fluence. Top right: Total ionising dose. Bottom left: Charged particle fluence. Bottom
right: Hadron fluence for energies greater than 20 MeV. The top two lots are normalised to 4000 fb 1.
No safety factors are taken into account for this Figure.

Table 2.9: The maximal 1 MeV neutron equivalent fluences and total ionising dose for different parts
of the Pixel Detector, for the baseline replacement scenario for the inner section. All values have
been multiplied by a safety factor of 1.5.

Luminosity | Layer Location R z Fluence Dose
(cm) | (cm) | (10 Neq/ cm?) | (MGy)
2000 fb~ ! 0 flat barrel 39 | 0.0 131 -
40 | 243 - 7.2
inclined barrel | 3.7 | 259 123 -
3.7 | 110.0 - 9.9
end-cap 51 | 123.8 68 6.3
2000 fb~ ! 1 flat barrel 9.9 | 243 27 15
inclined barrel | 8.1 | 110.0 35 2.9
end-cap 7.9 12992 38 3.2
4000 fb~* 2-4 flat barrel 16.0 | 44.6 28 1.6
inclined barrel | 15.6 | 110.0 30 2.0
end-cap 15.3 | 299.2 38 3.5
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2.3.1 Pixel Sensor Radiation Damage Simulation

Non-ionising energy losses introduce defects in the silicon band gap which increase the
leakage current, deform the electric field, and result in the trapping of mobile charge car-
riers. Changes in the electric field increase the depletion voltage. Defects decay over time
through the process of annealing that depends on the thermal history of the sensors. The
current simulation of the ITk does not account for bulk radiation damage effects. This sec-
tion briefly introduces a new simulation [12] that includes such effects, has been validated
with Run 2 collision data and test beam data, and will be incorporated into the ATLAS
simulation framework in the future.

One of the most critical inputs to the simulation is the electric field profile after irradiation.
Figures 2.19 and 2.20 show the field profiles for planar and 3D sensors, respectively. The
electric field is computed with Technology Computer Aided Design (TCAD) using models
with effective energy levels in the silicon band gap. All models agree that for a fixed bias
voltage, the field becomes more non-uniform with increasing fluence. However, there are
significant disagreements between models for the exact form of the profile, as indicated for
two planar sensor models in Figure 2.19. Each model is validated in some way with test
beam data and over time, the spread in predictions will close as additional high-quality
data are acquired. The double-peak structure observed in the New Delhi model [13] in Fig-
ure 2.19 is characteristic of n-on-n sensors at moderate fluences (up to 10" Neq/ cm?) used
in the current ATLAS Pixel Detector, but may not be appropriate for n-on-p at high fluences
where the Perugia 2017 models predicts a linear field [14]. Studying the field-dependence
of highly irradiated sensors is an active area of research (see e.g. Reference [16]); the spread
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Figure 2.19: Electric field profile along the depth direction for 130 ym planar sensors at 1 kV for
different fluences (left) and a scan of bias voltages for a fluence of 5 x 10'° neq/cm? (right), using
the New Delhi 2014 [13] and Perugia 2017 models [14].
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Figure 2.20: The electric field profile along the directions transverse to the depth for the unirradiated
case and bias voltage of 20 V (top) and for a fluence of 1 x 10'® neq/cm? at 260 V bias voltage
(bottom) using the Perugia model [15].

in predictions from the two models shown in Figure 2.19 is an indication of the current
uncertainty.

The most important quantity for assessing the impact of radiation damage on tracking per-
formance is the charge collection efficiency (CCE). Figure 2.21 shows the CCE for planar and
3D sensors using the New Delhi and Perugia models, respectively. The CCE is computed
by extrapolating the electric field up to a desired fluence, producing a time-over-threshold
distribution and fitting this to a Landau convolved with a Gaussian, and then taking the
most probable value divided by the corresponding zero-fluence value. The bias voltage is
set to 600 V for planar sensors and for 3D sensors to -20, -20, -30, -50, -50, -160, -190, and
260V for 0,1, 2, 5, 10, 50, 60, and 100 x 10 Neq/ cm?, respectively. Table 2.10 uses the in-
formation in Figure 2.21 combined with the predicted fluence on the five pixel layers after
2000 fb~! for the innermost two layers and 4000 fb ™~ for the outer layers to predict the CCE
for planar and 3D sensors. The model predictions for the CCE is similar for the all layers.
These predictions are in agreement with test beam data, as discussed in Reference [17]. Test
beam results for planar and 3D sensors foreseen for the ITk are discussed in Chapter 5,
illustrating the hit efficiencies and operational parameters for irradiated sensors.
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Figure 2.21: The charge collection efficiency (CCE) as a function of fluence for planar (left) and
3D sensors (right). The points indicate the fluences at which the CCE has been calculated. The
New Delhi model is used for the planar sensor up to 1 x 10'° Neq/ cm?; beyond that, the electrical
field is extrapolated from the previous points and the CCE is then calculated using the extrapolated
field. The Perugia model is used for 3D sensors. Annealing is not included.

Location | Fluence [10'° Neq/ cm? ] | Planar CCE [%] | 3D CCE [%]
Layer 0 13.1 41 45
Layer 1 2.6 77 80
Layer 2 2.7 76 79
Layer 3 1.6 84 87
Layer 4 1.2 88 90

Table 2.10: The charge collection efficiency for planar and 3D sensors on the five pixel barrel layers
using the fluence-dependence shown in Figure 2.21 after 2000 fb ™! for the innermost two layers and
4000 fb~! for the outer layers, taking a safety factor of 1.5 into account. See Figure 2.21 for the high
voltages and thresholds.
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2.3.2 Implications of a High Granularity Timing Detector on the ITk

The High Granularity Timing Detector (HGTD) [18] adds precision timing in the very for-
ward region (2.4 < || < 4.2) to complement the ITk and to further enhance the pile-up
mitigation at the HL-LHC. The addition of the HGTD has two direct consequences on the
ITk itself. One is a necessary change in the overall ITk envelope to free space for the HGTD
itself, the other are the implications of the HGTD on the radiation environment for the
ITk.

In the configuration without a HGTD detector (Figure 2.22(a)), the ITk side of the end-cap
calorimeters is covered by a 50 mm borated polyethylene (BPE) moderator which reduces
the neutron albedo from the end-cap calorimeter to the ITk. The replacement of this mod-
erator with the HGTD detector ("plain HGTD’, shown in Figure 2.22(b)) would increase the
neutron fluence in the large-z part of the ITk by about 50 %. When the HGTD is covered
by an additional layer of 50 mm BPE (Figure 2.22(c)), the shielding performance is restored.
Since the HGTD consists of very light material, very similar to the ITk itself, it is not a sig-
nificant additional source of neutrons by itself. Therefore the baseline is to place the HGTD
on the ITk side of the moderator on the end-cap calorimeter (‘optimised layout’, shown in
Figure 2.22(d)), in which case the latter also protects the HGTD sensors. In this configura-
tion the envelope available to the ITk is shortened by the thickness of the HGTD assembly;,
which in its current design would amount to ~75 mm.

Figure 2.23 shows the fluence (in neq/cm?) divided into neutron and “other particles” com-
ponents as a function of the radius. Only the neutron component is affected by the mod-
erators. At small radii, in the inner pixel and for the inner part of the outer pixel volumes,
the “other particles” (mostly 77¥) component dominates. In the central regions of the ITk
the HGTD and moderator configuration is practically irrelevant. A clear reduction of the
neutron component is only observed at the end of the ITk volume, close to the end-cap.

Figure 2.24 gives a summary of the HGTD and moderator configuration studies. The
solid blue symbols represent different configurations between the extremes shown in Fig-
ures 2.22(b) and 2.22(c), i.e. a moderator thickness varied from 0 top 100 mm between the
HGTD and the ITk. The horizontal line is the baseline level without any HGTD. The other
points at 50 mm thickness are variations of Figure 2.22(d). The open triangle corresponds
to the optimised layout.

The details of the ITk layout are affected by a necessary envelope reduction of ~75 mm
in z to accommodate an HGTD. For both the Pixel Detector and the Strip Detector, the
positions of all the end-cap rings and disks, respectively, would be adjusted to shorten the
overall system in z while keeping optimal coverage. These adjustments would not affect
the overall design of both sub-detectors.
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Figure 2.22: Different moderator configurations explored during the optimisation. (a) The baseline
without the HGTD and a Run 2 like moderator configuration. (b) The plain HGTD, where the HGTD
replaces the Run 2 moderator at ¥ < 80cm. (c) The HGTD fixed on the end-cap, but covered with
a moderator layer. For option (c) the thickness of the moderator layer is varied from 0 to 10cm
in order to find an optimal balance between space consumption and 1 MeV-neutron equivalent
fluence reduction. (d) In configuration the HGTD is placed on the ITk side of the moderator. For
this configuration the moderator thickness at r > 70 cm has been varied in order to create space for
services. The geometry shown in (d) is referred to as optimised layout.
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Figure 2.23: Top: Fluence in neq/cm? separated into neutron and “other” components in the region
close the the HGTD. The values for two different moderator configurations are compared. The "plain
HGTD’ corresponds to Figure 2.22(b) while the ‘optimised layout’ refers to Figure 2.22(d). The 'hot
spot’ radial range, used in Figure 2.24, is indicated by the shaded band. Bottom: Fraction of total
fluences.
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Figure 2.24: Relative 1 MeV neutron equivalent (neq) fluence in the hottest spot of the outermost ITk
Strip end-cap relative to the baseline without a HGTD. The horizontal line, showing the baseline
configuration with 50 mm moderator and no HGTD, is considered the target level for the shielding
optimisation. The solid blue circles and the fit show the fluence reduction as a function of the mod-
erator thickness between the ITk and the HGTD. The other symbols at 50 mm thickness correspond
to configurations in which the HGTD is on the ITk side of the moderator. They differ only in terms
of moderator thickness at r > 70 cm.
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3 Tracking and Physics Performance

In this chapter, the expected performance of the ITk Detector, described in Chapter 2, is
presented. The detector layout is based on the requirement of identifying charged particles
with high efficiency and purity and measuring their properties with high precision in the
presence of an average of up to 200 pile-up events expected at the HL-LHC. The upgraded
detector should preserve and, if possible, exceed the physics performance of the current
Run 2 detector, under the Phase-II operational conditions. The results presented here up-
date those presented in the Strip TDR [1].

In Section 3.1, the tracking and vertexing performance of the ITk Detector is compared
to the performance of the current (Run 2) Inner Detector (ID). Results are presented on
tracking efficiency, fake rates at different levels of pile-up, track parameter resolutions, ro-
bustness of tracking with respect to detector defects and tracking performance in dense
environments, such as for high-pr jets or T-leptons. The performance of the primary vertex
reconstruction is also shown. In Section 3.2, results are presented for b-tagging and for the
pile-up mitigation for jet and EM* reconstruction using the ITk Detector, followed by res-
ults on lepton identification and isolation studies. In the final section of this chapter, results
are presented for physics studies exploring the potential of the upgraded detector at the
HL-LHC.

All performance studies presented in this chapter are done using Monte Carlo events based
on a full Geant4 simulation as described in Section 2.2. For most studies, samples are used
where an average of 200 pile-up interactions are overlaid! on the hard-scattering event. The
reconstruction software used is adapted from Run 2 to reflect the new geometry, and take
advantage of further improvements discussed in Chapter 2. The default track selection cuts
listed in Table 2.5 are used. While the reconstruction software is not yet fully optimal for
the ITk, it is sufficiently tuned to build confidence that an adequate performance can be
achieved for the goals of the HL-LHC physics programme.

! The average pile-up (i) = 200 is in practice simulated as a uniform distribution between 190 and 210, from
which for a given event a value of (i) is chosen and then the actual number of pile-up events is selected from
a Poisson distribution. The interaction vertices are distributed along a Gaussian shaped beam spot region
with a length of 0(z) = 5 cm, and a width of 12 ym in x and y.
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Figure 3.1: Tracking efficiency for muons without pile-up ((#) = 0) and with an average of 200
pile-up events ((#) = 200). Left: for pr = 1 GeV muons. Right: for py = 10 GeV muons.

3.1 Tracking and Vertexing Performance

The basic tracking and vertexing performance using the ITk Detector is described in this
section. Results are compared to the Run 2 detector. Results on clustering, local detector
occupancies and technical aspects of the track reconstruction can be found in Sections 2.2.3
and 2.2.4.

3.1.1 Tracking Efficiency and Fake Rate

Two of the most important performance criteria for a tracking detector are efficiency and
the rate at which “fake” tracks are reconstructed. Fake tracks are constructed from random
associations of genuine clusters from tracks and (to a much smaller extent) noise hits. In
particular, the large number of pile-up events at the HL-LHC could result in a reduced
tracking efficiency or a significant increase in background contributions arising from these
fake tracks.

The tracking efficiency is defined as the fraction of prompt particles which are associated
with tracks passing a track quality selection. The particles considered must satisfy pt >
1 GeV and || < 4.0, and be produced by the primary interactions. Secondary particles
produced in the Geant4 simulation are excluded.

For the efficiency calculation, tracks are required to have a high “probability” of matching
to a truth particle satisfying the above cuts. The matching “probability”, Pyatch, takes into
account that a single track can have clusters that are generated by different particles, and is
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defined ? as: . .
1X stri
ZNg)ommon + NCOI'I'II:)IIIOII

2 Npixk + Nstrip

trac track

Pmatch - (31)

where Nféf{ﬁéﬂa is the number of Pixel/Strip Detector clusters common® to both the track

and the particle to which it is being matched, and NE;XCfmp is the number of Pixel/Strip
Detector hits assigned to the track. The factor of 2 included for NP™ is a relative weight
that takes into account that each pixel layer provides one 2D measurement of the track
whereas a double sided strip layer provides two 1D measurements. A Py ,n value of 1.0 is
found if all clusters of the reconstructed track are associated with the same truth particle,
while a value of 50% implies that half the clusters are associated with a given truth particle
while the other clusters are associated with one or more other truth particles. The tracking
efficiency, €iqck, is defined as the number of selected reconstructed tracks matched to a
selected truth particle (satisfying the above cuts) with Ppa, > 0.5, divided by the number
of selected truth particles:

Nreco (selected, matched)
Niruth (selected)

€track = (3 2)

Muons are not affected by hadronic interactions and hence their reconstruction efficiency
is expected to be close to 100% over the full 77 range, provided the detector is hermetic and
provides enough measurements to disentangle the tracking ambiguities. Figure 3.1 shows
the efficiency e,k for single particle simulation of muons with pt = 1 and 10 GeV without
and with an average of 200 pile-up events. As expected, the efficiency is very high without
pi