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Permafrost covers 25% of northern hemisphere lands

(Obu et al., 2019)



Arctic change
Climate warming is especially strong at high latitudes

Special Report on the Ocean and 
Cryosphere in a Changing Climate 
(SROCC) – IPCC 2019

Adapted from the Climate Change 
Synthesis report 2014 of the IPCC



Climate warming: permafrost thaws 

Hjort et al., 2018



Technogenic warming: permafrost thaws

“For a buried oil 
pipeline built on 
permafrost, the 
main hazard is 
represented by 
the talik [...] 
formation around 
the pipes [...]. 
The talik initiated 
and enlarged 
quickly after the 
several-year 
operation.”

Chen et al., 2021



Hjort, J., Streletskiy, D., Doré, G. et al. (2022). Impacts of permafrost 
degradation on infrastructure. Nature Reviews Earth & Environment

« [...] infrastructure damage is projected to continue, with 30–50% of critical 
circumpolar infrastructure thought to be at high risk by 2050. Accordingly, 
permafrost degradation-related infrastructure costs could rise to tens of 
billions of US dollars by the second half of the century. »
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+ Arctic amplification!

e.g.: Park et al. (2021). [...] Permafrost and 
Greenhouse Gases in a Siberian Tundra Site Under 

a Warming Climate. Frontiers in Earth Science



 
Scientific coordinator: Orgogozo L., Géosciences Environnement Toulouse

4 partner laboratories: 3 in Toulouse, 1 in Paris (+ Intl collaborations: Russia, Sweden)
 
- Geosciences Environment Toulouse (Pokrovsky O., Shirokova L., Audry S., Auda Y., Gondet E.)
 
- Institut de Mécanique des Fluides de Toulouse (Marcoux M, Quintard M., Davit Y.)
 
- Laboratoire des Sciences du Climat et de l’Environnement (Grenier C., Mouche M., Mügler C.)
 
- Centre d’Etude Spatiale de la Biosphère (Gascoin S.)

  
Goal: use OpenFOAM® for making simulations of permafrost dynamics at unprecedented scales 
and resolutions 

Granted budget: 630 kE (1 post-doc, 1 PhD, master stud. – consolidated budget: 1,7 mE)

  
Duration: 4 years, 2020 - 2023
 
 

 
  
 
  
 
 

 
 

 

 
 

HIPERBOREA - ANR funded project - High Performance computing 
for quantifying climate change impacts on Boreal Areas

hiperborea.omp.eu
 
 
 
 

 

 
 



3D transient heat and water transfers in variably saturated porous media with 
freeze/thaw of pore water and evapotranspiration (Orgogozo et al., 2019, 2022)
 

couplings, non-linearities 

Richards equation with evapotranspiration:

Heat transfer with freeze/thaw:
 

 
 

Stiff problems, non-linearities, couplings, only few reference solutions: validation 
through the InterFrost benchmark  (Grenier et al., 2018)

. . ,,
, ,

PermaFoam : solving the equations of thermo-hydrological permafrost dynamics

,,



OpenFOAM®: the well-known open source, generalist Computational Fluid Dynamics 
tool box (C++, Finite Volumes, Multi-physics, Massively Parallel Computing)
 

Collaborative developments of a large and diverse community, including both academics 
(e.g.: CINECA, IHPC, HLRS) and industry (e.g.: Volkswagen, Huawei, FM Global)
 

Continuously maintained capability to use efficiently modern computing architectures 
(e.g.: Orgogozo et al., 2014, Bricteux et al., 2017, Rettenmaier et al., 2019, Garcia-Casulla et al., 2020)

openfoam.com:
 
 
 

openfoam.org:

The hydrology package (Orgogozo, 2022, Orgogozo et al., 2022):
https://develop.openfoam.com/Community/hydrology/ 



  

Performance assessments done on

 Irene-ROME

the ~300 000 AMD cores partition

of the most powerful French supercomputer for 
french and european research: Joliot-Curie 

Irene-ROME: ~12 Pflop/s over the total 22 Pflop/s 
of the whole Joliot-Curie supercomputer.

www-hpc.cea.fr/en/complexe/tgcc-JoliotCurie.htm



=> 7 millions CPU hours granted to HiPerBorea 
by GENCI (www.genci.fr/en) on DARI A12 session (may 2022 - april 2023)

Super-linear scalability up to 16 384 cores on IRENE-ROME
with a 200 millions cells mesh

 (Orgogozo et al., 2022 ; scaling study by T. Xavier)
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Application:
 Syrdakh, Eastern Siberia

Hatté et al., 2018, 
Orgogozo et al., 2022



Application: Kulingdakan, Central Siberia: 40 km2 watershed, 
3D case, 60 millions of cells (Orgogozo et al., 2019, 2022)



jcad2022.sciencesconf.org/data/014_Presentation_longue_Orateur_XAVIER_Thibault_permaFoam_a_parallel_opensource_solver.PDF.pdf
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(in french)

(using trace)

jcad2022.sciencesconf.org/data/014_Presentation_longue_Orateur_XAVIER_Thibault_permaFoam_a_parallel_opensource_solver.PDF.pdf



jcad2022.sciencesconf.org/data/014_Presentation_longue_Orateur_XAVIER_Thibault_permaFoam_a_parallel_opensource_solver.PDF.pdf



ON-GOING WORKS

- Sensitivity tests for assessing the importance of lateral water flux in permafrost 
dynamics of Kulingdakan watershed (Xavier and Orgogozo, in prep)

- Permafrost dynamics in Kulingdakan watershed until 2100 (Xavier et al., in prep)

- Conditionning simulations in Abisko with satellite data (Auda et al., in prep)

- Permafrost dynamics in Abisko, Khanymey and Syrdakh watersheds until 2100



PERSPECTIVES

What’s next after HiPerBorea?

A focus on cold regions infrastructures with the PERMACHANGE project, to be 
submitted to the Horizon Europe program.

We are looking for international collaborations! Field of interests:

- High Performance Computing

- Innovative numerical analysis and schemes

- CFD empowered AI

Interested? Please contact us! => laurent.orgogozo@get.omp.eu



  

Thank you for your attention.

Contact: laurent.orgogozo@get.omp.eu



HiPerBorea (hiperborea.omp.eu): anticipation of climate change impacts on permafrost. 

Our methodology is based on mechanistic numerical modelling of permafrost evolution 
in key sites of boreal environments monitoring. 

Every modeling of natural phenomena lays on (and must honoured!) the avalaible 
observations, thus HiPerBorea is in close interaction with the operators of the selected 
boreal observation stations: the INTERACT network (eu-interact.org) and the 
International Research Network Tundra – Taïga – Steps.



Richards equation with evapotranspiration:

Heat transfer with freeze/thaw:
 

 
 

Stiff problems, non-linearities, couplings, only few reference solutions: validation 
through the InterFrost benchmark  (Grenier et al., 2018)

. . ,,
, ,

PermaFoam : solving the equations of thermo-hydrological permafrost dynamics

 
Couplings: - sequential operator splitting approach
                    - impedance factor approach for permeability in frozen state

Non linearities: - a Picard loop for each equation
                           - temporal shift of the latent heat term
                           - adaptive time steps based on Picard loops convergence 
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(in french)

(using trace)

More info: https://forgeanalytics.io/blog/creating-a-python-trace-in-paraview/

                 https://forgeanalytics.io/blog/executing-paraview-in-batch/

https://forgeanalytics.io/blog/creating-a-python-trace-in-paraview/
https://forgeanalytics.io/blog/executing-paraview-in-batch/


(in french)

(using trace)

jcad2022.sciencesconf.org/data/014_Presentation_longue_Orateur_XAVIER_Thibault_permaFoam_a_parallel_opensource_solver.PDF.pdf



(in french)

(using trace)

jcad2022.sciencesconf.org/data/014_Presentation_longue_Orateur_XAVIER_Thibault_permaFoam_a_parallel_opensource_solver.PDF.pdf


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29

