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Abstract

Consider, on the one part, a general nonlinear finite-dimensional optimal control problem and assume that it has a unique solution whose state is denoted by $x^*$. On the other part, consider the sampled-data control version of it. Under appropriate assumptions, we prove that the optimal state of the sampled-data problem converges uniformly to $x^*$ as the norm of the corresponding partition tends to zero. Moreover, applying the Pontryagin maximum principle to both problems, we prove that, if $x^*$ has a unique weak extremal lift with a costate $p$ that is normal, then the costate of the sampled-data problem converges uniformly to $p$. In other words, under a nondegeneracy assumption, control sampling commutes, at the limit of small partitions, with the application of the Pontryagin maximum principle.
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1 Introduction

Optimal control theory is a topic of mathematics seeking the best possible action (or control) for steering a given dynamical system to a final configuration, while optimizing a given criterion. The milestone is certainly the Pontryagin maximum principle [25] which establishes a first-order necessary condition for optimality: if a trajectory is optimal, then it must be the projection onto the state space of a so-called extremal, consisting of the state but also of a costate satisfying an adjoint equation. Actually, state and costate satisfy Hamiltonian equations, and moreover the optimal control maximizes pointwisely the Hamiltonian along the extremal. In general this maximization condition leads to express the optimal control as a function of the state and the costate. In this classical situation where the controls are measurable functions of the time $t$ (possibly subject to some constraints), we speak of permanent controls, in the sense that the control value can be modified at any time.

Of course, permanent controls are a mathematical model which expresses an idealized situation. In practice, when acting on concrete models or even with a computer, one obviously cannot act at any time, because controls are digital or may be frozen over a certain (even small) horizon of time. We speak then of nonpermanent controls. A situation of interest, which has been much considered in the literature, is that of sampled-data controls, standing for functions that can be modified only at the so-called sampling times of a given subdivision of the interval of time (see, e.g., [1, 16, 20, 21, 24, 26]).
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Optimal sampled-data control theory has been developed in a number of contributions, such as [2, 3, 4, 13, 23, 30, 31, 32], but this is only recently that the Pontryagin maximum principle has been established in full generality for optimal sampled-data control problems (see [7], see also [6, 8] for versions on time scales). As for fully discrete optimal control problems, the maximization condition fails in general and must be replaced with a weaker condition. This difference with the permanent case creates a kind of non-uniformity that causes difficulties in the following expected convergence.

It is natural to expect that, as the norm of the partition (maximal distance between two successive sampling times) tends to zero, the optimal sampled-data control problem converges in some sense to the optimal permanent control problem. In this paper, our objective is to establish this kind of $\Gamma$-convergence property to a wide extent. Under appropriate assumptions, not only we prove that the optimal state of the sampled-data problem converges uniformly to the optimal state of the permanent problem, but we also establish the uniform convergence of the costates coming from the application of the Pontryagin maximum principle to both problems. The latter property is particularly important in view of justifying strong convergence of the controls, and in view of initializing successfully numerical methods.

Similar convergence results have been obtained in [9] in the unconstrained linear-quadratic context. In the present work, we investigate the fully general nonlinear case, under control and terminal state constraints. This framework is significantly more involved and leads us to develop a Filippov-type approach.

## 2 Framework and preliminaries

Throughout the paper, two positive integers $m, n \in \mathbb{N}^*$ are fixed, as well as a positive real number $T > 0$. We denote by:

- $C := C([0, T], \mathbb{R}^n)$ the Banach space of continuous functions defined on $[0, T]$ with values in $\mathbb{R}^n$, endowed with the uniform norm $\| \cdot \|_C$;
- $AC := AC([0, T], \mathbb{R}^n)$ the subspace of $C$ of absolutely continuous functions;
- $L^r := L^r([0, T], \mathbb{R}^m)$ the Lebesgue space of power $r$ integrable functions defined on $[0, T]$ with values in $\mathbb{R}^m$, endowed with the norm $\| \cdot \|_{L^r}$, for any $r \in [1, +\infty]$.

A partition of the interval $[0, T]$ is a set $T = \{ t_i \}_{i=0,\ldots,N}$ of real numbers satisfying $0 = t_0 < t_1 < \cdots < t_{N-1} < t_N = T$, where $N \in \mathbb{N}^*$ is a positive integer, and the norm of $T$ is defined by $\| T \| := \max_{i=0,\ldots,N-1} | t_{i+1} - t_i |$. In the sequel $\mathcal{P}$ stands for the set of all partitions of the interval $[0, T]$.

The set $\text{PC}^T := \text{PC}^T([0, T], \mathbb{R}^m)$ of all piecewise constant functions defined on $[0, T]$ with values in $\mathbb{R}^m$, according to a partition $T = \{ t_i \}_{i=0,\ldots,N} \in \mathcal{P}$, is defined by

$\text{PC}^T := \left\{ u \in L^\infty \mid \forall i \in \{ 0, \ldots, N - 1 \}, \exists u_i \in \mathbb{R}^m, \ u(t) = u_i \ a.e. \ t \in [t_i, t_{i+1}) \right\}$.

Given any subset $\mathcal{S}$ of $\mathbb{R}^m$, we denote by $L^r_{\mathcal{S}}$ (resp., $\text{PC}^T_{\mathcal{S}}$) the subset of $L^r$ (resp., $\text{PC}^T$) of functions with values in $\mathcal{S}$. Finally we denote by $\langle \cdot, \cdot \rangle_n$ the Euclidean scalar product in $\mathbb{R}^n$.  

2
2.1 Optimal permanent control problem

Let $x_0, x_T \in \mathbb{R}^n$ be arbitrary (terminal conditions) and let $U$ be a nonempty closed convex subset of $\mathbb{R}^m$ (control constraint set). We consider the optimal permanent control problem

$$
\min C(x, u) := \int_0^T L(x(s), u(s), s) \, ds
$$

s.t.

$$
\begin{cases}
    x \in AC, \ u \in L^\infty_U, \\
    \dot{x}(t) = f(x(t), u(t), t) \text{ a.e. } t \in [0, T], \\
    x(0) = x_0, \ x(T) = x_T,
\end{cases}
$$

(OCP)

where $x$ is the state and $u$ is the control. We assume that the dynamics $f : \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \to \mathbb{R}^n$ and the Lagrange function $L : \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \to \mathbb{R}$ are of class $C^2$. In (OCP), the control is said to be permanent, in the sense that its value can be modified at any real time $t \in [0, T]$. A pair $(x, u)$ is said to be admissible for (OCP) if it satisfies all the constraints of (OCP). Finally we denote by $\mathcal{A}$ the set of all admissible pairs for (OCP).

The epigraph of the extended velocity set is defined by

$$
\mathcal{V}(x, t) := \{(f(x, u, t), L(x, u, t) + \gamma) \mid (u, \gamma) \in U \times \mathbb{R}_+\}
$$

for all $(x, t) \in \mathbb{R}^n \times [0, T]$. According to the Filippov theorem [17], if $\mathcal{A} \neq \emptyset$, under the compactness assumption

$$
\begin{cases}
    U \text{ is compact}, \\
    \exists R > 0, \ \forall (x, u) \in \mathcal{A}, \ \|x\|_C \leq R,
\end{cases}
$$

(H\textsuperscript{comp})

and under the convexity assumption

$$
\forall (x, t) \in \mathbb{R}^n \times [0, T], \ \mathcal{V}(x, t) \text{ is convex},
$$

(H\textsuperscript{conv})

then (OCP) has at least one solution (see [12, 33] and Appendix C).

The Hamiltonian $H : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R} \times [0, T] \to \mathbb{R}$ associated with (OCP) is defined by

$$
H(x, u, p, p^0, t) := (p, f(x, u, t))_n + p^0 L(x, u, t)
$$

for all $(x, u, p, p^0, t) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R} \times [0, T]$. Given $(x, u) \in \mathcal{A}$, a nontrivial pair $(p, p^0) \in AC \times \mathbb{R}_-$ is said to be a weak extremal lift of $(x, u)$ if the adjoint equation

$$
\dot{p}(t) = -\nabla_x f(x(t), u(t), t)^\top p(t) - p^0 \nabla_x L(x(t), u(t), t)
$$

(AE)

and the Hamiltonian gradient condition

$$
\nabla_u H(x(t), u(t), p(t), p^0, t) \in N_U[u(t)]
$$

(HG)

are satisfied for almost every $t \in [0, T]$, where $N_U[u(t)]$ is the normal cone to $U$ at $u(t)$. A nontrivial pair $(p, p^0) \in AC \times \mathbb{R}_-$ is said to be a strong extremal lift of $(x, u)$ if (AE) and the Hamiltonian maximization condition (stronger than (HG))

$$
u(t) \in \arg \max_{\omega \in U} H(x(t), \omega, p(t), p^0, t)
$$

(HM)

are satisfied for almost every $t \in [0, T]$.
Remark 1. Let \((p, p^0)\) be a (weak or strong) extremal lift of a pair \((x, u) \in \mathcal{A}\). Recall that \(p\) is usually called costate (or adjoint vector), and that
\[
\begin{align*}
\dot{x}(t) &= \nabla_p H(x(t), u(t), p(t), p^0, t), \\
\dot{p}(t) &= -\nabla_x H(x(t), u(t), p(t), p^0, t),
\end{align*}
\]
for almost every \(t \in [0, T]\). The pair \((p, p^0)\) is defined up to (constant in time) positive scaling. In the normal case \(p^0 \neq 0\), it is standard to normalize the pair \((p, p^0)\) so that \(p^0 = -1\). In the abnormal case \(p^0 = 0\), by homogeneity of (AE) and Cauchy uniqueness, we must have \(p(T) \neq 0\).

According to the Pontryagin maximum principle \([25]\), if \((x^*, u^*)\) is a solution to \((\text{OCP})\), then it has at least one strong extremal lift \((p, p^0)\).

Remark 2. Recall that a weak extremal lift does not necessarily coincide with a strong extremal lift (even if it corresponds to a solution to \((\text{OCP})\)). Let us be more precise. Of course, any strong extremal lift of an admissible pair is also a weak extremal lift. The converse is true if \(H\) is concave with respect to \(u\), but fails to be true in general. As a counterexample, take \(T = n = m = 1\), \(x_0 = x_T = 0\), \(U = [-1, 1]\), \(f(x, u, t) = u^3\) and \(L(x, u, t) = 0\) for all \((x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, 1]\). Then consider \(p^0 \in \{-1, 0\}\), \(x(t) = u(t) = 0\) and \(p(t) = 1\) for every \(t \in [0, 1]\). Then \((p, p^0)\) is a weak extremal lift of the admissible pair \((x, u)\) but is not a strong extremal lift. Note that the admissible pair \((x, u)\) is a solution to \((\text{OCP})\) and that the weak extremal lift can be either normal or abnormal. We refer to \([10]\) for a detailed discussion.

2.2 Optimal sampled-data control problems

Given any partition \(\mathcal{T} = \{t_i\}_{i=0}^{N} \in \mathcal{P}\), we consider the optimal sampled-data control problem
\[
\min_{\mathcal{A}_\mathcal{T}} \mathcal{C}(x, u) := \int_0^T L(x(s), u(s), s) \, ds
\]
subject to
\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t), t) \text{ a.e. } t \in [0, T], \\
x(0) &= x_0, \\
x(T) &= x_T.
\end{align*}
\]

(OCP\(\mathcal{T}\))

In contrast to \((\text{OCP})\), the control in \((\text{OCP}_\mathcal{T})\) is nonpermanent, in the sense that its value can be modified only at the sampling times \(t_i\). In what follows, we denote by \(\mathcal{A}_\mathcal{T}\) the set of all admissible pairs for \((\text{OCP}_\mathcal{T})\). Note that \(\mathcal{A}_\mathcal{T} \subset \mathcal{A}\).

Since \(\mathcal{P}_\mathcal{T}\) is a finite-dimensional subspace of \(L^\infty\), the following Filippov-type existence result does not require any convexity assumption, in contrast to the permanent control case (since we have not found this result in the literature, a proof is provided in Appendix D).

Proposition 1. If \(\mathcal{A}_\mathcal{T} \neq \emptyset\) for some \(\mathcal{T} \in \mathcal{P}\), under \((H^{\text{comp}})\), \((\text{OCP}_\mathcal{T})\) has at least one solution.

Given a pair \((x, u) \in \mathcal{A}_\mathcal{T}\), a nontrivial pair \((p, p^0) \in \mathcal{A}_\mathcal{T} \times \mathbb{R}_-\) is said to be a \(T\)-averaged weak extremal lift of \((x, u)\) if it satisfies the adjoint equation (AE) and the \(T\)-averaged Hamiltonian gradient condition
\[
\int_{t_i}^{t_{i+1}} \nabla_u H(x(s), u_i, p(s), p_s^0, s) \, ds \in \mathbb{N}_u[u_i]
\]
(AHG\(\mathcal{T}\))

for every \(i \in \{0, \ldots, N - 1\}\). Remark 1 applies as well to the concept of \(T\)-averaged weak extremal lift.

According to the Pontryagin maximum principle obtained recently in \([7, 8]\), if \((x_T^*, u_T^*)\) is a solution to \((\text{OCP}_\mathcal{T})\), then it has at least one \(T\)-averaged weak extremal lift \((p_T^*, p_T^{0*})\).
3 Main result and comments

The objective of this paper is to establish convergence of solutions to \((\text{OCP}_T)\) to solutions to \((\text{OCP})\) as \(\|T\| \to 0\).

Problem \((\text{OCP})\) (resp., Problem \((\text{OCP}_T)\) for some \(T \in \mathcal{P}\)) can be formulated as the problem of minimizing the functional \(C\) over \(A\) (resp., \(A_T\)). Of course, we have assumed that \(A \neq \emptyset\), i.e., that the target point \(x_T\) is reachable from the initial point \(x_0\) with a (permanent) \(L^\infty\)-control. A first fundamental question is to know whether, for \(\|T\|\) small enough, one has \(A_T \neq \emptyset\), i.e., whether \(x_T\) can be reached from \(x_0\) with a (sampled-data) \(P_{C_T}^\infty\)-control. This question happens to be more difficult than expected and has been chiefly investigated in our recent paper [10], which can be seen as a preliminary to the present one. Of course, if \(A_T \neq \emptyset\) for some \(T \in \mathcal{P}\), then \(A \neq \emptyset\), but the converse is not true in general, even for small values of \(\|T\|\), as illustrated in [10, Example 1.1]. The following instrumental reachability result comes from [10].

**Lemma 1.** If a pair \((x, u) \in A\) has no abnormal strong extremal lift, then there exists \(\delta > 0\) such that \(A_T \neq \emptyset\) for every \(T \in \mathcal{P}\) satisfying \(\|T\| \leq \delta\). Moreover, for any \(\rho > 0\), the threshold \(\delta > 0\) can be chosen small enough to guarantee that, for every \(T \in \mathcal{P}\) satisfying \(\|T\| \leq \delta\), the set \(A_T\) contains a pair \((x^*_T, u^*_T)\) such that \(\|u^*_T - u\|_1 \leq \rho\).

We introduce the convexity assumption

\[
\forall (x, t) \in \mathbb{R}^n \times [0, T], \; V_T(x, t) \text{ is convex,} \tag{H}_V^\text{conv}
\]

where the epigraph of the extended “gradient velocity set” is defined by

\[
V_T(x, t) := \{(f(x, u, t), F_T(x, u, t) + \gamma) \mid (u, \gamma) \in U \times \Gamma\}
\]

with

\[
F_T(x, u, t) := ((\nabla_x f, \nabla_u f)(x, u, t), \nabla_u f(x, u, t)u, L(x, u, t), (\nabla_x L, \nabla_u L)(x, u, t), (\nabla_u L(x, u, t), u)m),
\]

for all \((x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]\) and

\[
\Gamma := \{(0_{\mathbb{R}^n \times \mathbb{R}^m}) \times \{0_{\mathbb{R}^n}\} \times \mathbb{R}^1 \times \{(0_{\mathbb{R}^n}, 0_{\mathbb{R}^m})\} \times \mathbb{R}^1.
\]

Note that \((H)_V^\text{conv}\) implies \((H)_U^\text{conv}\).

**Theorem 1.** Assume that \(A \neq \emptyset\). Under \((H)^\text{comp}\) and \((H)^\text{conv}\), if the solution \((x^*, u^*)\) to \((\text{OCP})\) is unique and has no abnormal strong extremal lift, then there exists \(\delta > 0\) such that, for every \(T \in \mathcal{P}\) satisfying \(\|T\| \leq \delta\), \((\text{OCP}_T)\) has at least one solution. Moreover, all solutions \((x^*_T, u^*_T)\) to \((\text{OCP}_T)\) satisfy:

(i) \(x^*_T\) converges uniformly to \(x^*\) on \([0, T]\) as \(\|T\| \to 0\);

(ii) \(C(x^*_T, u^*_T)\) converges to \(C(x^*, u^*)\) as \(\|T\| \to 0\).

Under the additional assumption \((H)^\text{conv}\), if \((x^*, u^*)\) has a unique weak extremal lift \((p, p^0)\) that is normal, the threshold \(\delta > 0\) can be chosen small enough to guarantee that, for every \(T \in \mathcal{P}\) satisfying \(\|T\| \leq \delta\), any \(T\)-averaged weak extremal lift \((p_T, p_T^0)\) of \((x^*_T, u^*_T)\) is normal. Furthermore, normalizing the extremal lifts so that \(p^0 = \rho_T^m = -1\),

(iii) \(p_T\) converges uniformly to \(p\) on \([0, T]\) as \(\|T\| \to 0\).
Theorem 1 is proved in Appendix D. The proof of the second part is more involved than the one of the first part.

Remark 3. Theorem 1 applies to control-affine systems with quadratic cost:

\[ f(x, u, t) = A(x(t))u + B(x(t)), \]
\[ L(x, u, t) = \frac{1}{2} \langle R(t)u, u \rangle_m + \langle Q(x, t), u \rangle_m + S(x, t), \]

where \( A, B, Q, R \) and \( S \) are of class \( C^2 \) and \( R(t) \in \mathbb{R}^{m \times m} \) is a symmetric positive semidefinite matrix for every \( t \in [0, T] \), with \( U \) compact and \( A, B \) growing at most linearly at infinity. Indeed, then, \((H^{\text{comp}})\) and \((H^{\text{conv}})\) are satisfied.

Remark 4. The first part of Theorem 1 establishes, under \((H^{\text{comp}})\) and \((H^{\text{conv}})\), convergence of the optimal trajectories and costs; but not of the optimal controls. The convergence of costates, established under the additional assumption \((H^{\text{conv}})\), implies the uniform convergence of optimal controls under the additional assumption that, as a consequence of the Hamiltonian maximization condition \((HM)\) (or the weaker Hamiltonian gradient condition \((HG)\)), one can express the optimal permanent control \( u^* \) as a continuous function of \((x^*, p)\):

\[ u^*(t) = \mathcal{F}(x^*(t), p(t), t), \quad \text{a.e. } t \in [0, T], \]

and similarly that, for every \( T = \{t_i\}_{i=0}^{N} \in \mathcal{P} \), as a consequence of the \( T \)-averaged Hamiltonian gradient condition \((AHG_T)\), one can express the values \( u_{i+1}^* \) of the optimal sampled-data control \( u_T^* \) as continuous functions of the restrictions to the sampling intervals \([t_i, t_{i+1}]\) of \((x_T^*, p_T)\):

\[ u_{i+1}^* = \mathcal{F}_i(x_T^*[t_i, t_{i+1}], p_T[t_i, t_{i+1}]), \quad \forall i \in \{0, \ldots, N-1\}. \]

The above (1) and (2) are obviously true in the linear-quadratic case (see [9, Propositions 2 and 3] for details), and more generally for control-affine systems with quadratic cost (see Remark 3). For more general nonlinear problems, (1) and (2) are true under appropriate Legendre-Clebsch assumptions (see [5, 11, 34]).

Remark 5. The convergence of costates obtained in the second part of Theorem 1 is important not only to infer the convergence of the optimal controls but also, from the numerical point of view, to initialize successfully shooting methods (see [34]).

Remark 6. Assumption \((H^{\text{conv}})\) is usually used to derive Filippov-type existence results for optimal controls (see [12, 22]), by ensuring the uniform convergence of states (satisfying nonlinear differential equations) associated with a minimizing sequence. The stronger assumption \((H^{\text{conv}})\) is not usual: it assumes the convexity, not only of the epigraphs \( \mathcal{V}(x, t) \) of the extended velocity sets, but also of the extended ones \( \mathcal{V}_C(x, t) \) including gradients of \( f \) and \( L \). This assumption is required in Theorem 1 to establish the uniform convergence of costates (and, as a result, of controls). Our proof is based on the convergence of variation vectors (well known in the proof of Pontryagin maximum principle) which satisfy linearized differential equations involving those gradients. This is where the convexity of the sets \( \mathcal{V}_C(x, t) \) is needed, in order to follow and develop the classical Filippov approach.

Remark 7. Theorem 1 can be straightforwardly extended to the case of general terminal constraints \( g(x(0), x(T)) \in M \) and of free final time. The issue of adding running state constraints is let open.

Remark 8. The absence of abnormal strong extremal lift considered in Theorem 1 is, in some sense, a generic property. For control-affine systems with quadratic cost (see Remark 3), the set of endpoints of abnormal minimizers is of empty interior or even of zero measure under appropriate assumptions (see [27, 28]), and is empty if \( m \geq 3 \) for Whitney generic systems (see [14, 15]).
Remark 9. The convexity of the set $U$ is required in the proof of Theorem 1 to apply the reachability Lemma 1 (see [10, Theorem 1.1 and Remarks 3.5 and 3.6 for a discussion on that point]) and its compactness is required to apply a technical Filippov-type lemma (Lemma 6). The proof of the second part of Theorem 1 involves continuous second-order gradients of $f$ and $L$. Nevertheless the $C^2$-regularity of $f$ and $L$ can be slightly relaxed with respect to the variables $u$ and $t$.

Remark 10. In order to obtain easy-to-read statements, we have assumed in Theorem 1 that $(x^*, u^*)$ is the unique solution to (OCP) (and, in the second part, that it has a unique weak extremal lift). Actually Theorem 1 remains valid without any uniqueness assumption but then the statements must be written in terms of closure points, as in [18, 29].

A Technical preliminaries

A.1 Convergence in linear differential equations

Proposition 2. Let $z_k \in AC$ be the unique solution to the (forward) linear Cauchy problem
\[
\begin{align*}
\dot{z}_k(t) &= A_k(t)z_k(t) + B_k(t)v_k(t) + C_k(t) \quad a.e. \ t \in [0, T], \\
z_k(0) &= \Psi_k,
\end{align*}
\]
where $A_k \in L^\infty([0, T], \mathbb{R}^{n \times n})$, $B_k \in L^\infty([0, T], \mathbb{R}^{n \times m})$, $v_k \in L^\infty([0, T], \mathbb{R}^m)$, $C_k \in L^\infty([0, T], \mathbb{R})$ and $\Psi_k \in \mathbb{R}^n$, for all $k \in \mathbb{N}$. If:

- $A_k$ converges weakly-star in $L^\infty([0, T], \mathbb{R}^{n \times n})$ to $A$,
- $B_k$ converges weakly-star in $L^\infty([0, T], \mathbb{R}^{n \times m})$ to $B$,
- $C_k$ converges weakly-star in $L^\infty([0, T], \mathbb{R})$ to $C$,
- $v_k$ converges in $L^1([0, T], \mathbb{R}^m)$ to $v \in L^\infty([0, T], \mathbb{R}^m)$,
- $\Psi_k$ converges in $\mathbb{R}^n$ to $\Psi$,

as $k \to +\infty$, then $z_k$ converges uniformly on $[0, T]$ to $z \in AC$ that is the unique solution to the linear Cauchy problem
\[
\begin{align*}
\dot{z}(t) &= A(t)z(t) + B(t)v(t) + C(t) \quad a.e. \ t \in [0, T], \\
z(0) &= \Psi.
\end{align*}
\]

Proof. The weak-star convergences imply that there exist $M_A \geq 0$ and $M_B \geq 0$ such that $\|A_k\|_{L^\infty([0, T], \mathbb{R}^{n \times n})} \leq M_A$ and $\|B_k\|_{L^\infty([0, T], \mathbb{R}^{n \times m})} \leq M_B$ for every $k \in \mathbb{N}$. It follows from the Duhamel formula that
\[
\|z_k(t) - z(t)\|_{\mathbb{R}^n} \leq \|\Psi_k - \Psi\|_{\mathbb{R}^n} + \|g_k\|_C + M_B\|v_k - v\|_{L^1} + M_A \int_0^t \|z_k(s) - z(s)\|_{\mathbb{R}^n} \, ds,
\]
where
\[
g_k(t) := \int_0^t (A_k(s) - A(s))z(s) + (B_k(s) - B(s))v(s) + (C_k(s) - C(s)) \, ds,
\]
for all $t \in [0, T]$ and $k \in \mathbb{N}$. By the Gronwall lemma, we get
\[
\|z_k - z\|_C \leq (\|\Psi_k - \Psi\|_{\mathbb{R}^n} + \|g_k\|_C + M_B\|v_k - v\|_{L^1})e^{M_A T},
\]
for every $k \in \mathbb{N}$. The weak-star convergences imply that the sequence $(g_k)_{k \in \mathbb{N}}$ converges pointwisely on $[0, T]$ to the null function, and thus uniformly by equi-Lipschitz continuity (as in [9, Lemma 3]). The proof is complete. \qed

Proposition 2 is obviously adapted to backward linear Cauchy problems.
A.2 Approximation by piecewise constant functions

For all \( T = \{ t_i \}_{i=0,\ldots,N} \in \mathcal{P} \) and \( u \in L^1 \), we denote by \( u^T \in PC_T \) the averaged piecewise constant function defined by

\[
u^T_i := \frac{1}{t_{i+1} - t_i} \int_{t_i}^{t_{i+1}} u(s) \, ds \tag{3}
\]

for every \( i \in \{0,\ldots,N-1\} \). The next two lemmas are taken from [10, Appendix B].

**Lemma 2.** For every \( u \in L^1 \), \( \lim_{\|T\| \to 0} \| u^T - u \|_{L^1} = 0 \).

**Lemma 3.** If \( u \in L^1_0 \) then \( u^T \in PC^T_0 \) for every \( T \in \mathcal{P} \).

B Input-output maps and cost function

Given any \( u \in L^1 \), we define the forward Cauchy problem

\[
\begin{cases}
\dot{x}(t) = f(x(t), u(t), t) \text{ a.e. } t \in [0, T], \\
x(0) = x_0.
\end{cases}
\]

**Definition 1.** A solution to \((CP_u)\) for some \( u \in L^1 \) is a function \( x \in AC \) satisfying \( x(0) = x_0 \) and \( \dot{x}(t) = f(x(t), u(t), t) \) for almost every \( t \in [0, T] \). We define:

- \( \mathcal{U} \) as the set of controls \( u \in L^1 \) such that \((CP_u)\) admits a unique solution denoted by \( x(\cdot, u) \).
- \( \mathcal{U}_{adm} := \{ u \in \mathcal{U} \mid (x(\cdot, u), u) \in A \} \).

**Definition 2.** The maps

\[
E : \mathcal{U} \to C \\
\quad \quad \quad \quad \quad \quad \quad \quad u \to E(u) := x(\cdot, u)
\]

and

\[
E_T : \mathcal{U} \to \mathbb{R}^n \\
\quad \quad \quad \quad \quad \quad \quad \quad u \to E_T(u) := x(T, u)
\]

are respectively called the input-output map and the final input-output map. The map

\[
K : \mathcal{D}(K) \to \mathbb{R} \\
\quad \quad \quad \quad \quad \quad \quad \quad u \to K(u) := \int_0^T L(x(s, u), u(s), s) \, ds
\]

is called the cost function, where \( \mathcal{D}(K) := \{ u \in \mathcal{U} \mid L(x(\cdot, u), u, \cdot) \in L^1([0, T], \mathbb{R}) \} \).

**Remark 11.**

(i) \( \mathcal{A} \neq \emptyset \) if and only if \( \mathcal{U}_{adm} \neq \emptyset \);

(ii) \( \mathcal{U}_{adm} \subset (\mathcal{U} \cap L^\infty) \subset (\mathcal{U} \cap L^{\infty}) \subset \mathcal{D}(K) \).

B.1 Regularity in \( L^\infty \)-norm

The following result follows from the Cauchy-Lipschitz (or Picard-Lindelöf) theory for Carathéodory dynamics, in particular from the Gronwall lemma.

**Proposition 3.**

(i) \( \mathcal{U} \cap L^\infty \) is an open subset of \( L^\infty \).
(ii) The restriction $E^\infty$ of $E$ to $\mathcal{U} \cap L^\infty$ is of class $C^1$ in $L^\infty$-norm, and

$$DE^\infty(u)(v) = w(\cdot, u, v),$$

for all $u \in \mathcal{U} \cap L^\infty$ and $v \in L^\infty$, where $w(\cdot, u, v) \in AC$ is the unique solution to the linear Cauchy problem

$$\begin{cases}
  \dot{w}(t) = \nabla_x f(x(t, u), u(t), t)w(t) \\
  + \nabla_u f(x(t, u), u(t), t)v(t) \quad \text{a.e. } t \in [0, T],
\end{cases}$$

$$w(0) = 0_{\mathbb{R}^n}.$$

(iii) The restriction $E^\infty_T$ of $E_T$ to $\mathcal{U} \cap L^\infty$ is of class $C^1$ in $L^\infty$-norm, and

$$DE^\infty_T(u)(v) = w(T, u, v) = \int_0^T \Phi_u(T, s)\nabla_x f(x(s, u), u(s), s)v(s) \, ds$$

for all $u \in \mathcal{U} \cap L^\infty$ and $v \in L^\infty$, where $\Phi_u(\cdot, \cdot)$ is the state-transition matrix of $\nabla_x f(x(\cdot, u), u, \cdot) \in L^\infty([0, T], \mathbb{R}^{n \times n})$.

(iv) The restriction $K^\infty$ of $K$ to $\mathcal{U} \cap L^\infty$ is of class $C^1$ in $L^\infty$-norm, and

$$DK^\infty(u)(v) = w^0(T, u, v) = \int_0^T \langle \nabla_x L(x(s, u), u(s), s), w(s, u, v) \rangle_n + \langle \nabla_u L(x(s, u), u(s), s), v(s) \rangle_m \, ds$$

for all $u \in \mathcal{U} \cap L^\infty$ and $v \in L^\infty$, where $w^0(\cdot, u, v) \in AC([0, T], \mathbb{R})$ is the unique solution to the (trivial) Cauchy problem

$$\begin{cases}
  \dot{w}^0(t) = \langle \nabla_x L(x(t, u), u(t), t), w(t, u, v) \rangle_n + \langle \nabla_u L(x(t, u), u(t), t), v(t) \rangle_m \\
  w^0(0) = 0.
\end{cases}$$

The vectors $w$ and $w^0$ are usually called variation vectors. Proposition 3 is well known in optimal control theory, but is not sufficient to prove Proposition 1 and Theorem 1 in Appendix D: we will need continuity results in $L^1$-norm (and not in $L^\infty$-norm), which require truncation techniques introduced next.

### B.2 Truncation and continuity in $L^1$-norm

For every $R > 0$, let $\xi^R : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ be a function of class $C^2$ such that

$$\xi^R(x, u) = \begin{cases} 
  1 & \text{if } (x, u) \in \overline{B}_{\mathbb{R}^n}(0_{\mathbb{R}^n}, 2R) \times \overline{B}_{\mathbb{R}^m}(0_{\mathbb{R}^m}, 2R), \\
  0 & \text{if } (x, u) \not\in \overline{B}_{\mathbb{R}^n}(0_{\mathbb{R}^n}, 3R) \times \overline{B}_{\mathbb{R}^m}(0_{\mathbb{R}^m}, 3R).
\end{cases}$$

We define the truncated dynamics $f^R : \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \to \mathbb{R}^n$ by $f^R(x, u, t) := \xi^R(x, u)f(x, u, t)$ for all $(x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]$. Accordingly, we denote with an upper $R$ all objects considered previously, now for the truncated dynamics $f^R$: the Cauchy problem (CP$^R$), the set $\mathcal{U}^R$, the state $x^R(\cdot, u)$ for any $u \in \mathcal{U}^R$, the input-output maps $E^R$ and $E^R_T$, the cost function $K^R$ associated with the truncated Lagrange function $L^R$ defined similarly to $f^R$, etc. The next result follows from the Cauchy-Lipschitz (or Picard-Lindelöf) theory for Carathéodory dynamics, in particular from the Gronwall lemma.
Proposition 4. Given any $R > 0$:

(i) $\mathcal{D}(K^R) = \mathcal{U}^R = L^1$;

(ii) $E^R$, $E^R_T$ and $K^R$ are continuous in $L^1$-norm.

Remark 12. (i) Let $u \in \mathcal{U} \cap L^\infty$ and $R > 0$ be such that $\|x(\cdot, u)\|_{C} \leq R$ and $\|u\|_{L^\infty} \leq R$. Then $x^R(\cdot, u) = x(\cdot, u)$.

(ii) Conversely, let $u \in L^\infty$ and assume that there exists $R > 0$ such that $\|x^R(\cdot, u)\|_{C} \leq R$ and $\|u\|_{L^\infty} \leq R$. Then $u \in \mathcal{U}$ and $x(\cdot, u) = x^R(\cdot, u)$.

B.3 Characterizations of extremal lifts

Lemma 4. Let $(x, u) \in \mathcal{A}$ and $(p, p^0) \in \mathcal{AC} \times \mathbb{R}_-$ be a nontrivial pair satisfying the adjoint equation (AE). Then $(p, p^0)$ is a weak extremal lift of $(x, u)$ if and only if

$$\langle p(T), w(T, u, v - u) \rangle_n + p^0 w^0(T, u, v - u) \leq 0$$

for every $v \in L^\infty_U$, where $w$, $w^0$ are defined in Proposition 3.

Proof. Given any $v \in L^\infty_U$, we denote by $z_v \in \mathcal{AC}([0, T], \mathbb{R})$ the function defined by $z_v(t) := \langle p(t), w(t, u, v - u) \rangle_n + p^0 w^0(t, u, v - u)$ for every $t \in [0, T]$, which satisfies $z_v(0) = 0$. Inequality (4) can be rewritten as $z_v(T) \leq 0$ and

$$\dot{z}_v(t) = \langle \nabla_u H(x(t), u(t), p(t), p^0, t), v(t) - u(t) \rangle_m$$

for almost every $t \in [0, T]$ and for every $v \in L^\infty_U$. Assume that $(p, p^0)$ is a weak extremal lift of $(x, u)$. Let $v \in L^\infty_U$. From the Hamiltonian gradient condition (HG) we get that $\dot{z}_v(t) \leq 0$ for almost every $t \in [0, T]$ and thus $z_v(T) \leq 0$, which gives the first part of the proof. Conversely, we infer from (4) that

$$\int_0^T \langle \nabla_u H(x(s), u(s), p(s), p^0, s), v(s) - u(s) \rangle_m ds = \int_0^T \dot{z}_v(s) ds = z_v(T) - z_v(0) = z_v(T) \leq 0$$

for every $v \in L^\infty_U$. Then, for any $\omega \in \mathcal{U}$ and any $\tau \in [0, T]$ that is a Lebesgue point of $\nabla_u H(x, u, p, p^0, \cdot) \in L^\infty$ and of $\langle \nabla_u H(x, u, p, p^0, \cdot), u \rangle_m \in L^\infty([0, T], \mathbb{R})$, we take $v \in L^\infty_U$ as the needle-like perturbation of $u$ given by

$$v(t) := \begin{cases} \omega & \text{if } t \in [\tau, \tau + \varepsilon), \\ u(t) & \text{if } t \notin [\tau, \tau + \varepsilon), \end{cases}$$

for almost every $t \in [0, T]$ and all $0 < \varepsilon \leq T - \tau$. Then

$$\frac{1}{\varepsilon} \int_{\tau}^{\tau + \varepsilon} \langle \nabla_u H(x(s), u(s), p(s), p^0, s), \omega - u(s) \rangle_m ds \leq 0$$

when $0 < \varepsilon \leq T - \tau$. Taking the limit $\varepsilon \to 0^+$ gives (HG).

Lemma 5. Let $T \in \mathcal{P}$, $(x, u) \in \mathcal{A}_T$ and $(p, p^0) \in \mathcal{AC} \times \mathbb{R}_-$ be a nontrivial pair satisfying the adjoint equation (AE). Then $(p, p^0)$ is a $T$-averaged weak extremal lift of $(x, u)$ if and only if

$$\langle p(T), w(T, u, v - u) \rangle_n + p^0 w^0(T, u, v - u) \leq 0,$$

for every $v \in \mathcal{PC}_T^U$, where $w$, $w^0$ are defined in Proposition 3.
Proof. We denote by \( T = \{ t_i \}_{i=0,\ldots,N} \) and, for every \( v \in PC^T_U \), we use the notation \( z_v \in AC([0,T],R) \) introduced in Lemma 4. Assume that \((p,p^0)\) is a \( T \)-averaged weak extremal lift of \((x,u)\). Let \( v \in PC^T_U \). We infer from \((AHG_T)\) that \( z_v(t_{i+1}) - z_v(t_i) \leq 0 \) for every \( i \in \{0, \ldots, N-1\} \). With a telescoping sum we deduce that \( z_v(T) \leq 0 \), which gives the first part of the proof. Conversely, we infer from \((5)\) that

\[
\int_0^T (\nabla_u H(x(s), u(s), p(s), p^0, s), v(s) - u(s))_{\mu} ds = \int_0^T \dot{z}_v(s) ds = z_v(T) - z_v(0) = z_v(T) \leq 0
\]

for every \( v \in PC^T_U \). Then, for any \( \omega \in U \) and any \( i \in \{0, \ldots, N-1\} \), we take \( v \in PC^T_U \) given by

\[
v(t) := \begin{cases} \omega & \text{if } t \in [t_i,t_{i+1}), \\ u(t) & \text{if } t \notin [t_i,t_{i+1}), \end{cases}
\]

for almost every \( t \in [0,T] \). We thus obtain \((AHG_T)\). \( \square \)

C Proofs of Filippov-type results

This section is dedicated to the statement of a Filippov-type lemma (Lemma 6 below), a technical argument that will be used several times. For the reader’s convenience, we recall the proof of the well known Filippov theorem mentioned in Section 2.1.

C.1 A technical Filippov-type lemma

Let \( d \in \mathbb{N}^* \) and let \( F : \mathbb{R}^n \times \mathbb{R}^m \times [0,T] \rightarrow \mathbb{R}^d \) be a continuous function, differentiable with respect to its first variable and such that \( \nabla_x F \) is continuous. Let \( \Lambda \) be a closed subset of \( \mathbb{R}^d \) containing \( 0_{\mathbb{R}^d} \). We introduce the convexity assumption

\[
\forall (x,t) \in \mathbb{R}^n \times [0,T], \ \mathcal{V}_F(x,t) \text{ is convex,} \quad (H^\text{conv}_F)
\]

where

\[
\mathcal{V}_F(x,t) := \{(f(x,u,t), F(x,u,t) + \lambda) \mid (u,\lambda) \in U \times \Lambda\}
\]

for all \( (x,t) \in \mathbb{R}^n \times [0,T] \).

Lemma 6. Assume that \( \mathcal{A} \neq \emptyset \). Under \((H^\text{comp})\) and \((H^\text{conv}_F)\), every sequence \((u_k)_{k \in \mathbb{N}}\) in \( \mathcal{U}_{\text{adm}} \) has a subsequence (that we do not relabel) such that:

(i) \( x(\cdot,u_k) \) converges uniformly on \([0,T]\) to \( x(\cdot,\overline{u}) \);

(ii) \( f(x(\cdot,u_k),u_k,\cdot) \) converges weakly-star in \( L^\infty([0,T],\mathbb{R}^n) \) to \( f(x(\cdot,\overline{u}),\overline{u},\cdot) \);

(iii) \( F(x(\cdot,u_k),u_k,\cdot) \) converges weakly-star in \( L^\infty([0,T],\mathbb{R}^d) \) to \( F(x(\cdot,\overline{u}),\overline{u},\cdot) + \overline{\lambda} \);

for some \( \overline{u} \in \mathcal{U}_{\text{adm}} \) and some \( \overline{\lambda} \in L^\infty([0,T],\Lambda) \).

Proof. Consider a sequence \((u_k)_{k \in \mathbb{N}}\) in \( \mathcal{U}_{\text{adm}} \). By \((H^\text{comp})\), there exists \( R > 0 \) such that \( \|x(\cdot,u_k)\|_C \leq R \) and \( \|u_k\|_{L^\infty} \leq R \) for every \( k \in \mathbb{N} \). The sequence \((f(x(\cdot,u_k),u_k,\cdot), F(x(\cdot,u_k),u_k,\cdot))_{k \in \mathbb{N}}\) is bounded in \( L^\infty([0,T],\mathbb{R}^{n+d}) \) and thus (up to a subsequence that we do not relabel) converges weakly-star in \( L^\infty([0,T],\mathbb{R}^{n+d}) \) to some \((g_1,g_2) \in L^\infty([0,T],\mathbb{R}^{n+d})\). It follows from the Duhamel
formula that the sequence \((x(\cdot, u_k))_{k \in \mathbb{N}}\) converges pointwisely on \([0, T]\) to the function \(\tilde{x} \in AC\) defined by \(\tilde{x}(t) := x_0 + \int_0^t g_1(s) \, ds\) for every \(t \in [0, T]\), and thus uniformly by equi-Lipschitz continuity (as in [9, Lemma 3]). In particular \(\tilde{x}(T) = x_T\) and \(||\tilde{x}||_{AC} \leq R\). We now define
\[
\mathcal{H} := \{ h \in L^2([0, T], \mathbb{R}^{n+d}) \mid h(t) \in \mathcal{V}_F(\tilde{x}(t), t) \text{ for a.e. } t \in [0, T]\}.
\]
Since \(U\) is compact and \(\Lambda\) is closed, \(\mathcal{V}_F(x, t)\) is a closed (convex) subset of \(\mathbb{R}^{n+d}\) for all \((x, t) \in \mathbb{R}^n \times [0, T]\). It follows from the partial converse of the Lebesgue dominated convergence theorem that \(\mathcal{H}\) is a closed convex (and thus weakly closed) subset of \(L^2([0, T], \mathbb{R}^{n+d})\). Since \(0_{\mathbb{R}^d} \in \Lambda\), the sequence \((f(\tilde{x}, u_k, \cdot), F(\tilde{x}, u_k, \cdot))_{k \in \mathbb{N}}\) belongs to \(\mathcal{H}\) and is bounded in \(L^2([0, T], \mathbb{R}^{n+d})\). Thus (up to a subsequence that we do not relabel) it converges weakly in \(L^2([0, T], \mathbb{R}^{n+d})\) to some function \((\overline{g}_1, \overline{g}_2) \in L^2([0, T], \mathbb{R}^{n+d})\) which belongs to \(\mathcal{H}\). Since \(\nabla_x f\) and \(\nabla_x F\) are bounded on the compact set \(\overline{B}_{\mathbb{R}^n}(0_{\mathbb{R}^n}, R) \times \overline{B}_{\mathbb{R}^m}(0_{\mathbb{R}^m}, R) \times [0, T]\), there exists \(M \geq 0\) such that
\[
||f(x(t, u_k), u_k(t), t), F(x(t, u_k), u_k(t), t)) - (f(\tilde{x}(t), u_k(t), t), F(\tilde{x}(t), u_k(t), t))||_{\mathbb{R}^{n+d}} \leq M||x(t, u_k) - \tilde{x}(t)||_{\mathbb{R}^n}
\]
for almost every \(t \in [0, T]\) and all \(k \in \mathbb{N}\). Using the above inequality and the Lebesgue dominated convergence theorem, the sequence
\[
\left((f(x(\cdot, u_k), u_k, \cdot), F(x(\cdot, u_k), u_k, \cdot)) - (f(\tilde{x}, u_k, \cdot), F(\tilde{x}, u_k, \cdot))\right)_{k \in \mathbb{N}}
\]
converges in \(L^2([0, T], \mathbb{R}^{n+d})\) to the null function. Since it also weakly converges in \(L^2([0, T], \mathbb{R}^{n+d})\) to \((g_1, g_2) - (\overline{g}_1, \overline{g}_2)\), we conclude that \((g_1, g_2) = (\overline{g}_1, \overline{g}_2) \in \mathcal{H}\). By the measurable selection theorem [19, Theorem 7.1], since \(U\) and \(\Lambda\) are closed, there exist two measurable functions \(\overline{x} : [0, T] \to U\) and \(\overline{\lambda} : [0, T] \to \Lambda\) such that
\[
(g_1(t), g_2(t)) = (f(\tilde{x}(t), \overline{x}(t), t), F(\tilde{x}(t), \overline{x}(t), t) + \overline{\lambda}(t))
\]
for almost every \(t \in [0, T]\). Since \(U\) is bounded, we get that \(\overline{x} \in L^\infty([0, T], \mathbb{R}^n)\) and we infer from the Duhamel formula that \(\overline{x} = x(\cdot, \overline{x})\) and thus \(\overline{x} \in \mathcal{U}_{adm}\). Moreover \(\overline{\lambda} = g_2 - F(\overline{x}, \overline{x}, \cdot) \in L^\infty([0, T], \mathbb{R}^n)\). The proof is complete.

C.2 Proof of the Filippov theorem mentioned in Section 2.1

Since \(\mathcal{A} \neq \emptyset\), we have \(\mathcal{U}_{adm} \neq \emptyset\) (see Remark 11). The infimum value of Problem \((OCP)\) is
\[
\inf_{u \in \mathcal{U}_{adm}} K(u).
\]
Consider a minimizing sequence \((u_k)_{k \in \mathbb{N}} \subset \mathcal{U}_{adm}\). By Lemma 6 applied with \(d = 1\), \(F = L\) and \(\Lambda = \mathbb{R}_+\), \((u_k)_{k \in \mathbb{N}}\) has a subsequence (that we do not relabel) such that \(L(x(\cdot, u_k), u_k, \cdot)\) converges weakly-star in \(L^\infty([0, T], \mathbb{R})\) to \(L(x(\cdot, \overline{x}), \overline{x}, \cdot) + \overline{\lambda}\), where \(\overline{x} \in \mathcal{U}_{adm}\) and \(\overline{\lambda} \in L^\infty([0, T], \mathbb{R}_+)\). Hence
\[
\inf_{u \in \mathcal{U}_{adm}} K(u) = \lim_{k \to \infty} K(u_k) = \int_0^T (L(x(s, \overline{x}), \overline{x}(s), s) + \overline{\lambda}(s)) \, ds \geq K(\overline{x}),
\]
which concludes the proof.

D Proofs of Proposition 1 and Theorem 1

We use the notations and results of Appendices A, B and C. We set \(\mathcal{U}^T := \mathcal{U} \cap PC^T\) and \(\mathcal{U}_{adm}^T := \mathcal{U}_{adm} \cap PC^T\) for every \(T \in \mathcal{P}\). As to Remark 11, given any \(T \in \mathcal{P}\), we have \(\mathcal{A}_T \neq \emptyset\) if and only if \(\mathcal{U}_{adm}^T \neq \emptyset\).
D.1 Proof of Proposition 1

Since \( \mathcal{A}_T \neq \emptyset \) for some \( T \in \mathcal{P} \), we have \( U_{ADM}^T \neq \emptyset \). The infimum value of Problem \((\text{OCP}_T)\) is \( \inf_{u \in U_{ADM}^T} K(u) \). Consider a minimizing sequence \( (u_k)_{k \in \mathbb{N}} \subset U_{ADM}^T \). By \((H^\text{comp})\), there exists \( R > 0 \) such that \( \|x(\cdot, u_k)\|_C \leq R \) and \( \|u_k\|_{L^\infty} \leq R \) for every \( k \in \mathbb{N} \). By Remark 12, \( x(\cdot, u_k) = x_R(\cdot, u_k) = E_R(u_k) \) for every \( k \in \mathbb{N} \). Since \( U \) is compact and \( PC^T \) is a finite-dimensional space, there exists a subsequence (that we do not relabel) such that \( (u_k)_{k \in \mathbb{N}} \) converges in \( L^\infty \) (and thus in \( L^1 \)) to some \( \overline{u} \in PC^T \), which moreover satisfies \( \|\overline{u}\|_{L^\infty} \leq R \). By continuity of \( E_R \) in \( L^1 \)-norm (see Proposition 4), we get that \( \|x_R(\cdot, \overline{u})\|_C \leq R \). Using again Remark 12, we get that \( \overline{u} \in U \) and \( x(\cdot, \overline{u}) = x_R(\cdot, \overline{u}) \).

Similarly, by continuity of \( E_R \) in \( L^1 \)-norm and since \( x_T = x(T, u_k) = x_R(T, u_k) \) for every \( k \in \mathbb{N} \), we infer that \( x_T = E_R(\overline{u}) = x_R(T, \overline{u}) = x(T, \overline{u}) \). At this step we have proved that \( \overline{u} \in U_{ADM}^T \). To conclude, we recall that \( \lim_{k \to \infty} K(u_k) = \inf_{u \in U_{ADM}^T} K(u) \) and we use the facts that \( K(\overline{u}) = K_R(\overline{u}) \) and \( K(u_k) = K_R(u_k) \) for every \( k \in \mathbb{N} \) and the continuity of \( K_R \) in \( L^1 \)-norm. Precisely, we write \( \inf_{u \in U_{ADM}^T} K(u) = \lim_{k \to \infty} K(u_k) = \lim_{k \to \infty} K_R(u_k) = K_R(\overline{u}) = K(\overline{u}) \). The proof is complete.

Remark 13. By the above proof, one can note that, actually, Proposition 1 remains valid if the assumption \((H^\text{comp})\) is weakened to:

\[ \exists R > 0, \forall (x, u) \in \mathcal{A}_T, \|x\|_C + \|u\|_{L^\infty} \leq R. \]

D.2 Proof of the first part of Theorem 1

By Lemma 1, there exists \( \delta > 0 \) such that \( \mathcal{A}_T \neq \emptyset \) for every \( T \in \mathcal{P} \) satisfying \( \|T\| \leq \delta \). By \((H^\text{comp})\) and Proposition 1, Problem \((\text{OCP}_T)\) has at least one solution for every \( T \in \mathcal{P} \) satisfying \( \|T\| \leq \delta \).

By a standard argument of unique closure point, it suffices to prove that (i) and (ii) are satisfied for at least one subsequence of any sequence \( (T_k)_{k \in \mathbb{N}} \) in \( \mathcal{P} \) satisfying \( \|T_k\| \leq \delta \) for every \( k \in \mathbb{N} \) and \( \lim_{k \to \infty} \|T_k\| = 0 \). Let \( (T_k)_{k \in \mathbb{N}} \) be a sequence. In what follows, for the ease of notations, we denote \( u^*_k := u_{T_k}^* \) and \( x^*_k := x_{T_k}^* = x(\cdot, u^*_k) \) for every \( k \in \mathbb{N} \). By Lemma 6 applied with \( d = 1, F = L \) and \( \Lambda = \mathbb{R}_+ \), we get that \( (u^*_k)_{k \in \mathbb{N}} \) has a subsequence (that we do not relabel) such that \( x^*_k \) converges uniformly to \( x(\cdot, \overline{u}) \) on \([0, T]\), \( f(x^*_k, u^*_k, \cdot) \) converges weakly-star in \( L^\infty([0, T], \mathbb{R}_+) \) to \( f(x(\cdot, \overline{u}), \overline{u}, \cdot) \) and \( L(x^*_k, u^*_k, \cdot) \) converges weakly-star in \( L^\infty([0, T], \mathbb{R}_+) \) to \( L(x(\cdot, \overline{u}), \overline{u}, \cdot) \), \( \overline{u} \in U_{ADM}^T \) and \( \overline{u} \in L^\infty([0, T], \mathbb{R}_+) \).

It suffices to prove that \( \overline{u} = u^* \) and that \( \overline{u} \) is the null function. Let us prove that \( \overline{u} = u^* \) to (OCP). First, by \((H^\text{comp})\), there exists \( R > 0 \) such that \( \|x(\cdot, u)\|_C \leq R \) and \( \|u\|_{L^\infty} \leq R \) for every \( u \in U_{ADM}^T \). Consider a sequence \( (\rho_k)_{k \in \mathbb{N}} \) of positive real numbers converging to zero, and consider the corresponding sequence \( (\delta_k)_{k \in \mathbb{N}} \) of positive real numbers provided in Lemma 1 associated with \( (x^*, u^*) \in A \) which does not have any abnormal strong extremal lift. Since \( \lim_{k \to \infty} \|T_k\| = 0 \), up to a subsequence (that we do not relabel), we have \( \|T_k\| \leq \delta_k \) for every \( k \in \mathbb{N} \). By Lemma 1, there exists \( v_k \in U_{ADM}^T \) such that \( \|v_k - u^*\|_C \leq \rho_k \) for every \( k \in \mathbb{N} \). By optimality of \( u^* \) and \( u^*_k \), we have \( K(u^*) \leq K(u^*_k) \leq K(v_k) \leq K_R(v_k) \) for every \( k \in \mathbb{N} \). The latter equality follows from \( \|x(\cdot, v_k)\|_C \leq R \) and \( \|v_k\|_{L^\infty} \leq R \) since \( v_k \in U_{ADM}^T \subset U_{adm} \) for every \( k \in \mathbb{N} \). By continuity of \( K_R \) in \( L^1 \)-norm (see Proposition 4), we get by taking the limit that \( K(u^*) \leq \int_0^T L(x(s, \overline{u}), \overline{u}, \cdot) + \overline{u} ds \leq K_R(u^*) = K(u^*) \). The latter equality follows from \( \|x(\cdot, u^*)\|_C \leq R \) and \( \|u^*\|_{L^\infty} \leq R \) since \( u^* \in U_{adm} \). We finally get that \( K(\overline{u}) = \int_0^T L(x(s, \overline{u}), \overline{u}, s) ds \leq \int_0^T (L(x(s, \overline{u}), \overline{u}, \cdot) + \overline{u} s) ds \leq K(u^*) \). By optimality of \( u^* \in U_{adm} \) and since \( \overline{u} \in U_{adm} \), we infer that \( \overline{u} \) is a solution to (OCP) and thus \( \overline{u} = u^* \) by uniqueness. Moreover we have also proved that \( \overline{u} \) is the null function.
D.3 Proof of the second part of Theorem 1

By the Pontryagin maximum principle obtained in [7, 8], the solution \((x^*_T, u^*_T)\) to \((OCP_γ)\) has a T-averaged weak extremal lift \((p_T, p^0_T)\) for every \(T \in \mathcal{P}\) satisfying \(|T| \leq \delta\). The proof is divided in three steps.

**First step** Let us prove that there exists \(0 < \delta' \leq \delta\) such that \(p^0_T \neq 0\) for every \(T \in \mathcal{P}\) satisfying \(|T| \leq \delta'\). By contradiction, assume that there exists a sequence \((T_k)_{k \in \mathbb{N}}\) in \(\mathcal{P}\) satisfying \(|T_k| \leq \delta\) for every \(k \in \mathbb{N}\) and \(\lim_{k \to \infty} |T_k| = 0\), such that \(p^0_{T_k} = 0\) for every \(k \in \mathbb{N}\). To get a contradiction we will prove that \((x^*, u^*)\) has an abnormal weak extremal lift.

In what follows, for the ease of notations, we denote \(u^*_k := w^*_T, x^*_k := x^*_{T_k} = x(\cdot, u^*_k), p_k := pr_k\) and \(p^0_k := p^0_{T_k}\) for every \(k \in \mathbb{N}\). By Lemma 6 applied with \(d = (n \times n) + (n \times m) + n + 1 + n + m + 1\), \(F = F_\mathcal{V}\) and \(\Lambda = \Gamma\), we get that \((u^*_k)_{k \in \mathbb{N}}\) has a subsequence (that we do not relabel) such that \(x^*_k\) converges uniformly on \([0, T]\) to \(x(\cdot, \overline{\pi})\), \(f(x^*_k, u^*_k, \cdot)\) converges weakly-star in \(L^\infty([0, T], \mathbb{R}^n)\) to \(f(x(\cdot, \overline{\pi}), \overline{\pi}, \cdot)\) and \(F_\mathcal{V}(x^*_k, u^*_k, \cdot)\) converges weakly-star in \(L^\infty([0, T], \mathbb{R}^d)\) to \(F_\mathcal{V}(x(\cdot, \overline{\pi}), \overline{\pi}, \cdot) + \overline{\pi}\), where \(\overline{\pi} \in U_{sdm}\) and \(\pi \in L^\infty([0, T], \Gamma)\). As in the proof of the first part of Theorem 1, we prove that \(\pi = u^*\) (and that the fourth component \(\pi_4\) of \(\pi\) is the null function).

Let \(v \in L^\infty(U^c)\) and \(v_k := v^*_T \in PC^\infty(U^c)\) for every \(k \in \mathbb{N}\) (see (3) and Lemma 3) and recall that the sequence \((v_k)_{k \in \mathbb{N}}\) converges to \(v\) in \(L^1\) (see Lemma 2). Since \(p^0_k = 0\), it follows from Lemma 5 that
\[
\langle p_k(T), w(T, u^*_k, v_k - u^*_k)\rangle_n \leq 0
\]
for every \(k \in \mathbb{N}\), where \(w\) is defined in Proposition 3. Since \(p^0_k = 0\) we have that \(p_k(T) \neq 0_{\mathbb{R}^n}\) for every \(k \in \mathbb{N}\) (see Remark 1). Up to a subsequence (that we do not relabel), the sequence \((\frac{p_k(T)}{\|p_k(T)\|_{\mathbb{R}^n}})_{k \in \mathbb{N}}\) converges to some \(\theta \in \mathbb{R}^n \setminus \{0_{\mathbb{R}^n}\}\). Thus, dividing the above inequality by \(\|p_k(T)\|_{\mathbb{R}^n}\) and passing to the limit (using in particular the weak-star convergences and Proposition 2), we get that
\[
\langle \theta, w(T, u^*, v - u^*)\rangle_n \leq 0.
\]
Defining \(q^0 := 0\) and \(q(t) := \Phi_{u^*}(T, t)^\gamma \theta\) for every \(t \in [0, T]\) (where \(\Phi_{u^*}(\cdot, \cdot)\) is the state-transition matrix of \(\nabla_\mathcal{T} f(x^*, u^*, \cdot)\) \(\in L^\infty([0, T], \mathbb{R}^{n \times n})\)), we get that \((q, q^0) \in AC \times \mathbb{R}_-\) is a nontrivial path satisfying the adjoint equation (AE) associated with \((x^*, u^*)\). Since the latter inequality is satisfied for every \(v \in L^\infty(U^c)\), we get from Lemma 4 that \((q, q^0)\) is an abnormal weak extremal lift of \((x^*, u^*)\), which raises a contradiction.

**Second step** By the first step, we renormalize the extremal lifts so that \(p^0 = p^0_T = -1\) for every \(T \in \mathcal{P}\) satisfying \(|T| \leq \delta'\). Let us prove that there exists \(0 < \delta'' \leq \delta'\) such that \(\|pr_k(T)\|_{\mathbb{R}^n}\) is bounded for every \(T \in \mathcal{P}\) satisfying \(|T| \leq \delta''\). By contradiction, assume that there exists a sequence \((T_k)_{k \in \mathbb{N}}\) in \(\mathcal{P}\) satisfying \(|T_k| \leq \delta'\) for every \(k \in \mathbb{N}\) and \(\lim_{k \to \infty} |T_k| = 0\), such that \(\lim_{k \to \infty} \|pr_k(T_k)\|_{\mathbb{R}^n} = +\infty\). Without loss of generality we assume that \(pr_k(T) \neq 0_{\mathbb{R}^n}\) for every \(k \in \mathbb{N}\). To raise a contradiction we will prove that \((x^*, u^*)\) has an abnormal weak extremal lift.

In what follows, for the ease of notations, we denote \(u^*_k := u^*_T, x^*_k := x^*_{T_k} = x(\cdot, u^*_k), p_k := pr_k\) and \(p^0_k := p^0_{T_k}\) for every \(k \in \mathbb{N}\). By Lemma 6 applied with \(d = (n \times n) + (n \times m) + n + 1 + n + m + 1\), \(F = F_\mathcal{V}\) and \(\Lambda = \Gamma\), we get that \((u^*_k)_{k \in \mathbb{N}}\) has a subsequence (that we do not relabel) such that \(x^*_k\) converges uniformly on \([0, T]\) to \(x(\cdot, \overline{\pi})\), \(f(x^*_k, u^*_k, \cdot)\) converges weakly-star in \(L^\infty([0, T], \mathbb{R}^n)\) to \(f(x(\cdot, \overline{\pi}), \overline{\pi}, \cdot)\) and \(F_\mathcal{V}(x^*_k, u^*_k, \cdot)\) converges weakly-star in \(L^\infty([0, T], \mathbb{R}^d)\) to \(F_\mathcal{V}(x(\cdot, \overline{\pi}), \overline{\pi}, \cdot) + \overline{\pi}\), where \(\overline{\pi} \in U_{sdm}\) and \(\pi \in L^\infty([0, T], \Gamma)\). As in the proof of the first part of Theorem 1, we prove that \(\pi = u^*\) (and that the fourth component \(\pi_4\) of \(\pi\) is the null function).
As in the first step, let \( v \in L^\infty_U \) and \( v_k := v^{T_k} \in PC^G_{U} \) for every \( k \in \mathbb{N} \). Recalling that \( p^0_k = -1 \), we infer from Lemma 5 that

\[
(\langle p_k(T), w(T, u^*_k, v_k - u^*_k) \rangle)_n - w^0(T, u^*_k, v_k - u^*_k) \leq 0
\]

for every \( k \in \mathbb{N} \), where \( w, w^0 \) are defined in Proposition 3. Up to a subsequence (that we do not relabel), the sequence \( \frac{p_k(T)}{\|p_k(T)\|_{L^\infty}} \) converges to some \( \theta \in \mathbb{R}^n \) \{0, \theta \}. Dividing the latter inequality by \( \|p_k(T)\|_{L^\infty} \) (which converges to +\( \infty \)) and taking the limit (using in particular the weak-star convergences and Proposition 2), we get that

\[
(\langle \theta, w(T, u^*, v - u^*) \rangle)_n \leq 0.
\]

We have used the fact that \( w^0(T, u^*_k, v_k - u^*_k) \) converges to \( w^0(T, u^*, v - u^*) - \int_0^T \bar{\gamma}_7(s) \, ds \), where \( \bar{\gamma}_7 \) is the seventh component of \( \bar{\gamma} \). This convergence easily follows from the weak-star convergences. Finally, since the latter inequality is satisfied for every \( v \in L^\infty_U \), we get a contradiction as in the first step.

**Third step** As in the proof of the first part of Theorem 1, it suffices to prove that (iii) is satisfied for at least one subsequence of any sequence \( (T_k)_{k \in \mathbb{N}} \) in \( \mathcal{P} \) satisfying \( \|T_k\|_{\mathcal{P}} \leq \delta' \) for every \( k \in \mathbb{N} \) and \( \lim_{k \to \infty} \|T_k\|_{\mathcal{P}} = 0 \). Let \( (T_k)_{k \in \mathbb{N}} \) be such a sequence. In what follows, for the ease of notations, we denote \( u^*_k := u^*_T \), \( x^*_k := x^*_T \), \( p_k := p^0_k \) and \( p^\theta_k := p^\theta_0 \) for every \( k \in \mathbb{N} \). By Lemma 6 applied with \( d = (n \times n) + (n \times m) + n + 1 + n + m + 1 \), \( F = F_{\bar{V}} \) and \( \Lambda = \Gamma \), we get that \( (u^*_k)_{k \in \mathbb{N}} \) has a subsequence (that do not relabel) such that \( x^*_k \) converges uniformly on \( 0, T \) to \( x(, \bar{\gamma}) \), \( f(x^*_k, u^*_k, \cdot) \) converges weakly-star in \( L^\infty([0, T], \mathbb{R}^n) \) to \( f(x(, \bar{\gamma}), \bar{\gamma}, \cdot) \) and \( F_{\bar{V}}(x^*_k, u^*_k, \cdot) \) converges weakly-star in \( L^\infty([0, T], \mathbb{R}^d) \) to \( F_{\bar{V}}(x(, \bar{\gamma}), \bar{\gamma}, \cdot) + \bar{\gamma} \), where \( \bar{\gamma} \in \mathcal{U}_{\text{adm}} \) and \( \bar{\gamma} \in L^\infty([0, T], \mathbb{R}) \). As in the proof of the first part of Theorem 1, we prove that \( \bar{\gamma} = u^* \) (and that the fourth component \( \bar{\gamma}_4 \) of \( \bar{\gamma} \) is the null function).

From the first and second steps, \( p^\theta_k = -1 \) for every \( k \in \mathbb{N} \) and the sequence \( (p_k(T))_{k \in \mathbb{N}} \) converges, up to a subsequence (that we do not relabel), to some \( \bar{\Psi} \in \mathbb{R}^n \). By the weak-star convergences and the backward version of Proposition 2, the sequence \( (p_k(T))_{k \in \mathbb{N}} \) converges uniformly on \( 0, T \) to the function \( q \in AC([0, T], \mathbb{R}^n) \) that is the unique solution to the (backward) linear Cauchy problem given by

\[
\begin{align*}
\dot{q}(t) &= -\nabla_x f(x^*(t), u^*(t), t)' q(t) + \nabla_x L(x^*(t), u^*(t), t) \\
q(T) &= \bar{\Psi}.
\end{align*}
\]

Defining \( q^0 = -1 \), we get that \( (q, q^0) \in AC \times \mathbb{R}_- \) is a nontrivial pair satisfying the adjoint equation (AE) associated with \((x^*, u^*)\).

Let us prove that \((q, q^0)\) is a weak extremal lift of \((x^*, u^*)\). As in the first and second steps, let \( v \in L^\infty_U \) and \( v_k := v^{T_k} \in PC^G_{U}\) for every \( k \in \mathbb{N} \). Recalling that \( p^0_k = -1 \), we infer from Lemma 5 that

\[
(\langle p_k(T), w(T, u^*_k, v_k - u^*_k) \rangle)_n - w^0(T, u^*_k, v_k - u^*_k) \leq 0
\]

for every \( k \in \mathbb{N} \), where \( w, w^0 \) are defined in Proposition 3. Taking the limit in the above inequality (using in particular the weak-star convergences and Proposition 2), we get that

\[
(\langle q(T), w(T, u^*, v - u^*) \rangle)_n + q^0 w^0(T, u^*, v - u^*) \leq (\langle q(T), w(T, u^*, v - u^*) \rangle)_n + q^0 w^0(T, u^*, v - u^*) - \int_0^T \bar{\gamma}_7(s) \, ds \leq 0.
\]

As in the second step, we have used the fact that \( w^0(T, u^*_k, v_k - u^*_k) \) converges to \( w^0(T, u^*, v - u^*) - \int_0^T \bar{\gamma}_7(s) \, ds \), where \( \bar{\gamma}_7 \) is the seventh component of \( \bar{\gamma} \) which has nonnegative values. Since
the latter inequality is satisfied for every \( v \in L^\infty \), we infer from Lemma 4 that \((q, q^0)\) is a weak extremal lift of \((x^*, u^*)\). By uniqueness we get that \(q = p\).
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