
HAL Id: hal-03974669
https://hal.science/hal-03974669v2

Preprint submitted on 28 Feb 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the relationship between multivariate splines and
infinitely-wide neural networks

Francis Bach

To cite this version:
Francis Bach. On the relationship between multivariate splines and infinitely-wide neural networks.
2023. �hal-03974669v2�

https://hal.science/hal-03974669v2
https://hal.archives-ouvertes.fr


On the relationship between multivariate splines

and infinitely-wide neural networks

Francis Bach
Inria, Ecole Normale Supérieure

PSL Research University
francis.bach@inria.fr

February 28, 2023

Abstract

We consider multivariate splines and show that they have a random feature expansion as infinitely
wide neural networks with one-hidden layer and a homogeneous activation function which is the power of
the rectified linear unit. We show that the associated function space is a Sobolev space on a Euclidean
ball, with an explicit bound on the norms of derivatives. This link provides a new random feature
expansion for multivariate splines that allow efficient algorithms. This random feature expansion is nu-
merically better behaved than usual random Fourier features, both in theory and practice. In particular,
in dimension one, we compare the associated leverage scores to compare the two random expansions and
show a better scaling for the neural network expansion.

1 Introduction

Multivariate non-parametric regression can be approached from a variety of methods: decision trees,
local averaging methods such as Nadaraya-Watson estimation or k-nearest-neighbor regression, neural
networks, and methods based on positive definite kernels such as smoothing splines, kriging, and kernel
ridge regression (see, e.g., [1, 2, 3]).

In this paper, we build on the following known relationship between kernel-based methods and infinitely-
wide neural networks [4, 5]. We consider an activation function σ : R → R, and a one-hidden-layer neural
network model on R

d of the form

f(x) =
m
∑

j=1

ηjσ(w
⊤
j x+ bj),

where ηj ∈ R, (wj, bj) ∈ R
d+1, for j = 1, . . . ,m. When an ℓ2-regularization is added to the objective

function which is used to fit the model, this is equivalent to using a kernel-based method with positive-
definite kernel

k̂(x, y) =
1

m

m
∑

j=1

σ(w⊤
j x+ bj)σ(w

⊤
j y + bj). (1)
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See, e.g., [6] for an introduction to kernel methods. If the m input weights (wj , bj) ∈ R
d+1 are sampled

independently and identically distributed, when m tends to infinity, by the law of large numbers, k̂(x, y)
tends to the equivalent kernel

k(x, y) = E(w,b)

[

σ(w⊤x+ b)σ(w⊤y + b)
]

. (2)

This equivalence between infinitely wide neural networks and kernel methods has already been used in
several ways:

• Given a known kernel k which can be expressed as an expectation as in Eq. (2), we can use the
approximate kernel k̂ as in Eq. (1), and its explicit random features to derive efficient algorithms [5, 7]:
with n observations, we can circumvent the computation of the n × n kernel matrix by computing
the m-dimensional feature vector for each of the n observations, which is advantageous when m < n.

• Given a known neural network architecture, they allow the study of the regularization properties of
using over-parameterized models, that is, with the number of hidden neurons going to infinity [8].

In this paper, we make the following contributions, that contribute to the two ways mentioned above of
relating kernels and neural networks:

• We consider multivariate splines [9, 10], with kernels proportional to ‖x− y‖2α+1
2 , for α ∈ N (where

‖ · ‖2 denotes the standard Euclidean norm), and show that they have a random feature expansion as
infinitely wide neural networks with one-hidden layer and a homogeneous activation function which
is the α-th power of the “rectified linear unit” [11]. This extends the earlier work of [8], which proved
this link for α = 0 (step activation function).

• We show that the associated function space is a Sobolev space with order s = d+1
2 + α, with an

explicit dependence between the norms.

• This link provides a new random feature expansion for multivariate splines that allow efficient al-
gorithms. This random feature expansion numerically behaves better than usual random Fourier
features, both in theory and practice. In particular, in dimension one, we compare the associated
leverage scores [12] to compare the two random expansions. This also provides a more efficient
alternative to random Fourier feature expansion for all Matérn kernels [23, page 84].

2 From one-hidden layer neural networks to positive-definite kernels

We consider the Euclidean ball Bd(R) of center 0 and radius R in R
d, for R > 0, and consider the estimation

of real-valued functions on B
d(R).

For α ∈ N, we consider activation functions σ of the form σ(u) = (u+)
α = max{u, 0}α, that is, σ(u) = 0

for u 6 0, and σ(u) = uα for u > 0, with the usual convention that u0 = 1 if u > 0, with a particular focus
on α ∈ {0, 1}. For α = 0, we recover the step-function σ(u) = 1u>0, and for α = 1 the rectified linear unit
σ(u) = u+.

We consider randomly distributed weights (w, b) ∈ R
d+1, and the positive definite kernel

k(x, y) = E(w,b)

[

σ(w⊤x+ b)σ(w⊤y + b)
]

.
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Since we use homogeneous activation functions, we can normalize weights (w, b) so that they have compact
supports. Several normalizations and distributions can be used to obtain closed-form formulas.

Full spherical symmetry in R
d+1. The first normalization is to write

w⊤x+ b =

(

w

b/R

)⊤(x

R

)

,

and let
( w
b/R

)

be rotationally invariant, for example, be uniformly distributed on the unit ℓ2-sphere in

dimension R
d+1. This leads to closed-form formulas [13, 14] for the corresponding kernel k̃

(α)
d , with cosϕ =

x⊤y +R2

(‖x‖22 +R2)1/2(‖y‖22 +R2)1/2
> 0 (so that ϕ ∈ [0, π/2]), leading to for small values of α:

k̃
(0)
d (x, y) =

1

2π
(π − ϕ)

k̃
(1)
d (x, y) =

1

2π(d + 1)
(‖x‖22 +R2)1/2(‖y‖22 +R2)1/2 ×

[

sinϕ+ (π − ϕ) cosϕ
]

k̃
(2)
d (x, y) =

1

2π(d + 1)(d+ 3)
(‖x‖22 +R2)(‖y‖22 +R2)×

[

3 sinϕ cosϕ+ (π − ϕ)(1 + 2 cos2 ϕ)
]

.

More generally (see [13]), we have:

k̃
(α)
d (x, y) =

1

2π(d+ 1)(d + 3) · · · (d+ 2α− 1)
(‖x‖22 +R2)α/2(‖y‖22 +R2)α/2 × Jα(ϕ),

with Jα(ϕ) = (−1)α(sinϕ)2α+1
(

1
sinϕ

d
dϕ

)α(
π−ϕ
sinϕ

)

, which is of the form Pα(cosϕ, sinϕ)+Qα(cosϕ, sinϕ)(π−
ϕ) for Pα and Qα polynomials of degree less than α.

Regularization properties. The associated space of functions can be described through spherical har-
monics in ambient dimension d+ 1, as, e.g., described in [15, 14], through the use of the Laplacian on the
hyper-sphere. This requires, however, strong knowledge of spherical harmonics and is not easy to relate to
classical notions of derivatives in R

d. Note that Hermite polynomials can be used as well [16]. Overall we
obtain the Sobolev space with degree s = d+1

2 +α over Bd(R), but with a non-explicit expression in terms
of derivatives.

In this paper, we consider another normalization with easier interpretations and links with existing kernels
from the statistical literature. This is done using only a spherical symmetry on w ∈ R

d.

Partial spherical symmetry (in R
d). We can instead choose to have

( w
b/R

)

uniformly distributed

on the product S
d−1 × [−1, 1] where S

d−1 ⊂ R
d is the unit ℓ2-sphere, following [8] that introduced this

normalization for α = 0. This corresponds to w uniform on the sphere S
d−1 and b uniform on [−R,R].

The main goal of this paper is to provide closed-form formulas for the kernel as well as to study the
regularization properties. We will start in dimension one (d = 1) and extend to all dimensions in later
sections.
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We thus define the positive-definite kernel:

k
(α)
d (x, y) = E(w,b)

[

(w⊤x+ b)α+(w
⊤y + b)α+

]

,

where (w, b) is uniform on S
d−1 × [−R,R].

3 Kernels on the interval [−R,R] (d = 1)

We first consider the kernel for d = 1, where w ∈ {−1, 1}, for which we have, by a change of variable
b → −b:

k
(α)
1 (x, y) =

1

4R

∫ R

−R
(x+ b)α+(y + b)α+db+

1

4R

∫ R

−R
(−x+ b)α+(−y + b)α+db

=
1

4R

∫ R

−R
(x− b)α+(y − b)α+db+

1

4R

∫ R

−R
(b− x)α+(b− y)α+db.

3.1 Closed-form formulas

We first consider the case α = 0 and then generalize from it. We have for α = 0, by direct integration:

k
(0)
1 (x, y) =

1

4R

∫ min{x,y}

−R
db+

1

4R

∫ R

max{x,y}
db =

1

2
− 1

4R

[

max{x, y} −min{x, y}
]

=
1

2
− 1

4R
|x− y|.

A more tedious direct computation gives the expression for other small values of α, as:

k
(1)
1 (x, y) =

R2

6
+

1

2
xy +

1

24R
|x− y|3

k
(2)
1 (x, y) =

R4

10
+

2R2xy

3
+

R2

6
(x2 + y2) +

1

2
x2y2 − 1

120R
|x− y|5.

This can be extended to all values in α in the following proposition, shown in Appendix B.1. Note that in
one dimension, [17] already made the connection between cubic splines and infinitely-wide neural networks.

Proposition 1 (Closed-form formula for d = 1) Let α ∈ N, we have, for (w, b) uniformly distributed

on the product {−1, 1} × [−R,R],

k
(α)
1 (x, y) = E(w,b)

[

(w⊤x+ b)α+(w
⊤y + b)α+

]

= P
(α)
1 (x2, y2, xy) +

1

R
c
(α)
1 |x− y|2α+1,

where P
(α)
1 is a polynomial of degree α, such that k

(α),(pol)
1 (x, y) = P

(α)
1 (x2, y2, xy) is a positive-definite

kernel, and c
(α)
1 =

(−1)α+1

4

(α!)2

(2α + 1)!
.
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Moreover, as shown in Appendix B.1, we have a special form of polynomial kernel k
(α),(pol)
1 (x, y) =

P
(α)
1 (x2, y2, xy), as:

k
(α),(pol)
1 (x, y) =

1

4R

∫ R

−R
(x− b)α(y − b)αdb, which can be expressed as

k
(α),(pol)
1 (x, y) =

1

2R

α
∑

i,j=0

1i+j even ·
(

α

i

)(

α

j

)

xiyj
R2α+1−i−j

2α+ 1− i− j

=
1

2

α
∑

s=0

R2α−2s

2α+ 1− 2s

α
∑

i,j=0

1i+j=2s ·
(

α

i

)(

α

j

)

xiyj . (3)

Note that the term for s = 0, is R2α

2(2α+1) , while for α > 0, the term corresponding to s = 1 is equal to

α2R2(α−1)

2(2α−1) xy. In all cases, it can be computed in time at most O(α2). Moreover, the corresponding feature

space leads to all polynomials of degree less than α (see proof in Appendix B.3). This result will be directly
extended to dimensions d greater than one in Prop. 3.

3.2 Corresponding norm

All positive-definite kernels define a Hilbert space of real-valued functions on B
d(R) with a particular norm.

For kernels that can be expressed as expectations, this norm Ω
(α)
1 is equal to [18, 14]:

Ω
(α)
1 (f)2 = inf

η±:[−R,R]→R

1

4R

∫ R

−R

[

η+(b)
2 + η−(b)

2
]

db

such that ∀x ∈ [−R,R], f(x) =
1

4R

∫ R

−R

[

η+(b)(x− b)α+ + η−(b)(b− x)α+
]

db,

where the infimum is taken over square-integrable functions η+ and η−.

Special case α = 0. For f continuously differentiable, we can use and average the two simple represen-
tations:

f(x) = f(−R) +

∫ x

−R
f ′(b)(x − b)0+db = f(R)−

∫ R

−R
f ′(b)(b− x)0+db,

to get f(x) =
1

2
[f(R)+f(−R)]+2R

∫ R

−R
f ′(b)(x−b)0+

db

4R
−2R

∫ R

−R
f ′(b)(b−x)0+

db

4R
. The constant function

equal to 1/2 on [−R,R] can be represented as:

∫ R

−R
(x− b)0+

db

4R
+

∫ R

−R
(b− x)0+

db

4R
.

We can thus take: η+(b) = 2Rf ′(b) + [f(R) + f(−R)] and η+(b) = −2Rf ′(b) + [f(R) + f(−R)].

This leads to the squared norm Ω
(0)
1 (f)2 less than (since the cross-terms cancel):

2R

∫ R

−R
f ′(x)2dx+

[

f(−R) + f(R)
]2
.
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In particular, the norm is finite as soon as the quantity above is well-defined, that is, f ′ square integrable.
To show that this is indeed the correct norm, we simply need to check that our representation is optimal,
which is shown below for all α’s (see Prop. 2). Thus

Ω
(0)
1 (f)2 = 2R

∫ R

−R
f ′(x)2dx+

[

f(−R) + f(R)
]2
.

General case α > 0. To obtain the norm, we can notice that continuous expansions with functions
(x − b)α+ are exactly obtained from Taylor expansions with integral remainders, which apply to functions
defined on [−R,R] with α+ 1 continuous derivatives:

f(x) =

α
∑

i=0

f (i)(−R)

i!
(x+R)i +

∫ R

−R

f (α+1)(b)

α!
(x− b)α+db.

Ignoring the boundary conditions, we see that η+(b) should be related to 1
α!f

(α+1)(b), and that the RKHS

norm should include the integral

∫ R

R
f (α+1)(x)2dx. The following proposition makes this explicit (see proof

in Appendix B.2).

Proposition 2 (RKHS norm for d = 1) The RKHS norm on functions on [−R,R] associated to the

kernel k
(α)
1 is equal to:

Ω
(α)
1 (f)2 =

2R

α!2

∫ R

−R
f (α+1)(x)2dx+Θ(α)

[

f (0)(−R), f (0)(R), . . . , f (α)(−R), f (α)(R)
]

,

where Θ(α) is non-negative quadratic form.

For example, for α = 1, we get:

Ω
(1)
1 (f)2 = 2R

∫ R

−R
f ′′(x)2dx+

[

f ′(R) + f ′(−R)
]2

+
3

2R2

[

f(−R) + f(R)−Rf ′(R) +Rf ′(−R)
]2
.

Equivalence to classical Sobolev norms. Using classical results on Sobolev spaces [19], the norm in

Proposition 2 can be shown to be equivalent to the classical squared Sobolev norm R

∫ R

−R
f (α+1)(x)2dx+

1

R2α+1

∫ R

−R
f(x)2dx. We will generalize this to all dimensions and provide an explicit equivalence in the

following sections.

4 Kernels on the ball Bd(R) (d > 1)

We now extend results from Section 3 to all dimensions d > 1. We will get explicit closed-form formulas
but with a slightly less explicit formulation for the RKHS norm.
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4.1 Closed-form formulas

We start with the closed-form formula that directly extends Prop. 1.

Proposition 3 (Closed-form formula for d > 1) Let α ∈ N, we have, for
( w
b/R

)

uniformly distributed

on the product Sd−1 × [−1, 1],

k
(α)
d (x, y) = E(w,b)

[

(w⊤x+ b)α+(w
⊤y + b)α+

]

= P
(α)
d (‖x‖22, ‖y‖22, x⊤y) +

1

R
c
(α)
d ‖x− y‖2α+1

2 ,

where P
(α)
d is a polynomial of degree α, such that k

(α),(pol)
d (x, y) = P

(α)
d (‖x‖22, ‖y‖22, x⊤y) is a positive-

definite kernel, and c
(α)
d =

(−1)α+1

4
√
π

α!3Γ(d2)

(2α + 1)! Γ(d2 + 1
2 + α)

.

Proof We have k
(α)
d (x, y) = Ew

[

k
(α)
1 (w⊤x,w⊤y)

]

, and we simply use, for w uniform on the sphere:

E[|w⊤z|2α+1] = ‖z‖2α+1
2

Γ(1 + α)Γ(d2 )

Γ(12)Γ(
d
2 + 1

2 + α)
(see Appendix A), which leads to the expression for c

(α)
d .

To treat the polynomial kernel part, we use Eq. (3), and the fact that for w uniform, and i + j even,
E
[

(w⊤x)i(w⊤y)j
]

is a polynomial of degree less than i+ j in x⊤x, y⊤y and y⊤x.

Like for d = 1, we have an integral representation for the kernel P
(α)
d (‖x‖22, ‖y‖22, x⊤y) = k

(α),(pol)
d (x, y), as

k
(α),(pol)
d (x, y) =

1

4R

∫ R

−R
Ew

[

(w⊤x+ b)α(w⊤y + b)α
]

db.

Note that we have defined a new positive-definite polynomial kernel, which is an alternative to the standard
kernel (x, y) 7→ (R + x⊤y)α, that can be computed in time O(d) (with a constant that depends on α). As
shown in Appendix B.4, the corresponding space spans all polynomials of degree less than α (or equal).

We have, for α ∈ {0, 1, 2}:

k
(0)
d (x, y) =

1

2
− 1

4R

Γ(1)Γ(d2 )

Γ(1/2)Γ(d+1
2 )

‖x− y‖2

k
(1)
d (x, y) =

R2

6
+

1

2d
x⊤y +

1

24R

Γ(2)Γ(d2 )

Γ(12)Γ(
d
2 + 3

2)
‖x− y‖32

k
(2)
d (x, y) =

R4

10
+

1

3d
x⊤y +

R2

6d
(‖x‖22 + ‖y‖22) +

1

2d(d + 2)
(2(x⊤y)2 + ‖x‖22‖y‖22)

− 1

120R

Γ(2)Γ(d3 )

Γ(12)Γ(
d
2 + 5

2)
‖x− y‖52.

A simple bound. We will need to provide a bound on the associated features. We have, for ‖x‖2 6 R:

k
(α
d (x, x) =

1

4R

∫ R

−R
Ew

[

(w⊤x+ b)2
]

αdb

6
1

4R

∫ R

−R
Ew(2R)2αdb =

1

2
(2R)2α. (4)
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4.2 Corresponding norms

In dimension d = 1, we could give an explicit formula for the corresponding RKHS norm, which relied on
Taylor’s formula with integral remainders. This will be less explicit in higher dimensions, and we will need
to use the theory of multivariate splines [9, 10].

5 Link with multivariate splines

In this section, we first review splines and then draw explicit links. For more details on multivariate splines,
see [20, 21, 18].

5.1 Review of multivariate splines

We consider the function:
E

(α)
d (z) = c

(α)
d ‖z‖α2 ,

which has Fourier transform (defined as a distribution, see [22]):

c
(α)
d (−1)α+12d+1+2απd/2−1Γ(α+ 3/2)Γ(d/2 + 1/2 + α)

1

‖ω‖d+1+2α
2

= b
(α)
d

1

‖ω‖d+1+2α
2

.

The kernel E
(α)
d (x−y) is known to be “conditionally positive of order α” [20, 21], that is for each x1, . . . , xn ∈

R
d, and λ1, . . . , λn such that

∑n
i=1 λiP (xi) = 0 for all polynomials P of degree less than α,

n
∑

i,j=1

λiλjE
(α)
d (xi − xj) > 0.

We also know that for any function L : Rn → R ∪ {+∞}, the minimization of

L(f(x1), . . . , f(xn)) +
1

2b
(α)
d

1

(2π)d

∫

Rd

|f̂(ω)|2‖ω‖d+1+2α
2 dω

is attained at f(x) = P (x) +

n
∑

i=1

λiE
(α)
d (x− xi), with P and λ obtained through the minimization of

L(f(x1), . . . , f(xn)) +
1

2

n
∑

i,j=1

λiλjE
(α)
d (xi − xj)

with respect to the polynomial P of degree less than α, and λ ∈ R
n such that

∑n
i=1 λiQ(xi) = 0 for all

polynomials Q of degree less than α [9].

When d is odd, then we have an explicit representation in terms of partial derivatives:

1

(2π)d

∫

Rd

|f̂(ω)|2‖ω‖d+1+2α
2 dω =

∫

Rd

‖D d+1
2

+αf(x)‖2dx,

8



where D
d+1
2

+αf is the tensor of all partial derivatives of order d+1
2 + α.

The expansion above can be extended to the representation of functions on B
d(R) such that the norm

above is finite as f(x) = P (x) +

∫

Bd(R)
E

(α)
d (x− y)dλ(y) where λ is Radon measure.

Algorithms. Given a map ϕ : Rd → R
m that can represent all polynomials of degree less than α, that

is, with m =
(d+α

α

)

, then we can write the vector y ∈ R
n defined as yi = f(xi), as y = Φν + Kλ, with

Φ ∈ R
n×m the matrix with all ϕ(xi), i = 1, . . . , n, and K ∈ R

n×n the kernel matrix associated with E
(α)
d .

We add the constraint Φ⊤λ = 0. Being conditionally positive means that for ρ large enough, K + ρΦΦ⊤ is
positive semi-definite. In this paper, we provide an explicit ρΦΦ⊤ that makes this happen when the data
are constrained in B

d(R). Note that when Φ⊤λ = 0, the polynomial part of our kernel becomes irrelevant.

The algorithm above requires solving an optimization problem of dimension n, while we will see below how
this can be reduced using random features.

5.2 Equivalence with Sobolev space

As shown in Prop. 3, our kernel is equal to

k
(α)
d (x, y) = k

(α),(pol)
d (x, y) + c

(α)
d ‖x− y‖2α+1

2 .

We will show that the RKHS norm is equivalent to Ω
(α)(eq)
d (f)2 defined as the minimal value of

1

R

1

b
(α)
d (2π)d

∫

Rd

‖ω‖d+1+2α
2 |ĝ(ω)|2dω +

c2

R2α

∫

Bd(R)
|g(x)|2dx, (5)

over all functions g : Rd → R that is equal to f on B
d(R), for a well-chosen constant c.

Norm comparisons. We consider two positive constants c and c such that:

• For any polynomials P of degree less than α, we have Ω
(α)
d (P ) 6

c

Rα
‖P‖L2(Bd(R)) for a positive

constant c. Such a constant exists because two kernels defining a norm on the finite-dimensional space
must have equivalent norms. We currently do not have an explicit upper bound on the constant c.

• For any f in the RKHS defined by k
(α)
d , ‖f‖L2(Bd(R)) 6 RαcΩ

(α)
d (f). This has to exist because,

for any x ∈ B
d(R), we have, like for all RKHSs, f(x)2 6 k

(α)
d (x, x) · Ω(α)

d (f)2. We thus have, by

integration, c2R2α 6 vol(Bd(R)) supx∈Bd(R) k
(α)
d (x, x) 6 vol(Bd(R))12 (2R)2α by Eq. (4), and thus

c2 6 vol(Bd(R))22α−1.

Note that we must have cc > 1. We now prove the equivalence.

Proposition 4 (RKHS norm for d > 1) For f ∈ L2(B
d(R)), we have:

1

cc
√
2
Ω
(α)(eq)
d (f) 6 Ω

(α)
d (f) 6 2

√
2 ccΩ

(α)(eq)
d (f).

9



Proof For the upper-bound, we consider a function g attaining the minimization problem defining

Ω
(α)(eq)
d (f)2 in Eq. (5).

From Section 5.1, we can express f as f(x) =

∫

Bd(R)
k
(α)
d (x, y)dλ(y) + P (x), where λ is a Radon measure

on B
d(R), such that

∫

Bd(R)
Q(y)dλ(y) = 0 for all polynomials Q of degree less than α. Moreover, since we

have a minimum norm representation, we get,

1

b
(α)
d

1

(2π)d

∫

Rd

‖ω‖d+1+2α
2 |ĝ(ω)|2dω >

∫

Bd(R)

∫

Bd(R)
E

(α)
d (x− y)dλ(y)dλ(x)

=

∫

Bd(R)

∫

Bd(R)
k
(α)
d (x, y)dλ(y)dλ(x).

The last quantity is equal to Ω
(α)
d (f − P )2 because of the reproducing property of kernels.

The polynomial P can be expressed in the RKHS because of the part k
(α),(pol)
d (x, y). Therefore f is in the

RKHS. We thus only need to show that the RKHS norm of P is less than its L2-norm on B
d(R), since

then the RKHS norm of f is less than a constant times Ω
(α)(eq)
d (f).

The L2-norm of P on B
d(R) is less than the L2-norm of g (which is the one of f) plus the L2-norm of the

function x 7→
∫

Bd(R)
k
(α)
d (x, y)dλ(y), which is less than cRαΩ

(α)
d (f − P ) by definition of c.

Thus, since Ω
(α)
d (P ) 6 c

Rα ‖P‖L2(Bd(R)) by definition of c, we get:

Ω
(α)
d (f) 6 Ω

(α)
d (P ) + Ω

(α)
d (f − P ) 6

c

Rα
‖P‖L2(Bd(R)) +Ω

(α)
d (f − P )

6
c

Rα

(

‖f‖L2(Bd(R)) + cRαΩ
(α)
d (f − P )

)

+Ω
(α)
d (f − P )

6
c

Rα
‖f‖L2(Bd(R)) + ccΩ

(α)
d (f − P ) + Ω

(α)
d (f − P )

6 2cc

(

1

b
(α)
d

1

(2π)dR

∫

Rd

‖ω‖d+1+2α
2 |f̂(ω)|2dω

)1/2

+
c

Rα
‖f‖L2(Bd(R)).

Thus Ω
(α)
d (f)2 6 8c2c2Ω

(α)(eq)
d (f)2.

For the lower-bound, given f =

∫

Bd(R)
k
(α)
d (x, y)dλ(y) in the RKHS, the extension g that minimizes the

squared norm
1

b
(α)
d

1

(2π)d

∫

Rd

‖ω‖d+1+2α
2 |ĝ(ω)|2dω, is the one that can be written g =

∫

Bd(R)
k
(α)
d (x, y)dµ(y),

with µ orthogonal to polynomials, and

∫

Bd(R))

∫

Bd(R))
k
(α)
d (x, y)dµ(x)dµ(y) minimized. By introducing the

measure λ̄ obtained by projecting on the orthogonal to all polynomials of degree less than α, we have:
∫

Bd(R))

∫

Bd(R))
k
(α)
d (x, y)dµ(x)dµ(y) 6

∫

Bd(R))

∫

Bd(R))
k
(α)
d (x, y)dλ̄(x)dλ̄(y)

6

∫

Bd(R))

∫

Bd(R))
k
(α)
d (x, y)dλ(x)dλ(y),

10



which is equal to Ω
(α)
d (f)2. Thus, we get:

Ω
(α)(eq)
d (f)2 6

1

b
(α)
d

1

(2π)dR

∫

Rd

‖ω‖d+1+2α
2 |ĝ(ω)|2dω +

c2

R2α
‖g‖2L2(Bd(R))

6 Ω
(α)
d (f)2 + c2c2Ω

(α)
d (f)2 6 2c2c2Ω

(α)
d (f)2,

which leads to the desired norm equivalence.

5.3 Two competing random feature expansions for α = 0

We can first consider the random feature expansion obtained from neural networks in Prop. 3, but also a
classical one based on the Fourier transform [5]. We indeed have, for w uniform on the sphere S

d:

k
(α)
d (x, y) = Ew

[

k
(α)
1 (w⊤x,w⊤y)

]

= k
(α),(pol)
d (x, y) +

1

R
Ew

[

c
(α)
1 |w⊤(x− y)|2α+1

]

=
1

2
− 1

4R
Ew

[

|w⊤(x− y)|
]

,

for α = 0. Since |w⊤(x − y)| 6 2R almost surely (because x, y ∈ [−R,R]), for α = 0, we can use the
one-dimensional Fourier transform of the function:

ϕ : u 7→ (
1

2
− 1

4R
|u|

)

1|u|62R,

which is equal to

ϕ̂(ω) =
sin2(Rω)

Rω2
.

We thus have, for ‖x− y‖2 6 2R,

k
(0)
d (x, y) = Ew

[ 1

2πR

∫ +∞

−∞

sin2(Rτ)

Rτ2
eiτw

⊤(x−y)dτ
]

=
2

vol(Sd−1)

1

2π

∫

Sd−1

∫ +∞

0

sin2(Rτ)

Rτd+1
eiτw

⊤(x−y)τd−1dτdw

=
2

vol(Sd−1)

1

2πR

∫

Rd

sin2(R‖ω‖2)
‖ω‖d+1

2

eiω
⊤(x−y)dω using the change of variable ω = τw,

=
Γ(d/2)

πd/2

1

2πR

∫

Rd

sin2(R‖ω‖2)
‖ω‖d+1

2

eiω
⊤(x−y)dω

=
1

(2π)d

∫

Rd

Γ(d/2)(2π)d−1

πd/2R

sin2(R‖ω‖2)
‖ω‖d+1

2

eiω
⊤(x−y)dω.

In other words, the Fourier transform of the function x 7→ (12 − 1
Rc

(0)
d ‖x‖2

)

1‖x‖262R is equal to ω 7→
Γ(d/2)(2π)d−1

πd/2R

sin2(R‖ω‖2)
‖ω‖d+1

2

. This leads naturally to the random feature cos(ω⊤x+ b) with b uniform in [−π, π]

and ω sampled from the distribution with density
2

(2π)d
Γ(d/2)(2π)d−1

πd/2R

sin2(R‖ω‖2)
‖ω‖d+1

2

, which corresponds

11



to ω = τw, with w uniform on the sphere and τ sampled from sin2(Rτ)
πRτ2

, which can be done by sampling
from a Cauchy distribution and using rejection sampling. We can also consider b taking values 0 and π/2
uniformly, that is, with random features cos(ω⊤x) and sin(ω⊤x).

Empirical comparison for d = 1. We compare the two random feature expansions, first visually
in Figure 1, then numerically in Figure 2, showing that the random feature expansion based on neural
networks has better approximation properties.1

-1 0 1

x

-3

-2

-1

0

1

2

3

y

Neural network - m = 200

interpolation

random feature

-1 0 1

x

-3

-2

-1

0

1

2

3

y

Fourier - m = 200

interpolation

random feature

Figure 1: Minimum norm interpolation of the green points by the full RKHS (in blue) and the random
feature expansion, for m = 200. Left: neural network expansion, right: Fourier expansion. Four different
draws of the random features are plotted.

Comparison of leverage scores for d = 1. We want to compare the two random feature expansions,
which are of the form

k(x, y) = Ev[ϕ(x, v)ϕ(y, v)],

for a feature ϕ(x, v) ∈ R for v ∈ V. As described in [12, Section 4], to assess the capacity of random feature
expansions to approximate the initial function space, a key quantity is the “leverage score”

v 7→ 〈ϕ(·, v), (Σ + λI)−1ϕ(·, v)〉L2(Bd(R)),

where Σ = Ev

[

ϕ(·, v)⊗L2(Bd(R)) ϕ(·, v)
]

is an integral operator on L2(B
d(R)). The maximal leverage score

over v ∈ V has a direct influence on the number of needed random features to get a λ-approximation in
L2-norm of the RKHS ball of the original RKHS: from [12, Prop. 1], up to logarithmic terms, the maximal
leverage score is proportional to the number m of necessary random features.

In Appendix C, we compute these leverage scores explicitly for d = 1, and we see that for the neural
network features, the maximal leverage score diverges as 1/

√
λ when λ tends to zero, while for random

Fourier features, they diverge faster as 1/λ, explaining the empirical superiority seen above.

1Matlab code to reproduce all figures is available at https://www.di.ens.fr/~fbach/neural_splines_online.zip.
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Figure 2: Estimation of the minimum interpolation of the full RKHS by random feature expansions for
different values of m (number of random features). We sample n = 20 points x1, . . . , xn uniformly in [−1, 1]
as well as n random labels y1, . . . , yn from a standard Gaussian distribution. We then compare the minimum
interpolation fits with the L2([−1, 1])-norm for the full kernel and the random feature approximations. This
is averaged over 20 replications for the choice of the input points, and with infinitely many replications
for the labels (as the expectation can be taken in closed form): given test points x′1, . . . , x

′
m, and the

training and testing kernel matrices K and K ′, together with their approximations K̂ and K̂ ′, the error is
proportional to ‖K ′K−1y− K̂ ′K̂−1y‖22, and we can thus compute the expectation with respect to y, which
is equal to ‖K ′K−1 − K̂ ′K̂−1‖2F , which is the quantity we plot above.

5.4 A new random feature expansions for all α

For all α, we provided a new kernel k
(α)
d that makes the classical multivariate spline positive-definite,

together with a random feature expansion, that can be used for efficient estimation. See [7] for an analysis.

Other kernels lead to RKHS norms that are equivalent to the same Sobolev norm, such as the Matérn
kernels [23, page 84]. These have a natural random Fourier feature expansion (with empirically the same
behavior as shown for α = 0 above), while ours are based on neural networks, with a better behavior when
used within random feature expansions.

6 Conclusion

In this paper, we provided new random feature expansions for kernels associated with splines, leading to
better properties for Sobolev space on the Euclidean balls than existing expansions based on the Fourier
transform. As done by [14] with feature expansions based on spherical harmonics, this link could be used
to provide explicit approximation bounds for neural networks for a large number of neurons (where input
weights are also estimated).
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A A few lemmas about uniform distributions on the sphere

If w is uniform on the unit sphere, then:

E[|w⊤z|2α+1] = ‖z‖2α+1
2

Γ(1 + α)Γ(d2 )

Γ(12 )Γ(
d
2 + 1

2 + α)

E[(w⊤z)2α] = ‖z‖2α2
Γ(12 + α)Γ(d2 )

Γ(12 )Γ(
d
2 + α)

E[(w⊤z)2] = ‖z‖22/d

E[z⊤ww⊤t] =
1

d
z⊤t

E[(z⊤ww⊤t)2] =
1

d(d+ 2)

[

2(z⊤t)2 + z⊤z · t⊤t
]

.

This is obtained from w2
1 having a Beta distribution with parameters (12 ,

d−1
2 ), and using invariance by

rotation.

B Proof for expressions of RKHS norms, d = 1

B.1 Proof of Proposition 1

We have

∫ R

−R
(x − b)α+(y − b)α+db =

∫ min{x,y}

R
(x − b)α(y − b)αdb, which we can reformulate with s = x+y

2

and δ = x−y
2 , leading to x = s+ δ and y = s− δ, with min{x, y} = s− |δ|. We get:

∫ R

−R
(x− b)α+(y − b)α+db =

∫ s−|δ|

−R
(s + δ − b)α(s− δ − b)αdb =

∫ s−|δ|

−R
((s − b)2 − δ2)αdb

=

∫ s−|δ|

−R

α
∑

i=0

(

α

i

)

(s− b)2i(−1)i−αδ2α−2idb

=

α
∑

i=0

(

α

i

)

1

2i+ 1

[

(R+ s)2i+1 − |δ|2i+1
]

(−1)i−αδ2α−2i

=
α
∑

i=0

(

α

i

)

(−1)i−α

2i+ 1
(R+ s)2i+1δ2α−2i −

α
∑

i=0

(

α

i

)

(−1)i−α

2i+ 1
× |δ|2α+1

= Aα(x, y) −Bα|x− y|2α+1,
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with

Aα =
α
∑

i=0

(

α

i

)

(−1)i−α

2i+ 1
(R+ s)2i+1δ2α−2i =

∫ R

−y
(x+ b)α(y + b)αdb

Bα =
1

22α+1

α
∑

i=0

(

α

i

)

(−1)i−α

2i+ 1
=

1

22α+1

∫ 1

0

α
∑

i=0

(

α

i

)

(−1)i−αx2idx

=
(−1)α

22α+1

∫ 1

0
(1− x2)αdx =

(−1)α

22α+2
22α+1

∫ 1

0
uα(1− u)αdu =

(−1)α

2

Γ(α+ 1)2

Γ(2α + 2)
,

using the change of variable 1+x
2 = u, 1−x

2 = 1− u. This leads to, using symmetries:

k
(α)
d (x, y) =

1

4R

∫ R

−y
(x+ b)α(y + b)αdb+

1

4R

∫ R

y
(−x+ b)α(−y + b)αdb

−(−1)α

4R

Γ(α+ 1)2

Γ(2α + 2)
|x− y|2α+1

=
1

4R

∫ R

−y
(x+ b)α(y + b)αdb+

1

4R

∫ −y

−R
(−x− b)α(−y − b)αdb

−(−1)α

4R

Γ(α+ 1)2

Γ(2α + 2)
|x− y|2α+1

=
1

4R

∫ R

−R
(x+ b)α(y + b)αdb− (−1)α

4R

Γ(α+ 1)2

Γ(2α+ 2)
|x− y|2α+1.

We can then expand using the binomial formula.

B.2 Proof of Proposition 2

If we have the representation, for f with α+ 1 continuous derivatives:

∀x ∈ [−R,R], f(x) =
1

4R

∫ R

−R

[

η+(b)(x− b)α+ + η−(b)(b− x)α+
]

db,

then by taking the (α+ 1)-derivative, we must have:

f (α+1)(x) =
α!

4R
η+(x) +

α!

4R
(−1)α+1η−(x).

We thus have:

η+(x) =
2R

α!
f (α+1)(x) + c(x)

η−(x) = (−1)α+1 2R

α!
f (α+1)(x) + (−1)αc(x)
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for a certain function c : [−R,R] → R. We have from Taylor formula with integral remainder:

f(x) =

α
∑

i=0

f (i)(−R)

i!
(x+R)i +

∫ R

−R

f (α+1)(b)

α!
(x− b)α+db

f(x) =

α
∑

i=0

(−1)if (i)(R)

i!
(R− x)i − (−1)α

∫ R

−R

f (α+1)(b)

α!
(b− x)α+db, and by averaging them,

f(x) =
1

2

α
∑

i=0

[f (i)(−R)

i!
(x+R)i +

(−1)if (i)(R)

i!
(R− x)i

]

+
1

2

∫ R

−R

f (α+1)(b)

α!

[

(x− b)α+ − (−1)α(b− x)α+
]

db.

Given our expression for η+ and η−, this implies that for all x ∈ [−R,R]

1

2

α
∑

i=0

[f (i)(−R)

i!
(x+R)i +

(−1)if (i)(R)

i!
(R− x)i

]

=
1

4R

∫ R

−R

[

c(b)(x − b)α+ + (−1)αc(b)(b− x)α+]db

=
1

4R

∫ R

−R
c(b)(x− b)αdb,

leading to constraints on

∫ R

−R
c(b)bi for i ∈ {0, . . . , α}. The optimal c is obtained by minimizing:

1

4R

∫ R

−R

[

η+(b)
2 + η−(b)

2
]

db =
2R

α!2

∫ R

−R
f (α+1)(b)2db+

1

2R

∫ R

−R
c(b)2db.

Thus c has to be a polynomial of degree less than α, with coefficients which are linear combinations of
f (i)(±R) for i ∈ {0, . . . , α}. This leads to the desired result.

B.3 Polynomial kernel in one dimension

Given a polynomial P on R of degree less than α (or equal), if we can write it as:

P (x) =
1

2R

∫ R

−R
η(b)(x− b)αdb, (6)

then its squared RKHS norm (for k
(α),(pol)
1 ) is equal to the infimum of

1

4R

∫ R

−R
η(b)2db. Given the repre-

sentation in Eq. (6), we have:

P (k)(0) =
1

2R

α!

(α− k)!

∫ R

−R
η(b)(−b)α−kdb =

(−1)α−k

2R

α!

(α− k)!

∫ R

−R
η(b)bα−kdb,

which is equal to
(−1)α−k

2R

α!

(α− k)!
〈η,Qα−k〉L2(Bd(R)), where Qj(b) = bj . Thus, given that we want to

minimize 〈η, η〉L2(Bd(R)), the solution has to be a polynomial η =
∑α

j=0 sjQj , with s ∈ R
α+1 minimizing

α
∑

i,j=0

sisj〈Qi, Qj〉L2(Bd(R))
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such that (−1)j2R
j!

α!
P (α−j)(0) =

α
∑

i=0

si〈Qi, Qj〉L2(Bd(R)) for all j ∈ {0, . . . , α}. If P =
∑α

j=0 tjQj, we obtain

(−1)j2R

(

α

j

)−1

tα−j =
α
∑

i=0

si〈Qi, Qj〉L2(Bd(R)). Since the Gram matrix of the monomials is invertible, the

optimal s is a linear function of the coefficients t. Thus the norm of P is a positive-definite quadratic form
in the coefficients. Hence the norm is equivalent to the L2-norm on the space of polynomials of degree less
than α (or equal).

B.4 Polynomial kernel in dimension d > 1

We can apply the same reasoning as in the section above and need to show that we can represent all
polynomials of degree less than α as

P (x) =
1

2R

∫ R

−R

∫

Sd

η(w, b)(w⊤x+ b)αdwdb,

for η(w, b) square integrable. By taking all partial derivatives at x = 0, this imposes that all

∫ R

−R

∫

Sd

η(w, b)wu1
1 · · ·wud

d bvdwdb

are fixed, for u1 + · · · + ud + v = α, and since the family of polynomials (w, b) 7→ wu1
1 · · ·wud

d bv is linearly
independent in L2(S

d × [−1, 1]), the same reasoning above leads to an RKHS norm which is equivalent the
L2-norm on the space of polynomials of degree less than α (or equal).

C Computing leverage scores

In this section, we explicitly compute leverage scores for d = 1 and α = 0 for the two expansions.

C.1 General solution

We consider d = 1, R = 1, and the classical integral operator for the uniform distribution on [−1, 1]:

Σf(x) =
1

2

∫ 1

−1
k
(0)
1 (x, y)f(y)dy =

1

4

∫ 1

−1
f(y)dy − 1

8

∫ 1

−1
|x− y|f(y)dy.

Given a function g ∈ L2([−1, 1]), we aim to compute the leverage score:

1

2

∫ 1

−1
g(x)

[

(Σ + λI)−1g
]

(x)dx.

We thus compute f = (Σ + λI)−1g, which is such that:

g(x) =
1

4

∫ 1

−1
f(y)dy − 1

8

∫ 1

−1
|x− y|f(x)dy + λf(x).
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By taking two derivatives and using the fact that the second-order derivative of x 7→ |x− y| is 2δy, we get:

g′′(x) = λf ′′(x)− 1

4
f(x).

Once we know a solution f0 for the ordinary differential equation above, then all solutions are obtained as

f(x) = f0(x) +A cosh
x

2
√
λ
+B sinh

x

2
√
λ
, (7)

for some A,B ∈ R.

Obtaining a solution in “closed-form”. We can solve the ODE in f using standard techniques [24],

by writing f(x) = e
x

2
√

λa(x), so that

g′′(x) = λe
x

2
√

λa′′(x) +
√
λe

x
2
√

λa′(x)

e
− x

2
√

λ g′′(x) = λa′′(x) +
√
λa′(x).

We then write a′(x) = e
− x√

λ c(x), so that

e
− x

2
√

λ g′′(x) = λe
− x√

λ c′(x),

and thus

c′(x) =
1

λ
e

x

2
√

λ g′′(x),

leading to a particular solution by integration:

c(x) =
1

2λ

∫ 1

−1
e

y

2
√

λ g′′(y) sign(x− y)dy.

Moreover, we get a particular solution:

a(x) =
1

2

∫ 1

−1
e
− y√

λ c(y) sign(x− y)dy

=
1

4λ

∫ 1

−1
e
− y√

λ

∫ 1

−1
e

t

2
√

λ g′′(t) sign(y − t)dt sign(x− y)dy

f(x) =
1

4λ

∫ 1

−1

∫ 1

−1
e

x

2
√

λ e
− y√

λ e
t

2
√

λ g′′(t) sign(y − t) sign(x− y)dydt,

with all solutions obtained by adding A cosh x
2
√
λ
+B sinh x

2
√
λ
.

Finding constants A and B. We have for the unique solution f of g = (Σ + λI)f :

g(1) =
1

4

∫ 1

−1
f(y)dy − 1

8

∫ 1

−1
(1− y)f(y)dy + λf(1)

g(−1) =
1

4

∫ 1

−1
f(y)dy − 1

8

∫ 1

−1
(1 + y)f(y)dy + λf(−1), leading to

g(1) + g(−1) =
1

4

∫ 1

−1
f(y)dy + λ[f(1) + f(−1)] (8)

g(1) − g(−1) =
1

4

∫ 1

−1
yf(y)dy + λ[f(1)− f(−1)]. (9)
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For f(x) = cosh x
2
√
λ
, we have:

∫ 1

−1
f(x)dx = 4

√
λ sinh

1

2
√
λ
.

For f(x) = sinh x
2
√
λ
, we have:

∫ 1

−1
xf(x)dx = 4

√
λ cosh

1

2
√
λ
− 8λ sinh

1

2
√
λ
.

Thus, for our solution in Eq. (7):

g(1) + g(−1) =
1

4

∫ 1

−1
f0(y)dy + λ[f0(1) + f0(−1)] +A

[√
λ sinh

1

2
√
λ
+ 2λ cosh

1

2
√
λ

]

g(1) − g(−1) =
1

4

∫ 1

−1
yf0(y)dy + λ[f0(1)− f0(−1)] +B

√
λ cosh

1

2
√
λ
.

Therefore, to obtain A and B, we simply need to compute f0(1), f0(−1) as well as

∫ 1

−1
f0(y)dy and

∫ 1

−1
yf0(y)dy.

C.2 Neural networks

We consider g(x) = 1x>b = (x− b)0+, we then consider f0(x) = 1x>b
1
λ cosh x−b

2
√
λ
. We have:

g(x)− λf0(x) = 1x>b

[

1− cosh
x− b

2
√
λ

]

g′(x)− λf ′
0(x) = − 1

2
√
λ
1x>b sinh

x− b

2
√
λ

g′′(x)− λf ′′
0 (x) = − 1

4λ
1x>b cosh

x− b

2
√
λ

= −1

4
f0(x),

and thus f0 is a particular solution. We have:

f0(1) + f0(−1) = f0(1)− f0(−1) = f0(1) =
1

λ
cosh

1− b

2
√
λ

∫ 1

−1
f0(x)dx =

∫ 1

b

1

λ
cosh

x− b

2
√
λ
dx =

2√
λ
sinh

1− b

2
√
λ

∫ 1

−1
xf0(x)dx =

∫ 1

b

1

λ
x cosh

x− b

2
√
λ
dx =

∫ 1

b

1

λ
b cosh

x− b

2
√
λ
dx+

∫ 1

b

1

λ
(x− b) cosh

x− b

2
√
λ
dx

=
2b√
λ
sinh

1− b

2
√
λ

+
2√
λ

[

(1− b) sinh
1− b

2
√
λ

− 2
√
λ cosh

1− b

2
√
λ

]

=
2√
λ

[

sinh
1− b

2
√
λ

− 2
√
λ cosh

1− b

2
√
λ

]

.

Thus

1

2
=

1

2
√
λ
sinh

1− b

2
√
λ

+ cosh
1− b

2
√
λ

+ 2λA
[ 1

2
√
λ
sinh

1

2
√
λ
+ cosh

1

2
√
λ

]

1

2
=

1

2
√
λ
sinh

1− b

2
√
λ

+B
√
λ cosh

1

2
√
λ
,
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which allows to solve for A and B. Moreover

∫ 1

−1
f(x)g(x)dx =

∫ 1

−1
g(x)

[

f0(x) +A cosh
x

2
√
λ
+B sinh

x

2
√
λ

]

dx

=
2√
λ
sinh

1− b

2
√
λ

+ 2A
√
λ
[

sinh
1

2
√
λ
− sinh

b

2
√
λ

]

+ 2B
√
λ
[

cosh
1

2
√
λ
− cosh

b

2
√
λ

]

=
2√
λ
sinh

1− b

2
√
λ

+
1√
λ

[

1
2 − 1

2
√
λ
sinh 1−b

2
√
λ
− cosh 1−b

2
√
λ

]

1
2
√
λ
sinh 1

2
√
λ
+ cosh 1

2
√
λ

[

sinh
1

2
√
λ
− sinh

b

2
√
λ

]

+
1− 1√

λ
sinh 1−b

2
√
λ

cosh 1
2
√
λ

[

cosh
1

2
√
λ
− cosh

b

2
√
λ

]

,

which is our desired quantity (multiplied by 2). This quantity is maximized at b = 0, for which we have
the value:

2√
λ
sinh

1

2
√
λ
+

1√
λ

[

1
2 − 1

2
√
λ
sinh 1

2
√
λ
− cosh 1

2
√
λ

]

1
2
√
λ
sinh 1

2
√
λ
+ cosh 1

2
√
λ

[

sinh
1

2
√
λ

]

+
1− 1√

λ
sinh 1

2
√
λ

cosh 1
2
√
λ

[

cosh
1

2
√
λ
− 1

]

=
1√
λ

[

1
2 +

1
2
√
λ
sinh 1

2
√
λ
− cosh 1

2
√
λ

]

1
2
√
λ
sinh 1

2
√
λ
+ cosh 1

2
√
λ

[

sinh
1

2
√
λ

]

+
[

1− 1√
λ
sinh

1

2
√
λ

]

·
[

1− 1

cosh 1
2
√
λ

]

=
[

1 +
1/2

1
2
√
λ
sinh 1

2
√
λ
+ cosh 1

2
√
λ

] 1√
λ
sinh

1

2
√
λ
+

[

1− 1√
λ
sinh

1

2
√
λ

]

·
[

1− 1

cosh 1
2
√
λ

]

=

1
2
√
λ
sinh 1

2
√
λ

1
2
√
λ
sinh 1

2
√
λ
+ cosh 1

2
√
λ

+
[

1− 1

cosh 1
2
√
λ

]

+
1√
λ

sinh 1
2
√
λ

cosh 1
2
√
λ

.

The maximal leverage score has thus order 1
2
√
λ
.

C.3 Fourier feature

We consider g(x) = eiωx so that we can obtain both cosωx and sinωx. Then we can take f0(x) =
ω2

λω2+ 1
4

eiωx

as a special solution, since

λf ′′
0 (x)−

1

4
f0(x) = ω2−λω2 − 1

4

λω2 + 1
4

eiωx = g′′(x).

We get, from Eq. (8) and Eq. (9):

2 cosω =
ω2

4λω2 + 1

1

iω
2i sinω +

λω2

λω2 + 1
4

2 cos ω +A
[√

λ sinh
1

2
√
λ
+ 2λ cosh

1

2
√
λ

]

2i sinω =
ω2

4λω2 + 1

[ 1

ω2
eiωx(1− iωx)

]1

−1
+

λω2

λω2 + 1
4

2i sinω +B
√
λ cosh

1

2
√
λ
.
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This leads to explicit formulas for the constants A and B:

2 cos ω − 2ω sinω

4λω2 + 1
= A

[√
λ sinh

1

2
√
λ
+ 2λ cosh

1

2
√
λ

]

2i sinω

4λω2 + 1
=

1

4λω2 + 1

[

2i sinω − 2iω cosω
]

+B
√
λ cosh

1

2
√
λ
, leading to

2iω cosω

4λω2 + 1
= B

√
λ cosh

1

2
√
λ
.

We then get

A =
2cosω − 2ω sinω

4λω2 + 1

1√
λ sinh 1

2
√
λ
+ 2λ cosh 1

2
√
λ

B

i
=

2ω cosω

4λω2 + 1

1√
λ cosh 1

2
√
λ

.

Thus, the solution for g(x) = cosωx is f(x) =
ω2

λω2 + 1
4

cosωx + A cosh
x

2
√
λ
, while the solution for

g(x) = sinωx is f(x) =
ω2

λω2 + 1
4

sinωx+
B

i
sinh

x

2
√
λ
.

Thus, we can compute for g(x) = cosωx
∫ 1

−1
f(x)g(x)dx =

∫ 1

−1
cosωx

[ ω2

λω2 + 1
4

cosωx+A cosh
x

2
√
λ

]

dx

=
ω2

λω2 + 1
4

(

1 +
1

2

sinω

ω

)

+A

∫ 1

−1
cosωx cosh

x

2
√
λ
dx

=
ω2

λω2 + 1
4

(

1 +
1

2

sinω

ω

)

+
2A

ω2 + 1
4λ

[ 1

2
√
λ
cosω sinh

1

2
√
λ
+ ω sinω cosh

1

2
√
λ

]

.

For g(x) = sinωx, we get:
∫ 1

−1
f(x)g(x)dx =

∫ 1

−1
sinωx

[ ω2

λω2 + 1
4

sinωx+
B

i
sinh

x

2
√
λ

]

dx

=
ω2

λω2 + 1
4

(

1− 1

2

sinω

ω

)

+
B

i

∫ 1

−1
sinωx sinh

x

2
√
λ
dx

=
ω2

λω2 + 1
4

(

1− 1

2

sinω

ω

)

+
2B/i

ω2 + 1
4λ

[ 1

2
√
λ
sinω cosh

1

2
√
λ
− ω cosω sinh

1

2
√
λ

]

.

We thus obtain the two leverage scores (divided by 2). We notice that the two leverage scores tend to
1/(2λ) for ω tending to infinity, which is the largest value for all ω.

C.4 Empirical comparisons

As detailed in [25, Appendix A], we can estimate the leverage scores from a grid in [−1, 1] with n points
by computing

∑n
i,j=1ϕ(xi, v)ϕ(xj , v)

[

(K + nλI)−1
]

ij
, and compare with the theoretical expression found

above, which match. See Figure 3.
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Figure 3: Comparison of empirical and theoretical leverage scores for neural network feature (left) and
Fourier features (right). We used λ = 10−3 and n = 4096.
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