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Modeling framework unifying contact and social networks

Didier Le Bail, Mathieu Génois, and Alain Barrat
Aiz Marseille Univ, Université de Toulon, CNRS, CPT, Marseille, France
(Dated: January 18, 2023)

Temporal networks of face-to-face interactions between individuals are useful proxies of the dy-
namics of social systems on fast time scales. Several empirical statistical properties of these networks
have been shown to be robust across a large variety of contexts. In order to better grasp the role
of various mechanisms of social interactions in the emergence of these properties, models in which
schematic implementations of such mechanisms can be carried out have proven useful. Here, we put
forward a new framework to model temporal networks of human interactions, based on the idea of a
co-evolution and feedback between (i) an observed network of instantaneous interactions and (ii) an
underlying unobserved social bond network: social bonds partially drive interaction opportunities,
and in turn are reinforced by interactions and weakened or even removed by the lack of interactions.
Through this co-evolution, we also integrate in the model well-known mechanisms such as triadic
closure, but also the impact of shared social context and non-intentional (casual) interactions, with
several tunable parameters. We then propose a method to compare the statistical properties of each
version of the model with empirical face-to-face interaction data sets, to determine which sets of

mechanisms lead to realistic social temporal networks within this modeling framework.

I. INTRODUCTION

Social systems evolve at many different spatio-
temporal scales, from individual decision-making or in-
teractions to the history of civilisations. The study of
social networks, where individuals are represented by the
nodes of the networks and links (ties) are summaries
of their social interactions, has proven to be a valuable
framework to understand the structure and evolution of
these interactions [1-3]. To this aim, empirical data on
social interactions have largely been collected through
surveys [4, 5] or direct observation [6, 7].

Recent technological developments have made data
available at high temporal and spatial resolution [8-14],
providing new proxies of social relationships and making
it possible to describe social networks of face-to-face in-
teractions at the spatial scale of a single place such as a
conference, a school or a workplace, at time scales rang-
ing from one minute to several days, even if such proxies
do not include information about possible discussions or
even physical contact, nor about which partner initiated
the interaction [7].

The resulting data are typically represented as tempo-
ral networks [15, 16], where we associate a node to each
social agent and we draw an edge between ¢ and j at time
t if ¢ and j were interacting at time ¢: this has allowed to
study the statistical properties of a number of relevant
observables such as the duration of interactions, or the
time elapsed between consecutive interactions. The re-
sulting distributions are typically broad with robust func-
tional shapes across contexts [8, 11, 14]. Aggregating the
interactions along the temporal dimension can also make
structures at larger time scales visible: aggregated inter-
action networks typically exhibit a small world topology,
a high clustering coefficient and broad distributions of
edge weights (the edge weight being defined as the ag-
gregated duration of interactions along that edge), with
similar shapes in different social contexts [11].

The robustness of these properties has motivated the
search for models of temporal networks that could repro-
duce the observed statistical distributions at diverse time
scales [17-21], with a dual aim: on the one hand, under-
standing which social mechanisms lead to the emergence
of these properties, and, on the other hand, producing
synthetic realistic data sets that can be of use to study
dynamical processes on temporal networks.

The main social mechanisms implemented in such
models include (i) reinforcement processes, where the
probability for two nodes to interact with each other in-
creases after each interaction, leading to broad distribu-
tions of contact durations and edge weights in the ag-
gregated network [17, 19, 20]; (ii) triadic closure, which
states that a node is more likely to interact with a neigh-
bour of a neighbour, and has been shown to account for
the high clustering coefficient of the aggregated network;
(iii) “memory loss process”, which can be random or tar-
get unused social ties [21, 22], and contributes to the
emergence of community structure in the aggregated net-
work of social systems [21, 23, 24].

In this paper, we extend the modeling of temporal net-
works of face-to-face interactions in two main directions.
On the one hand, we go beyond the commonly consid-
ered observables mentioned above, as they do not cover
the entire complexity of the empirical networks’ struc-
tures. We do not intend to answer the question of which
list of observables would fully characterize a social sys-
tem represented as a temporal network, as this question
is not fully answered even for static network represen-
tations [25]. However we extend the set of commonly
used observables: we consider the distributions of the
node activity duration and interduration, and of the du-
ration of newly established edges, as well as structural
patterns such as the size of connected components in the
instantaneous graph of interactions, and spatio-temporal
patterns like Egocentric Temporal Networks (ETN) [26],
which have recently been shown to be useful building



blocks to decompose a temporal network [27].

On the other hand, we propose a modeling framework
based on a core hypothesis: the existence of an underly-
ing (not observable) directed temporal network called the
social bond graph B, which co-evolves with the observed
temporal network of interactions denoted G. The weight
of an edge in B, B;;(t), represents how much 4 is inclined
to interact with j at time ¢ (B is thus directed as the in-
clination of 7 towards j can differ from the inclination of
Jj towards ¢), while the undirected temporal edge G;;(t)
is simply 1 if ¢ and j interact at ¢t and 0 otherwise. The
evolutions of B and G follow two feedback mechanisms.
First, B(t) guides the interactions that will take place at
t, i.e., influences the edges of G(t). Second, interactions
have an impact on social bonds through a reinforcement
mechanism [22]: if an interaction occurs between 4 and j,
then B;; increases. Moreover, we take into account that
the time and energy spent to maintain the tie with an
individual is taken from a finite interaction capacity and
is thus time not spent with others [28, 29]. Therefore, if
7 and j do not interact but ¢ interacts with another agent
k at t, B;; decreases [22].

We integrate this framework within a well-known
framework for temporal network modelling, the Activity
Driven (AD) model [30]: in this model, nodes represent-
ing social agents are endowed with an intrinsic “activity”
quantifying their propensity to form edges at each time
step. The initial model [30] has been refined to intro-
duce memory of past interactions (ADM model), as well
as triadic closure and renewal of agents [20, 21, 31]. Here,
through the co-evolution of the instantaneous network of
interaction G and the social bond network B, we modify
the implementation of these mechanisms, and integrate
additional ones, namely: (i) the possible disappearance
of a directed social bond when it becomes too weak; (ii)
the influence of social context (e.g., two social agents be-
longing to the same group of discussion, having common
neighbours, are more likely to interact with each other);
(iii) the distinction between intentional and casual inter-
actions driven by the context.

To investigate which of the proposed mechanisms are
relevant for the study of social systems, we test several
variations of the resulting models. We put forward a sys-
tematic way to compare them with empirical data sets,
by computing the distance between model generated and
empirical distributions for a given collection of observ-
ables. We use this method to optimize the parameters
for each model version, and then to rank versions accord-
ing to their distance to empirical data.

II. FRAMEWORK
A. Interaction and social bond graphs

Our framework consists in laws of evolution for two
temporal networks, an interaction graph G and a social
bond graph B. We recall that a weighted temporal net-

work g can be defined in discrete time as:
g:NxV? RV
(ta Zv]) — gij (t)

where V is the set of nodes and g;;(t) is the weight of the
edge (i,7) at time t. We denote by N = |V/| the number
of nodes.

The interaction graph G is an undirected and un-
weighted temporal network in discrete time, with finite
duration T. The N nodes of G represent social agents,
and G;;(t) = 1 is interpreted as the fact that ¢ and j
are interacting at time t (else, G;;(t) = 0). We denote
by E(t) the set of such active edges of G at t. The so-
cial bond graph B is a directed and weighted temporal
network, on the same N nodes and same timestamps
as G: the weight B;;(t) stands for the social affinity
of i towards j at t. The egonet of i at time ¢ is de-
fined as the set of neighbours of ¢ in B at time ¢, i.e.
w(B(t)) = {j|Bij (1) > 0}.

We note here that we consider only positive interac-
tions, for both G and B. While negative (hostile) inter-
actions do occur in social networks, and negative social
bonds exist as well, they are indeed typically difficult to
observe concretely [32]. In fact, negative social bonds
are often deduced from an avoidance of interactions (i.e.,
two individuals interacting less than expected by chance)
[32-35], an assumption that has been shown to be able
to provide support to social theories such as the social
balance theory [33, 34]. Here therefore we do not distin-
guish between an absence of interaction or of social bond
and a negative one.

The evolutions of G and B are dependent on each other
along the following lines. First, interactions taking place
at t depend on interactions at the previous time: indeed,
two agents belonging to the same group of discussion
are more likely to interact in a close future. This can
be formalized for instance by the existence of common
neighbours in G at the previous time step, giving rise to
an influence of G(t — 1) on G(¢).

Agents also choose their partners based on a long-term
memory of their previous interactions. In particular, the
more two nodes have interacted with each other in the
past, the more likely they are to interact in the future.
Hypothesizing that the edge weights of B can encode this
memory effect, it follows that the social bond weights at
t also influence G(t) (a node will more likely choose a
partner with whom it has a high affinity).

Reciprocally, the social bond graph is updated accord-
ing to the interaction graph, following the reinforcement
process of [22]: the weight B;; increases if ¢ and j interact
with each other, and stays the same or decreases if they
do not:

Gij(t) >0 = Bij(t + 1) > Bij(t)
Gij<t) =0 = Bij(t + 1) < Bij(t).

We initialize B;; as being 0 for all times before the
first interaction between ¢ and j on G: Vt € N,Vi,j €
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FIG. 1. Sketch of the dependencies between the in-
teraction graph G and the social bond graph B. Edges
having a higher weight in the social bond graph B(¢) are more
likely to activate, i.e. to be part of the interaction graph G(t).
The computation of B(¢ + 1) is done in two steps: first B is
updated by the feedback of which edges were active in G(¢):
unused ties decay while used ties strengthen. The output of
this first step is denoted by B(t+ %) because it refers to an in-
termediary step between B(t) and B(t+ 1), which is obtained
from B(t + %) by a pruning process, consisting in removing
weak unused social ties. The arrow from G(t — 1) to G(t) is
of a different nature than the arrow from B(t) to B(t + 3).
The latter accounts for the inertia of the social bond graph,
as B can only encounter gradual change from one time to the
next (implementing long-term memory). On the contrary, the
arrow from G(t — 1) to G(t) does not ensure that G(t) will
be similar to G(t — 1): it simply describes a short-term social
context memory through the fact that the more two nodes
share partners in G(¢t — 1), the more likely they are to be
partners in G(t).

V,Gij(1) = 0,¥7 <t = By(1) = 0,V7 < t, thus
assuming that no pre-existing social bonds exist between
the nodes.

In summary, G(¢) is determined both by G(¢t — 1) and
B(t), and in return, B(t + 1) is determined by G(t) and
B(t) (see Fig. 1).

B. Social mechanisms

We use the framework described above to model sev-
eral social mechanisms.

The first mechanism is a short-term reinforcement pro-
cess with a long-term memory, through the co-evolution
of G and B: social agents remember with whom they
have interacted and reinforce their social ties with their
partners at each interaction, while unused ties weaken.
In addition, we assume that weakened ties may vanish:
at each timestep B;; has a certain probability to be reset
to zero. To capture the realistic assumption that a node
tends to shorten unfruitful partnerships to save time or
energy, this probability increases as B;; decreases.

The second mechanism we consider is the cyclic closure
in the social bond graph B. This mechanism captures the
fact that, when a social agent initiates a new partnership,
it may give the priority to the partners of its partners.
Through this mechanism, the existing social bonds drive
thus the interactions on G.

The third mechanism grasps the fact that two nodes
belonging to the same group of discussion are more likely
to start interacting together, whether or not they know
each other [36]. This can be translated by an increased
probability of interaction in G(t) between nodes that
were in the same connected component of G(t — 1) or,
more simply, between nodes that had common neighbors
in G(t —1).

The fourth mechanism is a dynamic triadic closure
driven by the current context, accounting for the fact
that if a node interacts simultaneously with two differ-
ent nodes, these nodes are likely to also be interacting
with each other. It is important to note that this mech-
anism leads to interactions that are contextual and may
thus be of a fundamentally different social significance
than intentional ones. In particular, we will take into
account that contextual and intentional interactions on
G(t) might not influence the evolution of the social bonds
in B in the same way.

The four mechanisms are summarized in Figure 2.

C. Model implementation

Let us now translate the mechanisms described into
microscopic rules of evolution. To this aim, we focus on
the AD model in discrete time [20, 21, 30]: each node is
endowed with an intrinsic activity parameter a;, which
gives its probability to be active at each time step. The
difference between an active node and an inactive node is
that only active nodes can emit intentional interactions.

1. Crreation of the temporal edges of G(t)

At each time ¢, each active node ¢ makes m; attempts
of intentional interactions, in a way depending on the
interactions at the previous time step (G(t—1)) and of the
current social bond graph (B(t)). At each such attempt:

e With probability pg, i will extend its egonet, i.e.,
create an interaction with a node j with whom it
has no social bond (B;;(t) = 0). In this case, i
chooses an interaction partner either uniformly at
random (with probability p,), or, with probabil-
ity 1 — p,, by triadic closure driven by the social
bond graph B (second mechanism above): i cre-
ates an interaction in G(t) with a neighbour j of a
neighbour & in B(t). Moreover, the choice of k and
j are driven by (i) the weights in the social bond
graph, B;i(t) and By;(t), and (ii) the possible ex-
istence of a recent common social context (third
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FIG. 2. Social mechanisms. We focus on the node 4 for

two consecutive time steps t — 1 and ¢, so that we do not
represent all the ties of B. (i) reinforcement: i interacts with
j at t — 1, leading to a reinforcement of the social affinity of 4
towards j: B;;(t) > Bij(t —1). (ii) cyclic closure: at t — 1, i
decides to interact with a new partner. First ¢ picks a known
partner j and then a known partner | of j. The tie By is
created at t. (iii) weakening: while k is part of the egonet of ¢,
i does not interact with k at t —1. This results in a weakening
of the social affinity of ¢ towards k: Bix(t) < Bix(t — 1).
(iv) social context: the social affinity of i towards m at t is
temporarily increased by their common partners in G(t — 1).
(v) dynamic closure: once the intentional interactions have all
been drawn at ¢, (m,3,1) is an open triangle in G(t), which is
likely to close because m and [ are interacting with the same
agent.

mechanism). Specifically, the first neighbour k is
chosen with probability P(i — k) x Byx(t), ie.,
using the social affinity (independently from a so-
cial context). The choice of j as a neighbour of k
can be interpreted as a recommendation from & to
1; therefore, we include here the influence of a social
context recently shared by k and j, and j is chosen
among all neighbours of k£ with probability:

P(k — ) o< cgj(t — 1) By (t). (1)
The coefficient ¢;(t) is defined as:

cki(t) = 1+ [ (G(8) Ny (GO (2)

representing the boosting of the social affinity by
the potential sharing of common neighbours in the
previous time step (7¢(g) denotes the set of neigh-
bours of a node ¢ in a graph g).

e With probability 1 — pg, ¢ does not extend its
egonet, i.e., interacts with one of its neighbours
in B. This neighbour j is chosen with probabil-
ity P(i = j) o< ¢;;(t — 1)B;;(t), i.e., proportionally
to 4’s affinity towards j, boosted by the potential
existence of common neighbours in G at the previ-

ous timestep (first and third mechanisms).

In addition to these intentional interactions, casual,
contextual interactions can occur (fourth mechanism). To

Dij X pcbikbrjci;

FIG. 3. Dynamic triadic closure. After computation
of the intentional interactions in G(t), we identify its open
triangles. Here (i, k, ) is such an open triangle with edges
(i,k) and (k,j) (black straight lines). Closing the triangle
means either ¢ decides to interact with j (probability p;;), or
vice-versa (probability pj;). pi; depends both on how close
are ¢ and j in the current social context (c;;) and how close
they are relatively to their common partner of discussion (b;x
and bg;): if ¢ gives a lot of attention to k, and k a lot of
attention to j, then it is likely that ¢ and j will interact.

take this into account, we implement here a variation of
the dynamic triadic closure. Namely, we consider that
for each open triangle in G(¢) made up of two intentional
interactions e.g. (i,k) and (k,j), i and j interact with
each other with probability P.(i,k,j) in a contextual,
non intentional manner. For the open triangle (i, k, j) to
close, either 7 or j has to propose the contextual interac-
tion. Denoting the probability that ¢ decides to close the
triangle by p;;, we have:

Pe(iyk,j) =1— (1 —piz)(1 —pji) (3)

In our implementation (Fig. 3), p;; takes also into
account whether or not ¢ is in the active state: as only
active nodes can emit interactions, p;; = 0 if ¢ is inactive.
Moreover, we assume that it depends both on the instan-
taneous social affinity b;; of ¢ towards k£ and the instan-
taneous social affinity by; of k towards j. We define this
instantaneous social affinity of a node ¢ towards a node
m as follows: if m is part of the egonet of £, then we sim-
ply define by, as P(¢ — m), i.e. bpy X Com(t —1)Bem (t);
if instead By, is zero, we use by, = py (probability that
¢ grows its egonet). We thus use:

* 1+ pebis (8)brj (8) (i (¢ — 1) — 1)
where 0 < p, < 1is a free parameter (we use ¢;; measured
at t — 1 as previously, as it is the social context of the
previous time step that influences the link creation at t).
This form ensures that p;; grows with pebirbijci; (i.e., is
influenced by the social affinities and by the context) and
remains between 0 and 1.

2. Ewolution of the social bonds of B(t)

The interaction graph at ¢, G(t), is thus composed of
the intentional and contextual interactions of all active



nodes at t. We denote the set of intentional interactions
by I(t), and the set of contextual ones by C(t). These in-
teractions determine the change in the social bond graph
from time t to the next time step ¢t + 1. The corre-
sponding update (first mechanism) consists in two steps:
a Hebbian-like process and a pruning process. During
the Hebbian process, edges of B(t) are either reinforced,
weakened or let invariant, according to the rule intro-
duced in [22]: if a node 7 interacts with j but not k, then
B;; and Bj; may be reinforced, but B;j, is weakened (see
Figure 4). If 4 has no interaction at all, its social bonds
are not changed.

As a refinement of the reinforcement rule [22], we in-
troduce a distinction between contextual and intentional
interactions. To this aim, we denote by R(t) the set of
social ties that will be strengthened between t and ¢ + 1,
and by W(t) the set of ties that cannot be weakened
(among the ties starting from nodes that have an inter-
action in G(t), as the nodes with no interaction at ¢ are
not affected).

We choose R and W depending on the roles we give
to intentional and contextual interactions. A first possi-
bility is to put all interactions on an equal footing: then
all active edges are reinforced independently on whether
they were intentional or contextual, i.e. R=W =TUC.
If we consider only intentional interactions as relevant,
and contextual interactions as noise, then edges from C
are not taken into account in the process: R =W = I.
Finally, if we consider that contextual interactions are
neutral, they should give rise neither to a reinforcement
nor to a weakening, i.e. R =1 and W = I UC. These
possible choices are summarized in Table I.

Interpretation ‘ R ‘ w
all interactions are equivalent |IUC|IUC
context interactions are neutral| [ |IUC

context interactions are noise I 1

TABLE I. Choices for the update of B.

To precisely define the process, we need to specify at
which rate a given tie strengthens or weakens. We denote
strengthening rates by a and weakening rates by 5. In
order to keep the weights of social ties bounded between
0 and 1 [22], we also consider rates in [0, 1], and we as-
sume them constant. While these rates are also uniform
in [22], we consider here that they can be different for dif-
ferent individuals or different ties. We write the general
evolution rules as:

. Bij(t+1) =B
v(i,j) € R {Bﬁ(t +1) = Bji(t) 4+ aji(1 —

and:

Vi€ R,Vk, (i,k) ¢ RUW, By,(t + 1) = (1 — Bi) Bir(t)
(6)
where R denotes the set of nodes involved in the links of
R: R={i|3j,(i,j) € R}.

B(t-1)

EXPONENTIAL
k HEBBIAN PROCESS

G(t-1)

FIG. 4. Sketch of the Hebbian-like process describing
the evolution of the directed social bond weights from B(t—1)
to B(t) due to the interactions in G(t — 1). Active edges are
reinforced, inactive ties starting from an interacting node are
weakened, and ties starting from a non-interacting node are
unchanged.

Note that in the original ADM model [21], the social
bond weights are not bounded, and simply increase by 1
at each interaction.

To obtain B(¢ + 1), we include an additional step,
namely a pruning of the social bonds, to take into ac-
count the fact that weak social bonds might vanish (in
the original ADM instead, node disappearance is imple-
mented uniformly at random [21], i.e., with no relation
to the actual social bonds).

To quantify how weak is a directed tie (Z,7), we com-
pare the probability P(i — j) o« B;; that i selects
7 among all its neighbours to interact with, with this
same probability if all ties starting from i had the same
weight. Denoting by d¢“* the number of out-links of i in
B(t), a homogeneous partition of i’s interest towards its
neighbours would correspond to Phom (i — j) = 1/d2"t.
Therefore, we use as the probability to remove the di-
rected tie (i, j):

Vi€ R,Vj, (i,5) ¢ RUW,
Py(ij) = exp (=Ad{"' P(i — 7)) (7)

where A is a tunable parameter. P;(ij) is thus large if
P(i — j) is smaller than its homogeneous counterpart,
and decreases exponentially when the importance of j for
1 increases.

8. Model versions

Even within the model implementation described in
the previous paragraphs, we can define various versions
of the model, with for instance different values or distri-
butions of the parameters. Therefore, we first define a
baseline version (version V1) with the following features:

e q; is drawn from a power-law of exponent -1 with

bounds ™™ and a™?*;



e m; is drawn from a uniform law in [1, m™*];

® «;; = f;j = oy depends only on 4, and «; is drawn
from a power-law of exponent -1 with bounds 0.001
and 1;

e the social context at the previous time step is
taken into account through ¢;;(t — 1) = 1+

(Gt = 1) N (G = 1);

e contextual interactions are neutral (R = I, W =
I'UC, see Table I);

e the remaining free parameters are: py, py, De, A.

We then implement variations with respect to the base-
line, by changing in each case only one of the mecha-
nism implementations, as summarized in Table II. We
call these versions adjacent versions, because they differ
from the baseline in one aspect only. We tested 12 ad-
jacent versions, numerated from 2 to 13. The version 14
corresponds to the original ADM of [21], with the follow-
ing properties:

e the egonet growth rate is not constant. Instead of
having a fixed probability p, of growing its egonet,
each node 7 grows it with a probability depending
on its egonet size: py(i) = ﬁ?m, where c € Nis a

model parameter;

e the recent social context is not taken into account:
the direct influence of G(t — 1) on G(t) is cut off,
ie. ¢j(t) =1,

e 1o contextual interactions are considered, i.e. p, =
0;

e B has a linear reinforcement process B;;(t + 1) =
B;;(t) + 1 for each (ij) in G(t), and weakening of
unused social bonds is not considered;

e a node pruning process: instead of removing social
ties, we remove social agents with a constant prob-
ability pg. After removing the social agent i, we
reinsert it into the system to keep the number of
agents constant, but with B;; = 0 Vj.

This version is thus actually a composite version (i.e.,
obtained by combining adjacent ones), because it differs
from the baseline in more than one aspect.

III. COMPARISON WITH EMPIRICAL DATA
SETS

We consider as references several publicly available em-
pirical data sets describing face-to-face interactions in
different contexts, namely two scientific conferences, two
schools and a workplace (See Table IIT and Supplemental
Material, SM). As our aim is to evaluate which hypothe-
ses made on some social mechanisms yield realistic tem-
poral networks, we will thus evaluate how close are the

temporal networks G generated by each model version to
each reference empirical data set. Note that we compare
G and not B, as the empirical data sets correspond to
instantaneous interactions.

The properties of the temporal networks generated by
each model version naturally depend on the version pa-
rameters. Some can be extracted or estimated directly
from the reference data set: the number of nodes N, the
duration T, and the observed minimum and maximum
node activities, agg;‘ and apt*. The other parameters
are however a priori unknown and tunable. To limit the
number of free parameters, we fix the bounds for the
power-law followed by the strengthening and weakening
rates of the social bonds, a;; and S;; (with o™i = 0.001
and o™®* = 1). The list of remaining free parameters for
each model version is given in Table IV.

Our procedure is thus the following: we first define a
set of observables of interest, and a comparison method
(a distance) between the outcome of each model version
and each reference data set. For each reference and ver-
sion, we then use a genetic algorithm to find the param-
eter values minimizing their difference. Note that these
optimal parameter values can be different for different
references.

For each observable O, we can then gather the com-
parison between each model M and each empirical refer-
ence E into a distance tensor D[O] s g, and subsequently
rank all model versions by giving them a score for each
observable: the higher the score, the closer the model ob-
servable with respect to the empirical ones. Combining
the ranks for all observables yields then a global ranking
of models.

A. Observables

As face-to-face interactions are local in space and time
it seems natural to study observables related to small
spatio-temporal scales, like nodes, edges or small sub-
graphs. The simplest observables related to such an ob-
ject ob are:

e its activity duration: number of consecutive time
steps ob exists in the temporal graph;

e its interactivity duration: number of consecutive
time steps ob is absent from the temporal graph;

e its aggregated weight: number of times ob has been
present in total in the temporal graph;

e its newborn activity: number of consecutive time
steps ob exists just after its first occurrence in the
temporal graph.

If 0b is not a trivial sub-graph like nodes or edges, its size
can also be an observable of interest.
Let us now recall some useful definitions:



social mechanisms

version number
1 2 3 4 6 7 8 19| 10 11 |12 13 14
social context Yes - - - No - - - - - - - - No
additional interactions neutral - - - equivalent |noise|None| - - - - - None
egonet growth constant - - variable - - - |- - - - - variable
social bond graph update
Hebbian process a; linear - - - - - alai, Bilaig, Bij| - - linear
(R, W) (I,IuC) - - - (quc,rue)|U,D|U,D|-| - - - - (I, 1)
Pruning process social tie - |social agent - - - - |- - - - - social agent
m; U1, m=>])| - - - - - - |- - - - |constant| constant
node activity a; - - - - - - - - - a - -

TABLE II. Model versions. The version 1 is the baseline version, while the version 14 is the original ADM. The symbol -
means identical to the baseline version. In the row entitled “additional interactions”, we precise the role of the interactions
obtained through the dynamic triadic closure mechanism. The indication “None” means that this mechanism does not exist,
i.e. p. = 0. In the row entitled “Hebbian process”, a symbol a; alone means three things. First, the Hebbian process used is
an exponential process. Second a;; = fij = a;, and third a; is drawn independently for each i from the same power-law of
exponent —1. Similarly in the row entitled “node activity”, a symbol a; means that a; is drawn from a power-law of exponent -1
independently for each node. On the contrary, an unscripted symbol, like a or o, means that the same value is assigned to every
node. We put an additional symbol §; or 8;; when the decay rate is drawn independently from the strengthening rate. However,
i, Bi, auj, Bij are all drawn from power-law distributions with the same exponent -1. In the row titled “m;”, the symbol

U([1,m™*]) means that m; is drawn independently for each 4 from the uniform law on the set of integers {1,2,..., m™*}.
name |nodes|timestamps|temporal edges|  the diversity of the interaction partners of a given node
Conferences cong(; é‘{;i i ggg ;gg ggé (the ego, in red in Fig. 6) at d consecutive times. In Fig.
con 6, each ETN reads from left to right (time flow direc-
Schools . utah 630 1250 353 708 tion). Green circles represent neighbors of the red node.
highschool3| 327 7 375 188 508 An horizontal edge is drawn between two circles iff the
Workplace | work2 | 217 | 18 488 78 249 5 y

TABLE III. Sizes of the empirical data sets considered
in this paper.

a. event: (see also Figure 5) An event is the combi-
nation of an edge (4, j), a starting time ¢y and a stopping
time ¢y such that (4, 7) is inactive at ¢ — 1 and ¢y + 1,
and is active V¢ such that to <t <1y.

b. bursty period [18]: Two events are defined as ad-
jacent if they are defined on the same edge and if the
delay between them is less than a given time lapse At. A
bursty period is a maximal collection of adjacent events
(see Fig. 5).

c. aggregated network: The aggregated network on
the whole temporal interval [1,77] is the weighted undi-
rected graph A such that A;; is the aggregated weight of
the edge (i,7), i.e., the number of time steps such that
Gi;(t) =1L

d. aggregation level: We define the interaction
graph aggregated at level n, G(™, as follows: (i,j) €
GM(t) < (i,7) € G([nt,n(t+1)[). Note that G™ is
unweighted and undirected. We have GV = G, and G(T)
is an unweighted aggregated network on the all temporal
interval. Observables of G(™) are called the observables
at aggregation level n.

e. FEgocentric Temporal Network (ETN) [26, 27]:
An ETN (see Fig. 6) corresponds to a representation of

correspond to the same node at different times. The du-
ration of an ETN is called its depth. A (d,n)—ETN is
an ETN of depth d and aggregation level n.

f- ETN vector: An ETN vector is a vector V where
the component V; is the aggregated weight of the ETN 4.

We can now define the set of observables we will use
to characterize and compare the temporal networks. The
observables related to (temporal) subgraphs are (see ta-
ble V):

e aggregated weights for edges, (2,1)-ETN and (3,1)-
ETN:

e size of connected components of the interaction
graph;

e activity and interactivity duration for nodes and
edges;

e newborn activity for edges;
e number of events per bursty period (Fig. 5).
In addition, we also consider:
e the clustering coefficient of the aggregated network;
e the degree assortativity in the aggregated network;

e the (3,n)-ETN vector including the weights of
ETNs computed in the aggregation levels n from
1 to 10: this allows to take into account various
timescales in a single observable.




related versions |parameter nature |parameter bounds| related mechanisms
PDu all except 4 and 14 probability 0.001 -1 egonet growth
Dg all except 4 and 14 probability 0.001 — 1 egonet growth
Pe all except 4 and 14 probability 0.001 — 1 dynamic triadic closure
é Pd 3,14 probability 0.001 —1 node pruning
qg') a 12 probability alBin _ gmax interaction proposal
§ min all except 12 probability amin _ gmax interaction proposal
g max all except 12 probability amin 1 interaction proposal
H o 9 rate 0.001 — 1 Hebbian process
A all except 3 and 14 intensity 0.01 — 10 edge pruning
4,14 integer 1-4 egonet growth
m 13,14 integer 1-4 interaction proposal
m™** |all except 13 and 14 integer 1-4 interaction proposal

TABLE IV. Free parameters of the models.

object

nodes |edges|events

(2,1)-ETN|(3,1)-ETN |connected components of G(t)

aggregated weight X

X

activity duration

activity interduration

X | X | X

newborn activity

observable type

size

X

TABLE V. Sub-temporal graph observables. A (d,n)-ETN is an ETN of depth d and aggregation level n. At the crossing
between the row entitled “activity duration” and the column entitled “events”, we wrote an asterisk because the observable we
used with events as objects and activity duration as type is called the number of events per bursty period.

At

bursty period 1 bursty period 2

FIG. 5. Number of events per bursty period. The sketch
represents the activation timeline of a pair of nodes (7,7). A
grey rectangle represents an event for (¢,j), i.e. a maximal
period of uninterrupted interaction between i and j. A bursty
period is a maximal collection of events that follow each other
in time by a delay less than a given threshold, taken here
to be 3 time steps. We draw a green junction between two
consecutive events if they belong to the same bursty period,
i.e. if they are separated by At < 3 time steps, and a red
junction if At > 3. In the example shown, we obtain two
distinct bursty periods, with 3 events in the first and 2 in the
second.

B. Comparison method

1. Distance tensor

We want to quantify how close are a synthetic temporal
network and a reference empirical data set, with respect
to a given observable. In order to be able to aggregate

across observables and obtain a global distance and score,
we consider for each observable a distance bounded be-
tween 0 and 1. Moreover, we need to consider different
metrics for observables for which we have either (i) a dis-
tribution (e.g. activity durations or aggregated weights),
or (ii) only one numerical value for each network (e.g.
the clustering coefficient) or (iii) only one vectorial real-
ization (e.g., ETN vectors).

a. Point observables. Let us first consider an ob-
servable O for which we have only one realization per
data set O(D) € R, where D is the data set. Then we
take as metric:

|O(D) — O(D)]

D(Olp,pr = 2max(|O(D)l,|0(D")]) a

This metric is bounded between 0 and 1, and reaches
its maximum value only when O(D) = —O(D").

b. Observables with multiple realizations per data set
If O(D) is a variable whose distribution P can be sam-
pled, we need to consider a distance between the syn-
thetic and empirical distributions. However O(D) and
O(D’) may yield distributions not equally sampled, pos-
sibly on different supports. We choose here to obtain
distributions of equal size, by completing the least sam-
pled distribution with zeros, and compare them with the
Jensen-Shannon divergence (JSD), which is bounded be-
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FIG. 6. 10 most frequent (3,1)-ETN in two empirical
data sets. (a) data set “confl6” (scientific conference), (b)
data set “utah” (primary school in Utah). Although those
two social contexts are very different their ETNs are quite
similar.

tween 0 and 1. For two discrete distributions p and ¢:

JSD(p, q) = 3(KL(pl[m) + KL(q||m))
m=5(p+4q) (9
KL(pllm) = >, pilogy(E-)

~

We thus consider the metric:
D[Olpp = JSD(P[O(D)], P[O(D"))). (10)

c. Vector observables. Now let us consider that
O(D) € RY, with some d € N. In our context, this
corresponds to the ETN vectors. As we are interested
in the relative frequencies of the ETNs, we use the cosine
similarity:

o(D) - O(D')

sm(O(P). 0O = 1oy romy W

In fact, in the case of (3,n)-ETN, we have a family of
n vectors {v,}p=1... n: the i'" component of v, is the
ratio between the number of occurrences of the motif 4
at aggregation level p and the number of occurrences of
the most frequent motif at aggregation level p.

We thus define the similarity between the two families
of n vectors as the product of cosine similarities between

each pair of vectors at the same level of aggregation:
n
Sim(vy, ..., Up; 0], ..., 00) = Hsim(vp,v;), (12)
p=1

and the distance between the two families is 1 — Sim.

2. From distances to a score

Our goal is to understand which model versions are
best able to reproduce empirical properties observed in
a series of data sets. For each model version, and each
observable, we thus define a score by comparing the min-
imal distances between synthetic and empirical data with
the distance between empirical data sets themselves. To
this aim, given an observable O and a model version V,
we:

1. compute for each empirical data set £ its distance
0[O]y ¢ to the set of model instances, i.e., the min-
imal distance minp D[O]p ¢ over all instances D of
the model V;

2. compute the median of the distances between V and
all empirical data sets:

m3r (V) = median(5[O]y ¢) (13)
where the index £ runs over the empirical data sets;

3. compute the characteristic distance between empir-
ical data sets themselves:

mist® = median(D[O]¢ &) (14)

where the indices £, £’ both run over the empirical
data sets (€ # &');

4. compute the interquartile range of distances be-
tween empirical data sets, Q3 — Q1;

5. deduce the score of the model version V for observ-
able O:

intra __ inter
scorep (V) = o 05 _mgl (V) (15)

This procedure is illustrated in Fig. 7. A higher score
corresponds to the fact that the model version has in-
stances with statistical properties closer to the empirical
ones, for the chosen observable.

Note that, while this procedure is intended to provide
a score to models, we can also apply it also to each em-
pirical data set. The interpretation is then not a “score”,
but quantifies how close a data set is to the other ones.
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distances between empirical data distances from model to empirical data
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score(model) 0.0,
FIG. 7. Computing the score of a model. The evalu-
ated data sets consist in all versions of the models presented
in Table IT and the empirical data sets presented in Table
III. For each data set, a different score is computed for each
observable. The higher the score of a model, the closer the
distribution of the associated observable is from the distribu-
tions in the empirical data sets. Said otherwise, a higher score
means more realistic statistical properties for the associated
observable.

C. Results

We first illustrate that our approach providing a score
using the proximity tensor is compatible with a quali-
tative direct appreciation of the distributions. We then
detail the genetic tuning of the free parameters. This al-
lows us to identify the best model belonging to the class
investigated here. We then investigate in more details
the interplay between observables and the role of each
mechanism in our model, i.e., which observables change
when a given mechanism or hypothesis is changed.

1. Illustration

Figure 8 displays the distribution of several observables
for two empirical data sets corresponding to different con-
texts and three model versions. This illustrates how, for
each observable that can be sampled, a higher score is as-
sociated with a distribution closer to the empirical ones.

For point observables (the clustering coefficient and
degree assortativity of the fully aggregated network), the
score associated with a point observable does not neces-
sarily reflect the degree of proximity with an empirical
reference (not shown): this is due to the fact that these
point observables are highly variable from one empirical
data set to another.

It is more difficult to check the accordance between a
high score for the ETN vector observable and realistic
motifs because we can visualize only a few motifs. As
an illustration however, we display in Fig. 9(a) the five
most frequent motifs at aggregation level 5 of the “utah”
data set and the instances associated with this reference
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of the models with highest and lowest ETN scores. The
“utah” instance of the version with the highest ETN score
has exactly the same 5 most frequent (3,5)-ETN as the
“utah” reference, while this is not the case of the instance
of the version with the lowest score.

Figure 9(d) moreover shows the ETN autosimilarity
for three model versions and two references. We define
the ETN autosimilarity of a data set at a given depth d
and aggregation level n as the ETN similarity (defined
in IIIB1c) between the (d,n)- and (d,1)-ETN vectors
of this data set. The empirical references are highly au-
tosimilar, i.e. their ETN autosimilarity is close to 1 for
various levels of aggregation. We also display in the fig-
ure the ETN autosimilarity of three model versions (V9,
V12 and V14), using in each case the instance tuned to be
as close as possible to the reference “utah”. The higher
the score of a model version, the closer its ETN autosim-
ilarity curve to the “utah” reference.

2. Tuning the models’ parameters by a genetic algorithm

For each model version and each reference data set, we
want to obtain the parameter values that yield temporal
networks instances as close as possible to the reference.
Recall that given a reference data set and a model ver-
sion, there are three types of parameters: (i) frozen pa-
rameters that depend only on the version, like the bounds
for the power-laws of strengthening and decay rates oyj,
Bij; (ii) readable parameters that depend only on the ref-
erence, like N, T, a™i® and a2 (iii) free parameters,
that depend both on the version and the reference, that
we tune to get as close as possible to the reference data
set, e.g., p. or m™** (see Table IV for the list of param-
eters).

To tune the free parameters, we use a genetic algo-
rithm (described in the SM), with a fitness set to the dis-
tance between the reference data set and the instance of
the temporal network generated by the model. However,
computing the distances for all observables is computa-
tionally costly while, in a genetic algorithm, the fitness
computation should be fast as it is computed at each
iteration and for each genetic sequence. Therefore, we
choose here to use as fitness only the distance relative to
the ETN vector with the first ten levels of aggregation,
i.e. the (3,n)-ETN for n = 1,...,10. This observable is
indeed computationally efficient and covers various time
and spatial scales.

We find that this is enough for the model to improve
on other observables too: we illustrate this point in the
SM by comparing random instances with tuned instances
along several observables. Some distributions remain
different from their empirical counterparts, in particu-
lar the distributions of sizes of connected components
(“cc_size”), which however differ also between data sets.
A better agreement and better scores might be obtained
at the cost of an increased computational effort, by in-
cluding additional features in the genetic algorithm fit-
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FIG. 8. Illustration of the scores for several observables and models. The figure displays in each panel the distribution
of an observable (”cc_size”: size of connected components) for two data sets (the conference “confl6” and the school “utah”)
and three model versions: the original ADM (V14), the adjacent version with the highest average score (V9) and the version
with the lowest average score (V12). The three models were optimized with respect to the “utah” reference. The score is
computed in each case by Eq. 15: a higher score is associated with a distribution closer to the empirical one. In the top left
panel, “utah” has a low score because the “cc_size” observable is the only distribution which is not similar for all empirical

references.

ness. Overall, how to keep the computational effort of the
genetic algorithm low while obtaining a good similarity
between model and data statistics on a large range of ob-
servables remains an open interesting question. We have
also checked that the fitness is positively correlated with
the score of every observable, which means that, despite
these limitations, the genetic tuning does what it was in-
tended to: obtain instances with closer statistical prop-
erties from empirical references than random instances
in every observable. In the SM, we also investigate how
the values of the tuned parameters are distributed across
versions and references.

3. Most realistic model within the ADM class

To compare the models, we first compute for each ob-
servable a ranking of the model versions using their score,
computed using the distances between each instance ob-
tained by the genetic tuning and the corresponding refer-

ence data set. To then determine the best model among
the 14 versions presented above, it is necessary to define
a global score for each model version. We consider two
possible strategies:

e the global score of a model (or data set) is given by
its rank averaged over all observables;

e the global score of a model (or data set) is given
by its score summed over all observables and the
global rank is just the rank according to the global
score.

Note that other global ranks could be obtained by at-
tributing different weights to the score or rank for dif-
ferent observables. We choose here however not to fa-
vor an observable over another. The resulting rankings
are shown on Figure 10. The original ADM performs
very low in both rankings, and the two best versions
are the baseline version and the version 9, i.e. with
ai;j = Bi; = a. We also show in the SM the rankings of
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FIG. 9. Interpretation of the score of the ETN vector
observable. Fig 9(a), 9(b), 9(c): Five most frequent ETN of
depth 3 at aggregation level 5 for two models tuned w.r.t. the
empirical reference “utah”. The model with the highest score
(V9) has the same motifs as the reference, but not the worst
version (V12). Fig 9(d): ETN autosimilarity for three models
(the best V9, the worst V12 and the original ADM V14) and
two empirical references. The ETN autosimilarity of a given
data set at aggregation level n is the cosine similarity between
the motifs observed in this data set at level n and the motifs
observed in this data set at level 1. Empirical references are
highly autosimilar with respect to this measure. For models,
a higher score for the ETN vector corresponds to a higher
ETN autosimilarity.

all model versions for each observable separately: despite
a rather large variability between rankings, the baseline
version remains within the five first ranks for 6 observ-
ables, and the version 9 for 8 observables.

In the next subsections, we investigate this global re-
sult in more details, to understand in particular how each
model performs with respect to each observable, and the
impact of the various mechanisms on the models’ perfor-
mances.
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FIG. 10. Global ranking of the models 1 to 14 accord-
ing to two possible ranking strategies. In each panel, the
y coordinate is arbitrary: empirical data sets have been placed
at y = 0 while artificial data sets are aligned at y = 1. The
global ranking is obtained by sorting the models by increasing
order of the x coordinate (hence “inverse global score”). In
each panel, the best version as well as the original ADM are
highlighted as red dots. The best version in the other rank-
ing strategy is displayed as a yellow dot. Blue vertical dashed
lines indicate either the crossover or the gap between empir-
ical and artificial data sets. (a): The z-coordinate is given
by the model rank averaged over all observables. The best
version is the baseline V1, almost ez aequo with version 9.
(b) the x-coordinate is given by the opposite of the averaged
score, shifted by the maximum averaged score to take positive
values. Version 9 (aj; = Bi; = «) is here the best one. In
both panels, the original ADM is ranked rather low. There
is either an overlap (a) or a small gap (b) between models
and empirical data sets. Thus the class of models considered
here is able to generate synthetic data sets with statistical
properties close from real data sets.

4. Similarity between observables

First, we need to investigate the fact that the observ-
ables we have chosen to characterize our social temporal
networks are not independent. In particular, when modi-
fying a modeling hypothesis or a parameter value, several
observables may be modified in a correlated way. Under-
standing these correlations can help better interpret the
effect of varying the modeling hypotheses. We thus de-
fine a similarity between two observables as the Kendall
tau between the rankings of the models using these ob-



servables. The resulting similarity matrix between ob-
servables is shown in Fig. 11. We then extract groups of
correlated observables by converting this matrix into a
weighted undirected network: the nodes of this network
are the observables and the weight wpeo- is the absolute
value of the Kendall similarity between rankings of ob-
servables O and O’. The network is shown in Fig. 11, on
which we use the community detection algorithm of the
software Gephi [37], based on modularity maximization,
to obtain the three following groups:

e group I (blue): node activity interduration, edge
weight, size of connected components, ETN vector
and (2,1)-ETN weight;

e group IT (orange): node, edge and newborn edge ac-
tivity duration, degree assortativity and (3,1)-ETN
weight;

e group IIT (green): edge activity interduration,
events activity duration and clustering coefficient.

5. Impact of hypotheses on model performances

In order to have more precise information about how
hypotheses impact each observable, depending on the
group it belongs to, we define for each model version its
score relative to a group of observables as follows:

1. for each observable in the group (I, IT or III), we
compute the score of the model version as well the
score of the baseline version V1;

2. we compute the difference between the score of the
version and the score of the baseline version;

3. we sum the differences obtained for each observable
in the group.

Figure 12 shows the resulting group scores for the vari-
ous versions. We also indicate the relative contribution of
each observable inside the group to the group score. Fi-
nally, we summarize in Table VI which hypotheses lead
to an improvement or a worsening with respect to the
baseline version.

Figure 12(a) indicates that the baseline version seems
to be optimal for observables from group I and III, since
no version exhibits improvement on either group. How-
ever, 8 out of 12 adjacent versions show an improvement
for group II. The most common signature is 0,+,0: 5
versions show no change on groups I and III and an im-
provement on group II.

In terms of mechanisms, updating the social bond
graph with a linear Hebbian process with no decay (V2)
improves over the exponential Hebbian process of the
baseline version, but if we use an exponential Hebbian
process with a uniform value a;; = f3;; = o (V9), then we
get still better results. Thus, in order to recover a more
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FIG. 11. Similarity between observables. (a) Similarity
matrix obtained by computing the Kendall similarity between
the associated rankings of our model versions (note that the
results might be different if considering a different ensemble
of models). The observables are quite independent from each
other (low absolute values for the similarity for almost all ob-
servables pairs). Strong negative couplings are observed only
between the point observables and some distribution observ-
ables. The ETN vector is either positively or weakly coupled
to every other observable, in accordance with the conclusion
of III C2: improving on motifs generally means improving on
other observables. (b) The matrix is turned into a weighted
network by taking as edge weight the absolute value of the
Kendall similarity. A community detection algorithm based
on modularity optimization detects three groups of observ-
ables (colored according to the group they belong to). The
thickness of an edge is proportional to its weight and we filter
out small weights for visualization purposes.

realistic social system, agents should all update their so-
cial ties in the same way, i.e. with the same homogeneous
parameter o. The observation for the intrinsic activity a;
is the opposite: imposing a uniform value a; = a (V12)
leads to a drastic loss in score for all groups. Hetero-
geneity in the intrinsic activities seems to be necessary
to recover a realistic social system. On the other hand,
a uniform number of emitted interactions (V13) leads to



[ ]
10- .
. ® *
° [ ]
[ ]
S O SR B
[ ]
4 _101
[ ]
[ ]
—-201{ e A¢
. AS”
o Adl
—30- .
1 2 3 4 5 6 7 8 9 10 11 12 13

version number

(a) Score variation for each group of observables

group |
1 1 1 1 1 1 1 T 1 1 1 T
ETN2W.A 1 4§ F < F 4 4 4 & + &
st ok 4okt bl 4K
node I.{ 1 Poor P> PP = P9 1>
edgeW.{ 1< <« t » Ff< P f 1=~ i—>1 «
ETN3 1! kel o1 o1 | R | F O R e |
group Il
nodeA{ 1 % 4 4 k + k Kk 4+ k 4 + k
ETN3W. | ! ¥ k k k k s o Lk k k k 3
edge A.A : :—b !I ‘7: :: 17: :It )I- 1'» e: :< e: <:
dega] o 4 TH A K KT BTG
edge NB. A. 1 s 1 e s s s s s s L I—|
group Il
1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1
cgetf |4t b B4
clusteringC.{ | < F <1 ft<i <« { <« <« + o 4
1 1 1 1 1 1 1 1 1 1 1 1 1
nbofeventsl { el 4ol of 4ot o of ol od o]
1 2 3 4 5 6 7 8 9 10 11 12 13

version number
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FIG. 12. Score variation resulting from the change of
hypothesis with respect to the baseline model. For
each version, we compute the difference between its score and
the score of the baseline (V1). In panel 12(a), these differ-
ences are summed over all observables of each of the groups
identified in Fig. 11. The sum over group I (resp. II, III) is
called the score I (resp. II, III) and is denoted by As' (resp.
As™, As™). (a): Score differences for each adjacent model
version. Blue dots correspond to scores I, red dots to scores
II and green dots to scores III. The horizontal dashed line
indicates the line of no changes in score. (b): Differences in
score for each observable, represented as horizontal arrows. A
difference is positive when the arrow points to the right and
negative when it points to the left. Vertical blue dashed lines
correspond to As = 0. The arrow length is proportional to the
difference in score, rescaled so that the longest arrow spans
an arbitrary length of 0.5 unit. The edge weight and the size
of connected components (cc-size) are the only observables on
which a significant improvement is observed with respect to
the baseline version.

an improvement. Actually (see SM), the value for m or
m™* returned by the genetic tuning is 1 in most cases:
a higher value probably causes the nodes to have a too
large instantaneous degree, i.e. agents interact with more
other agents than what is realistic, leading to unrealistic
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n |difference with version 1|As'|As™|As™
2 linear process 0| + 0
3 node pruning 0| + -
4 | varying egonet growth | - - 0
5 Cij (t) =1 0 =+ -
6 R=W=1IuUC 0 0 -
7 R=wW-=1I 0| + 0
8 pe=0 0| + 0
9 @ 0| + 0
10 (7% ﬂl 0 0 0
11 ®ij, Bij 0|+ | -
12 a - - -
13 m 0| + 0

TABLE VI. Outcome of hypotheses on the sign of the
three group scores. For each version, we indicate the sign
of scores I, IT and III. Many versions have a score similar to
the basis version. Improvement is only observed for group II,
and comes often with a loss over the two other groups.

ETN motifs.

Figure 12(a) also yields interesting insights concerning
the update of the social bond graph and the contextual
interactions. A uniform node pruning (V3) leads to poor
performance on group IIT observables quite as equivalent
as the gain over group II. Not taking into account the
social context, i.e. putting ¢;; = 1 (V5) also leads to
opposite changes: we gain over group II and loose over
group III. Regarding contextual interactions, considering
them leads to a significant improvement under the con-
dition that they are treated as pure noise (V7). Having
no contextual interaction at all (V8) also leads to an im-
provement, but of smaller amplitude. Thus adding noise
in our system makes it more realistic, which can be un-
derstood by the fact that many interactions have in fact
little social significance and occur only due to context.

Figure 12(b) gives more detailed information by indi-
cating the relative contribution of each observable to the
group score. In particular, some observables always give
a negligible contribution to the score of the group they
belong to. This is in part due to the fact that some
observables are shared across all versions, i.e. their re-
alizations are similar in all versions. This is the case of
“ETN2 weight” and “ETN3 weight”, whose distribution
always match almost perfectly the empirical case (after
genetic tuning).

Other observables are shared across almost all versions,
like “node activity” and “node interactivity”, which are
similar for all versions except version 12, characterized
by a; = a (however, for this version the loss in score
relatively to those two observables is negligible compared
to the loss relative to the other ones).

Overall, the 8 major observables, which are mainly re-
sponsible for the observed group scores, are:

e in the group I: “size of connected components”,
“edge weight”, “ETN3”

e in the group II: “edge activity”, “edge newborn ac-
tivity”



e in the group III: “edge interactivity”, “clustering
coeft”, “edge events activity”

All observables relative to edges are major observables.
However, the fact that an observable contributes a lot to
the score of its group does not mean that it is necessarily
relevant: as the point observables are not shared across
empirical references, we must be careful when we score
a model relatively to them. For instance, if we consid-
ered that only relevant observables should be robust over
empirical social systems, then the clustering coefficient
and the degree assortativity should not be used to score
and rank models. Why some observables contribute more
than others might also depend on how shared they are
between references: if an observable has almost the exact
same realizations in every empirical reference, then the
associated interquartile range will be almost zero, which
can lead to high variations in the score for models (cf.
Eq. 15).

It is finally important to note that, except for the orig-
inal ADM (V14), the model versions considered differ
from the baseline version by one hypothesis only. The
question arising naturally is the following: if we accumu-
late modifications with respect to the baseline version,
do variations in score accumulate accordingly? If so, Ta-
ble VI could be used to design even more realistic models
by combining the hypotheses that lead to improvements:
for each mechanism, we can check whether the variation
from the baseline leads to an improvement or not, and
combine the variations that do. We explore this avenue
in the SM for several composite versions. The relation
between the score of a composite version and the scores
of its adjacent components is however non trivial, and the
best version remains V9 even when taking into account
the composite versions.

IV. DISCUSSION

In this paper, we have presented a general frame-
work allowing to design various models by controlling
their qualitative aspects. We have considered a model-
ing framework based on the idea of a co-evolution of an
observed interaction network and an underlying and un-
observed social bond network. Within the overall frame-
work of the activity driven model with memory [21, 30],
we hypothesized that social bonds partially drive the ob-
served interactions, together with an influence of the cur-
rent social context, and that interactions impact social
bonds [22]: the corresponding strengthening and weak-
ening of social bonds take into account the fact that an
interaction reinforces a social bond, and that resources
(time, energy) are needed to maintain a social bond, so
that the absence of interaction weakens it. Instead of
the usual exploration of a parameter space for a given
set of mechanisms, we have then considered, within this
framework, an exploration of a hypotheses space, cor-
responding to representations of several possible social
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mechanisms. Parameters corresponding to each hypoth-
esis are then tuned by a genetic algorithm to maximize
the similarity between model instances and a given em-
pirical data set. While such similarity can be defined a
priori in many ways, we find that using only the ETN
vector to quantify it and tune the parameters leads to an
improvement for many other observables, indicating that
many statistical properties of a social temporal network
are related to its ETN motifs [27]. We recall that the
ETN vector is given by the list and frequencies of ETN
motifs at various levels of aggregation (1 to 10 in our
case), which thus encodes several spatiotemporal scales.
This procedure allows us to define a score for each model,
relative to each observable considered and globally, and
to deduce which mechanisms lead to more realistic ar-
tificial temporal networks. In particular, many of the
model versions considered perform better than the orig-
inal Activity Driven model with memory. Once tuned,
each model version can produce synthetic data sets of
arbitrary sizes and durations and with realistic proper-
ties, which can be used for instance as support for nu-
merical simulations of dynamical processes on temporal
networks.

Our work entails a number of limitations that are
worth discussing. First, the list of observables we con-
sider to rank models is somewhat arbitrary: we investi-
gated observables of different types (point, with multi-
ple realizations, vector) and dealing with various scales,
but other observables could be thought of, while some
might be removed from the list because of their vari-
ability among the empirical references (e.g., clustering
coefficient). Second, the scoring mechanism may also be
improved. Indeed, a higher score is not always clearly
associated with a value of the observable closer to the
empirical value. Future work will thus address the issue
of building another ad hoc score measure with a clearer
interpretation.

The use of a series of statistical properties to determine
whether a model is producing realistic temporal networks
can also be discussed. Indeed, empirical data sets show
large activity variations, i.e., in the number of interac-
tions per timestamp. These variations can be driven by
changes in population size or in intrinsic activity [38], ei-
ther due to imposed schedules or to spontaneous bursts.
Such patterns cannot be recovered in the class of models
we have explored, for which the number of interactions
per timestamp is stationary with small fluctuations. Ex-
ploring other classes of models would be necessary to
account for the large empirical variations. The method-
ology considered in this paper could however then still be
used to cover such extended classes. In particular, our
results suggest that the full exploration of the hypotheses
space is not necessary, as properties of composite models
could be predicted from their adjacent components.

Despite these limitations, the partial exploration we
performed allowed to determine models with a much
higher degree of realism than the original ADM, and
also to show the interest of modeling several social mech-



anisms such as taking into account the social context,
considering casual interactions (dynamic triadic closure)
and updating the underlying social bond ties through
an exponential Hebbian process with both strengthening
and weakening mechanisms. The class of models we have
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considered could also be extended, e.g. by adding group
memberships, or by considering various types of Hebbian
processes: delayed or anti-Hebbian process, or allowing
negative interactions and possibly negative social bonds
[34, 35].
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Supplemental Section 1. EMPIRICAL DATA

A. Data sets

The empirical temporal networks we use represent
face-to-face interaction data. Individuals are represented
as nodes, and an edge is drawn between two nodes each
time the associated individuals are interacting with each
other. In practice, interactions are detected by wear-
able sensors that exchange low-power radio signals [1, 2].
This typically allows to detect face-to-face close prox-
imity (~ 1 meter) with a temporal resolution of about
20 seconds. The data sets we consider here are publicly
available thanks to two independent collaborations. The
first is provided by Toth et al. [2] and the others by the
SocioPatterns collaboration [1]:

e the “utah” data set describes the proximity interac-
tions which occurred on November 28 and 29, 2012
in an urban public middle school in Utah (USA)

[2];

e the “highschool3” data set gives the interactions
between 327 students of nine classes within a high
school in Marseille, during 5 days in December 2013

3];

e the “confl6” data set was collected during the 3rd
GESIS Computational Social Science Winter Sym-
posium, held on November 30 and December 1,
2016. It is described and called “WS16” in [4];

e the “confl7” data set was collected during the In-
ternational Conference on Computational Social
Science, held from July 10 to 13, 2017. It is de-
scribed and called “ICCSS17” in [4];

e the “work2” data set contains the temporal net-
work of contacts between individuals recorded in
an office building in France during two weeks in
2015 [5].

In practice, as timestamps in the data are multiple of
the temporal resolution, we divide the times by the tem-
poral resolution in order to relabel them as successive
integers, removing moreover timestamps in which no in-
teractions are observed.

B. Statistical properties

Empirical temporal networks show broad distributions
for many observables [6], which indicates strong fluctua-
tions as well as the absence of any characteristic scale.
These distributions are very similar for temporal net-
works obtained in various social contexts, which indicates
that their statistical properties may be emergent prop-
erties that do not depend strongly on the microscopic
dynamics of human relationships. Instead they may de-
pend on a small number of features of these relationships,
which would make it possible to obtain realistic tempo-
ral networks without a deep understanding of human be-
haviour.

We compare the statistical properties of the empiri-
cal data sets with respect to the observables we have
considered in this paper. For the point observables stud-
ied, conferences show different properties from the two
schools and the workplace. Conferences have a high clus-
tering coefficient (~ 0.7) and a negative degree assorta-
tivity (~ —0.1). The three other data sets have a lower
clustering coefficient (0.3-0.5) and a positive degree as-
sortativity (0.02-0.07).

On the other hand, distribution and vector observables
show similar properties across data sets (as illustrated in
Supplemental Figure 1) despite their differences in num-
ber of nodes and edge activity (the mean number of in-
teractions per time step). In particular the duration of
an interaction follows the same statistics in the confer-
ences data sets, where the edge activity is high, as in the
workplace data set, where the edge activity is low. Thus
it seems that the duration of a face-to-face interaction is
not influenced by how rare those interactions are.

As the number of observables is high, it is useful to
introduce a global similarity matrix relative to each type
of observable. We define the similarity between two data
sets D and D’ relative to a given type T of observable
as the product of the similarities between those data sets
with respect to each observable O of the chosen type:

Simp(D, D)= ]
O, Type(O)=T

(1-D[Olpp) (1)

where D is the distance tensor introduced in the main
text. As we have three types of observables, this gives
rise to three similarity matrices visible on Supplemental
Figures 1(d), 1(e) and 1(f).

Supplemental Figure 1 shows that differences exist be-
tween empirical data sets for all types of observables.
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Supplemental Figure 1. Comparison of empirical data sets. Panels 1(a) to 1(c) show the distributions of the sizes of
connected components, of the edge activity durations and of the node interactivity durations measured on the five empirical
data sets. These distribution observables are similar across empirical data sets. The size of connected components (panel 1(a))
is an expected exception since it depends strongly on the edge activity, which is not shared across data sets. Panels 1(d) to
1(f) give the similarity matrices between empirical data sets for the various types of observables (1(d): point observables; 1(e):

distribution observables; 1(f):

ETN vector observable): the element at row z and column y of a matrix gives the similarity

between the observables measured in data sets x and y (the similarity for an ensemble of observables is defined as the product
of the similarities measured for each observable). For the point observables, the conferences are clearly separated from the
other data sets. Panel 1(f) shows instead that the motifs are quite robust: different contexts, like a workplace, conferences
or a highschool exhibit similar motifs. Only the primary school “utah” seems to distinguish itself by its motifs. A possible
explanation is the age of the social agents at play: in the “utah” data set, they are mainly children while in all other data sets,

social agents are young adults or older.

Can we identify the observables responsible for the low
similarity observed between some data sets? To do so,
we first collect every similarity value between each pair
of data sets with respect to each observable of each type,
and build an histogram from it. This way, we obtain
one similarity histogram per type of observable, as dis-
played on Supplemental Figure 2. We can then choose a
threshold and collect all the observables responsible for
similarity values below this threshold. As there are only
two point observables and one vector observable, we con-
sider this issue only for the distribution observables. It
turns out that all similarities below 0.87 are only due to
the weights of (2,1) and (3,1)-ETN (“ETN2_weight” and
“ETN3_weight”). However Supplemental Figures 2(d)
and 2(f) seem to indicate a robustness of these observ-
ables, while the distribution of connected components
sizes varies more (Supplemental Fig. 2(e)). We have used
a similarity measure based on the well-known Jensen-
Shannon divergence (JSD), a well-known distance. In
fact, Supplemental Figure panels 2(d), 2(e) and 2(f) in-

dicate that the heads of the distributions are similar for
the observable “cc_size” while they are more dissimilar for
“ETN2_weight” and “ETN3_weight”. It might thus be
interesting to define another measure of similarity than
the JSD that would coincide more with the visual inspec-
tion of these broad distributions.
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Supplemental Section 2. DESCRIPTION AND
ILLUSTRATION OF THE GENETIC
ALGORITHM

Recall that a model instance has several free parame-
ters, and that we want to select the instance closest to
a given reference data set. The tuning of the free pa-
rameters is performed using a genetic algorithm. In the
language of those algorithms, it can be described as fol-
lows:

1. Decide of a genetic code (sequence of binary digits)
for the free parameters. In our case, probabilities or
floats were coded on ten digits while integers were
coded on four.

2. Initialize randomly a population of genetic se-
quences. We took 40 sequences.

3. Compute the fitness of each sequence. To mini-
mize computation, we stored in a dictionary the
fitness of already evaluated sequences. To evaluate
the fitness of a new sequence, first we translate the
sequence into parameter values, second we gener-
ate the artificial data set using those parameters
and our model, third we define the fitness of our
sequence as the ETN vector similarity between the
generated data set and the associated reference.

4. Take from the population the sequences with the
greatest fitness, discard the others and refill the
population with combinations between the selected
sequences. In practice we took the 7 best sequences,
to which we added a sequence generated at ran-
dom to avoid premature convergence to a local
maximum. We combined sequences by pairs, us-
ing single-locus and double-loci crossover as well as
random mutations. We also imposed the best se-
quence to survive in the next generation, to ensure
the fitness of the best individual is monotonically
increasing across generations.

5. Define a stopping criterion. The algorithm stops
after 20 generations and returns the parameters
which yield the highest fitness. We have checked
that this is enough for the fitness to saturate in all
cases.

In Supplemental Figure 3, we illustrate the evolution
of the fitness across generations of sequences. Panel 3(c)
shows the existence of a maximum fitness, around 0.8-
0.9 and independent of the initial fitness. This indicates
the existence of a limit on the ETN vector similarity,
intrinsic either to the algorithm used for tuning, or the
class of models considered, or both. Further investigation
would be needed to understand the origin of this limit,
and how to go beyond.

Supplemental Figure 4 finally compares several observ-
ables measured on random model instances with tuned
instances: a clear improvement in the similarity of dis-
tributions between the model and the empirical data is
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Supplemental Figure 3. Fitness evolution under genetic
tuning. Panel 3(a): A typical evolution of fitness during the
genetic algorithm. “best” refers to the sequence with high-
est fitness at each generation, and “average” to the average
population fitness. Panel 3(b): For every model version and
every reference we collect the best fitness in the population
of sequences before and after the genetic tuning. In each case
we build the fitness histogram. Before tuning, the most prob-
able value for the fitness is close to zero while after tuning,
it lies around 0.8-0.9. Panel 3(c): The fitness improvement,
defined as the difference between the fitness after tuning and
the fitness before, seems to decrease linearly with the initial
fitness, bounding the final fitness below a maximum value of
0.8-0.9, independent of the initial fitness.



obtained after tuning: even if the genetic algorithm takes
into account only the similarity with the ETN vector,
optimizing this feature allows to improve also on other
observables, even if the agreement is not always perfect
(Note that the worst agreement is obtained for the dis-
tributions of connected component sizes; however, this
observable also varies substantially from one data set to
another).
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Supplemental Figure 4. Effect of genetic tuning on the observables with multiple realizations. Each row is associated
with a different observable ("cc_size”: size of connected components in G(t)) and each column to a model version (V1 and
V9). The empirical reference “utah” is used in all cases. Each panel displays the observable distribution in the reference data
set and in two instances of the given model version: one instance with parameter values chosen at random, and one instance
with parameters genetically tuned. Although the genetic tuning takes only the ETN vector observable into account to compare
instances with references, it also impacts the distributions of other observables. Results are similar for other versions and other
observables.



Supplemental Section 3. VARIABILITY OF THE
GENETIC TUNING ACROSS REFERENCES

Each model version is tuned successively to the various
empirical data sets taken as reference. Here we detail
how the tuned parameters of a version change with the
reference. In particular, for each parameter, we want to
check whether it is distributed at random after tuning.
If yes it means that this parameter has no impact on
ETN motifs, and thus should be removed from the list
of free parameters. If its distribution is a Dirac peaked
at a given value, this parameter should also be removed
from the list of free parameters, and become a parameter
frozen at this value.

A. Integer parameters

There are three integer parameters:

e c: sets the egonet growth probability when it is
variable according to p,y(i) = -, where i is a
social agent and d; its number of neighbours in the
social bond graph;

e m: number of intentional interactions emitted by a
social agent when it is constant;

maximum number of intentional interac-
tions when it is variable across social agents.

o mMax;

max

We show in Supplemental Figure 5 how ¢, m and m
are distributed among the tuned instances. The only
value selected by the genetic algorithm for ¢ is ¢ = 1.
This makes sense because ¢ can be interpreted as the
minimum size of the egonet of a social agent. Similarly,
nodes tend to interact with a few contacts at each time
step so it makes sense that the value m = 1 is preferred
by the algorithm (cf panel 5(b)). Only for the instance
(V14, “highschool3”) we observe m # 1. A different
behaviour is observed for m™®*. For most instances it
equals 1 but for instances tuned w.r.t. the conference
references, it takes higher values depending on the model
version. This makes sense because the conference data
sets have the highest density, i.e. number of active links
per time step.

B. Float parameters

There are 9 float parameters:

e g: probability that a node emits intentional inter-
actions;

e )\: sets the probability of removing a directed tie in
the social bond graph, based on the tie’s weight;

e «: sets the rate at which the weight of a tie changes
in the social bond graph upon activation or inacti-
vation;

L

IO

confl6
confl7
highschool3
utah

work?2

12345678 910111213141516171819
version number

(a) distribution of ¢

0 1 2 3 4
[ |
confl6
confl7
highschool3
utah

work2

12345678 910111213141516171819
version number

(b) distribution of m

Q0 1 2 3 4

[ |
confl6
confl7
highschool3
utah
work?2

1234567 8 910111213141516171819
version humber

(c) distribution of m™ax

Supplemental Figure 5. Distribution of the integer pa-
rameters among the tuned instances. For each integer
parameter, we indicate the value it takes for each instance
after tuning. We put this value to zero when the parameter
is not defined. Panel 5(a): the only value selected by the ge-
netic algorithm is ¢ = 1. Panel 5(b): m after tuning equals 1
for all instances where it is defined, except the instance (V14,
"highschool3’) for which m = 4. Panel 5(c): For instances
tuned w.r.t. the school or workplace references, m™** equals
1. For instances tuned w.r.t. the conference references, m™**
varies depending on the model version.

e ™ Jower bound for the probability of emitting
intentional interactions;

e ¢™®*: upper bound for the probability of emitting
intentional interactions;

e p.: sets the probability of dynamic triadic closure;

e p,: when a node chooses to grow its egonet, prob-
ability of growing it by choosing a new partner at
random instead of triadic closure;

e p,: probability that a node grows its egonet;

® pg: probability that a node resets its egonet to the
empty set.

For each parameter we perform a Kolmogorov-Smirnov
test to check whether or not its distribution has been al-
tered by the genetic tuning. As expected, we find that
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most of the float parameters are strongly affected by the
genetic tuning, since their distribution over instances is
far from the uniform case after tuning. Only two param-
eters are viewed by the KS test as possibly having a uni-
form distribution: p, and «. To check whether there are
false positives, we display their distribution after tuning
on Supplemental Figure 6. The distribution of p, (panel
6(a)) over all instances seems to be compatible with the
uniform case. However it is less clear for the distribution
for o (panel 6(b)), as many values are missing and a value
close to 1 seems preferred. Further investigation would
be needed to decide whether or not p,, and « are relevant
parameters in the class of models we have considered.



Supplemental Section 4. THE NODE WEIGHT
OBSERVABLE

In the main text we have considered 13 different ob-
servables, in particular the weight of edges in the ag-
gregated network. We did not consider the node weight
(the number of timestamps a node is present with de-
gree non-zero), although this observable has a strong link
with an important parameter of the activity-driven class:
the distribution of the nodes intrinsic activities. Recall
that the node intrinsic activity of a node i is the prob-
ability a; that this node emits intentional interactions
at each time step. The form of the distribution for a;
has proven to be relevant, since in this paper we showed
that a power-law distribution for node intrinsic activi-
ties yielded more realistic statistical properties than a
uniform activity a; = a,Vi (cf V12). Although it would
thus be of fundamental interest to be able to measure
the empirical distribution of a;, we do not have direct
access to it but only to the node weight. We can how-
ever study how the node weight and the node intrinsic
activity distributions are related in the models, and on
the other hand we can compare the distributions of the
node weight in the models and in the empirical data sets.

We show in Supplemental Figures 7 and 8 the node
weight distributions for some empirical and artificial data
sets (rescaled to have a support between 0 and 1). These
distributions differ from one empirical reference to an-
other and between models. Empirical references tend to
have a more peaked distribution than the models (except
V12).

Moreover, Supplemental Figures 7 and 8 show that the
distributions of intrinsic activity and node weight differ.
A shift towards higher values is apparent, as expected
since an active node can interact with an inactive node.
The shape of the distribution is also different, and the
node weight distribution is closer to the intrinsic activity
one when the reference contains less interactions.

To summarize:

e the node weight distribution varies across empirical
data sets;

e it is different between references and model in-
stances;

e for a chosen version, the denser a reference data set,
the more different are the node weight and intrin-
sic activity distributions for the associated model
instances.

We confirm these observations using Kolmogorov-
Smirnov (KS) tests between observations. We define sim-
ilarity matrices between data sets as follows: A data set is
declared similar to another if the p value returned by the
KS test of the two-sided hypothesis of identity between
their node weight CDF is greater than 0.05. In this case,
their similarity is set to 1. Otherwise they are declared
dissimilar, and their similarity is set to 0. Results are

displayed in Supplemental Figure 9. We also consider
rescaled node weight (between 0 and 1 or not) to com-
pare the shapes of the distributions. Even after rescaling,
empirical data sets are found to be all dissimilar to each
other (cf fig 9(b)). For the models instead, groups with
similar rescaled node weight distributions are obtained
(cf fig 9(c), 9(d) and 9(e)). It seems that models sepa-
rate into two main families: models with a Dirac law for
the intrinsic activity (models 12, 17 and 1) and models
with a power-law. Thus similar distributions for the in-
trinsic activity are associated to similar distributions for
the node weight observable.
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Supplemental Section 5. COMPOSITE MODELS

To do better than versions 1 and 9, we need to ex-
plore the ADM class further than one hypothesis away
from the baseline. However testing all possible combi-
nations of hypotheses would require large computational
resources. Instead, we want to check whether the sig-
natures combine when we combine hypotheses, or more
precisely, if As(hyp) denotes the score variation of hy-
pothesis “hyp” with respect to the baseline for a given
group of observables, whether:

V hypl, hyp2, As(hypl) > 0, As(hyp2) > 0,
As(hypl, hyp2) > max(As(hypl), As(hyp2))

As we cannot check this assumption for all possible
combinations of observables, we will test it on some com-
binations that we expect to perform better and on some
combinations that we expect to perform worse than the
baseline. We can determine such expectations from what
we learned in the previous sub-subsection:

e contextual interactions are relevant as pure noise:
R = W = 1T (as V7 has a better score than the
baseline V1);

e social context as implemented here is relevant: c;;
should not be set to one (V1 has a better score than
V5);

e the social tie rate should be shared by all nodes:
a;; = B;5 = a (as V9 has a better score than V1);

e all active nodes should emit the same number of
intentional interactions: m; = m (as V13 has a
better score than V1);

e the node activity should be drawn from the power-
law of the baseline, and not be shared by all nodes
(as V1 has a better score than V12);

e edges have to be pruned, rather than nodes (as V1
has a better score than V3);

e the egonet growth rate should be constant (as V1
has a better score than V4).

Thus, by adding to the baseline model only the changes
in mechanisms that yield separately an improvement of
the performance, we deduce that the composite model
749413 is expected to perform the best. Moreover, we
consider the following combinations:

e V15: 245+8+13 (same as the original ADM but
with edge pruning and constant egonet growth
rate);

e V16: 5+8+11+413 (same as V15 but with a het-
erogeneous exponential Hebbian process instead of
linear);

12

o V17: 3+5+8+9+12+13 (simplest version with an
exponential Hebbian process);

o V18: 2+43+45+8+12+13 (simplest version with a
linear Hebbian process).

We denote as V19 the best expected case 7+9+13 and
we include V14 in the set of composite versions.

Supplemental Figure 10 leads to the conclusions that
(i) the sign of the summed scores of the adjacent versions
is a good indicator of the sign of the score of the resulting
composite version, and (ii) a linear relation with positive
slope approximates well the relation between the actual
score of a composite version and the summed scores of
its adjacent components. Hence the relation between the
statistical properties of a composite model and its adja-
cent components seems to be rather simple.

However this relation is not trivial (Supplemental
Fig. 10): for group II in particular, there is a shift be-
tween the score of a composite version and the combina-
tion of the scores of its components. As a result, V19 is
not the best version, as seen in Supplemental Figure 11
which shows the global rankings of adjacent and compos-
ite models (see also next section).
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Supplemental Figure 10. Properties of composite models
V14 to V19. The version 19 is highlighted by a red dot. In
this figure, the term “score” refers to the variation in score
with respect to the baseline model. (a): group I observables.
(b): group II. (c): group III. In each panel, the predicted
variation (y-axis) is obtained by summing the group scores
of each component of the composite model. The x-axis is
the actual score variation. The inset of each panel gives the
number of cases in which the predicted and actual variation
have the same sign (match) or opposite signs (mismatch).
An important fraction of mismatches occurs only for group
II. However this mismatch in sign is compensated by a linear
relation between the predicted and actual scores. Hence it is
enough to compute the parameters of this relation to deduce
the sign of the score of the composite version from its adjacent
components.
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Supplemental Figure 11. Ranking of adjacent and com-
posite models. The best version is now V9 according to
both ranking strategies. We highlight the baseline V1, the
original ADM V14 and the composite version V19, that was
expected to be the best under the hypothesis that the score
of a composite version is the sum of the group scores of its
adjacent components. As this hypothesis does not fully hold
(Supp. Fig. 10), V19 has a good score but is not the best. (a):
The x-coordinate is given by the model rank averaged over all
observables. (b): The z-coordinate is given by the opposite
of the averaged score, shifted by the maximum averaged score
to take positive values.



Supplemental Section 6.

RANKINGS OF

MODELS

In the main text we have defined a global ranking for
models. However, as a different score is computed w.r.t.
each observable, we also have one ranking for models per
observable. In the main text, we have shown that the
Kendall similarities between those rankings are small.
However, as the Kendall similarity puts on an equal foot-
ing the head and the tail of the rankings, we also give the
complete rankings w.r.t. each observable in Supplemen-
tary Tables I and II.

edge edge node
new- inter- inter-
edge |nb of|born node act. |activity |activity |edge |ETN2 |ETN3

Clust. |Assort.|ETN3 |cc size |act. events |act. duration |duration |duration |weight |W \WY%
12 3 10 6 9 14 3 9 4 7 12 9 14
1 14 1 10 8 1 9 4 13 10 4 1 8
8 12 2 1 2 6 7 6 2 5 11 13 13
11 7 7 9 7 7 13 11 1 13 10 5 7
13 5 11 13 1 2 5 3 9 6 5 7 1
7 13 9 2 11 10 11 1 10 2 8 11 9
3 2 6 4 6 4 12 8 7 8 1 8 6
10 6 8 5 5 13 8 10 11 3 9 3 5
4 1 13 3 10 8 10 2 5 11 6 4 2
5 9 5 11 3 9 14 5 6 4 13 14 3
9 11 3 12 13 3 2 13 14 9 3 10 4
2 8 14 14 4 11 6 7 8 1 14 2 11
6 10 12 8 14 5 4 14 3 14 2 6 10
14 4 4 7 12 12 1 12 12 12 7 12 12
Supplemental Table I. Rankings of the 14 adjacent mod-
els tested w.r.t. each observable.

edge edge node

new- inter- inter-

edge |nb of|born node act.|activity |activity |edge |ETN2 |ETN3

Clust. [Assort.|ETN3 |cc size |act. events |act. duration |duration |duration |weight |W W
18 3 10 15 9 14 3 9 4 16 12 9 14
12 14 1 6 19 1 9 4 13 7 4 1 8
1 18 2 10 8 6 7 6 2 15 11 16 13
17 17 7 1 2 7 13 11 1 10 10 13 7
8 12 11 9 7 15 19 3 9 5 5 5 1
11 7 9 13 15 2 5 1 16 13 15 7 9
13 5 15 2 1 10 16 8 15 6 8 11 6
7 15 6 4 11 4 11 10 10 2 1 15 5
3 13 8 5 6 13 15 19 7 8 9 8 2
10 2 13 3 5 8 12 15 11 3 6 3 3
4 6 5 16 10 9 18 2 5 11 19 4 4
5 19 3 11 3 3 17 5 6 19 16 14 19
15 1 16 12 13 11 8 13 14 4 13 19 17
9 9 19 14 16 5 10 7 8 9 3 18 11
2 16 14 19 4 19 14 16 19 1 14 10 15
19 11 12 8 14 16 2 14 3 14 2 2 10
6 8 18 7 17 12 6 12 12 17 7 6 18
16 10 17 17 12 18 4 18 17 18 17 12 12
14 4 4 18 18 17 1 17 18 12 18 17 16

Supplemental Table II. Rankings of the 19 models tested
w.r.t. each observable.
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