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Highlights

A review of physics-based low-temperature proton-exchange membrane fuel cell models for system-level water and thermal
management studies

Pedro Henrique Affonso Nóbrega

• Review of low computational cost physics-based PEMFC numerical models.

• Focus on transport phenomena impacting water and thermal management performance.

• Analysis 54 models with different levels of detail and modelling hypotheses.

• Comparison of model validation practices and computational time.
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Abstract

Water management and thermal management are essential for the design and operation of low-temperature proton-exchange mem-
brane fuel cells and demand a deep understanding of the fuel cell system behavior. System-level studies require fast and simple
numerical models, a challenge given the complexity of the transport phenomena involved. Numerous models exist in the literature,
with different levels of complexity and different hypotheses aiming at simplifying the representation of transport phenomena. This
review presents different hypotheses and modelling approaches adopted in low computational cost physics-based proton-exchange
membrane fuel cell models, with a focus on aspects related to water and thermal management. We also present modelling ap-
proaches for auxiliary system components, validation practices and compare the computational efficiency of different models. We
conclude that rather than developing new models from scratch, a strong effort on the validation of the existing models is needed,
with the development of a standard validation procedure.
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Nomenclature

Abbreviations
AC Along-the-channel
BP Bipolar plate
CL Catalyst layer
CSTR Continuously-stirred tank reactor
DM Diffusion medium
EIS Electrochemical impedance spectroscopy
GC Gas channel
GDL Gas diffusion layer
IP In-plane
MEA Membrane-electrode assembly
MPL Micro-porous layer
NTU Number of transfer units
OCV Open-circuit voltage
PEM Proton-exchange membrane
PFSA Perfluorinated sulfonic acid
RH Relative humidity
RT Real time
TP Through-plane

Greek symbols
α Transfer coefficient, -
η overpotential, V
λ Membrane/ionomer water content, -
µ Dynamic viscosity, Pa s
ρ Density, kg m−3

σl Liquid water surface tension, N m−1

σmemb Membrane conductivity, Ω−1 m−1

θ Contact angle, -
ε Porosity, -
εp Percolation threshold, -
ξ Electroosmotic drag coefficient, -

Roman symbols
ṁ Mass flow rate, kg s−1

Q̇ Gas flow rate, m3 s−1

Q̇ Heat source, W
A Surface area, m2

a Water activity, -
C Heat capacity, J kg−1

c Concentration, mol m−3

c f Sulfonic acid concentration, mol m−3

D Diffusion coefficient, m2 s−1

Dλ Membrane water diffusion coefficient, m2 s−1

DT Thermoosmotic diffusion coefficient, mol m−1 K−1 s−1

E Potential, V
F Faraday’s constant, 96 485 C mol−1

h Heat transfer coefficient, W K−1 m−2

h Specific enthalpy, J kg−1

i Current density, A m−2

i0 Exchange current density, A m−2

K Permeability, m2

kabs Absorption/desorption rate coefficient, m s−1 or
mol m−2 s−1

M Molar mass, kg mol−1

Ncells Number of cells in the stack, -
P Power, W
p Pressure, Pa
pc Capillary pressure, Pa
q Mass flux, kg m−2

R Universal gas constant, 8.3145 J mol−1 K−1

r Resistivity, Ωm
rH+ Protonic resistivity, Ωm
rel Electrotonic resistivity, Ωm
S Entropy, J mol−1 K−1

s Liquid water saturation, -
S k Mass source of species k, kg s−1

S T Volume heat source, J s−1 m−3

sice Ice saturation, -
T Temperature, K
t Time, s
ti Thickness of layer i, m
V Voltage, V
v Velocity, m s−1

Subscripts and superscripts
0 Standard state
memb Membrane
act Activation
amb Ambiant
an Anode
ca Cathode
conc Concentration
cool Cooling
eff Effective
el Electric
eq Equilibrium
g Gas
in Inlet
i Layer i
k k-th segment along the channel
k Species k
l Liquid
ohm Ohmic
opt Optimum
out Outlet
rev Reversible
st Stack
th Thermal
w Water
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1. Introduction

Fuel cells are devices that allow the conversion of hydrogen
and oxygen into electricity, heat and water by electrochemical
reactions. Being so, they are essential elements for the use of
hydrogen as an energy vector. In particular, low-temperature
proton-exchange membrane fuel cells are viewed today as a
promising technology for applications in transportation (buses,
trucks, trains, auxiliary power units for airplanes) and small-
scale distributed power generation, both stationary and portable
[1]. However, high cost and low durability of the equipment,
as well as integration issues in some vehicle applications still
hinder a wider adoption of fuel cells. In order to reduce these
barriers, improvements in the design and operation of fuel cell
systems are needed.

Water and thermal management of fuel cells are topics where
there is room for such improvements. The goal of water
management is to keep the proton-exchange membrane hy-
drated while avoiding excessive water inside the cells [2]. In-
deed, the perfluorinated sulfonic acid membranes used in low-
temperature PEM fuel cells need to be hydrated to effectively
conduct protons and fulfill their role as an electrolyte. If they
dry, their proton conductivity decreases, leading to an increased
heat release and a decrease of the fuel cell efficiency. Heat re-
lease may lead to a local temperature increase, which will, in
turn, intensify the membrane drying in a process leading to the
irreversible degradation of the membrane. On the other hand,
excessive water inside the cell may lead to condensation and
the obstruction of gas transport by liquid water accumulated in
the porous layers, a phenomenon known as flooding [3]. Con-
cerning thermal management, its goal is to evacuate the heat
generated by the fuel cell while keeping an appropriate and ho-
mogeneous temperature of operation. Thermal management of
low-temperature fuel cells is particularly challenging as their
operating temperature is around 80 °C. It is more difficult to
dissipate heat at this temperature than in the case of an in-
ternal combustion engine operating around 400 °C [4]. Water
and thermal management are intimately connected: an increase
of the operating temperature will favor water evaporation and
membrane drying, while a decrease will favor condensation and
flooding. In turn, water evaporation or condensation will ab-
sorb or release a significant amount of heat. Water and thermal
management are also related to the startup and operation of fuel
cells at freezing temperatures, where the solidification of liquid
water inside the cell may bring several issues [5].

Water and thermal management of fuel cells require or are
impacted by a number of peripherals that contribute signifi-
cantly to the fuel cell system cost [6]. Those are part of the
air supply, fuel supply and cooling sub-systems. We can cite as
examples:

• air supply/cathode sub-system: compressor or blower,
membrane humidifier, back-pressure valve;

• fuel supply/anode sub-system: hydrogen recirculation
pump (or ejector), water separator, purge valve;

• cooling sub-system: cooling pump, three-way valve, radi-
ators.

Membrane humidifier and radiators, in particular, can be vo-
luminous and bring integration difficulties. Valves, air com-
pressor/blower and pumps must be controlled in a way that op-
timizes performance and durability of the fuel cell under the dif-
ferent expected operating conditions [7]. System-level studies,
where all those peripherals, their behavior and their interactions
are taken into account are therefore fundamental for improving
the design and operation of fuel cell systems from a water and
thermal management standpoint.

But such system-level studies require numerical models able
to simulate the behavior of the fuel cell system with a suffi-
ciently low computational cost. Indeed, one should be able to
simulate with a reasonable computational time the operation of
the fuel cell system over time intervals corresponding to load
cycles encountered in potential applications, such as vehicle
driving cycles. These may last from several minutes to sev-
eral hours. Moreover parametric studies and optimization algo-
rithms require running simulation cases several times, with the
computational cost increasing even more.

Detailed models for PEM fuel cells are, however, too com-
putationally expensive for those kind of studies. Indeed, these
detailed models are based on the solution of conservation equa-
tions for mass, momentum, species (H2, O2, N2 and H2O in
its different phases), heat and charge (both positive and nega-
tive) [1, 8]. These equations take the form of partial differential
equations, in some cases containing highly non-linear terms,
which must be discretized and solved in both time and space.
Even solving such a detailed model on only two dimensions
such as in the case of Goshtasbi et al. [9] can take, depending
on the conditions, between 5 and 12 hours to simulate 340 s of
the PEM fuel cell behavior on a desktop computer (that means
between 50 and 130 times slower than real time). The 2D+1D
model of Nandjou et al. [10] take 6 hours to calculate a single
steady-state operating point.

But the computational cost is not the only drawback of such
detailed models. Complexity of the model also brings difficul-
ties into its use in fuel cell system development. The more
complex the model is, the more time is needed to implement
and maintain it, to setup simulation cases, to debug errors and
to post-treat and interpret results. Further, complex models of-
ten require a long list of model parameters, some of which have
been obtained for conditions or materials different from those
under study, some of which are highly uncertain and some of
which are not available at all, thus requiring potentially long
and costly experimental work. Besides, uncertainty in model
parameters can easily curtail the accuracy gained by using a
more complex model. The works by Jiang et al. [11] and Vet-
ter and Schumacher [12, 13] are particularly enlightening on
how uncertainty on key parameters for PEM fuel cell models
can have a strong impact on the results. For all those reasons,
complex models are not suited to develop fuel cell systems in
an agile way.

Obtaining faster and simpler models for PEM fuel cells can
therefore accelerate the PEM fuel cell system development. But
it requires simplifying hypotheses, since the phenomena in-
volved in the fuel cell operation are complex and encompass
multiple scales in space and time. The literature on PEM fuel
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cell modelling contain plenty of proposals of simplified mod-
els that can be used for system-level studies. Those models
adopt a wide variety of hypotheses and approaches that aim to
limit the number of equations, the number of points on which
the solution is sought (both in space and time dimensions), the
evaluation of computationally-intensive non-linear functions or
the coupling between different phenomena involved. Many of
these hypotheses concern the transport of reactant gases, water
in its different phases and heat inside the fuel cells. As a conse-
quence, the impact of these hypotheses is of great importance
for those interested in water and thermal management of fuel
cells. In spite of that, to the author’s knowledge, little has been
done to identify the impact of each individual hypothesis on the
accuracy of the model and the reduction of the computational
cost, as well as the domain of validity of each hypothesis. Due
to the complexity of the phenomena involved and the variety of
hypotheses and models encountered in the literature, undertak-
ing that analysis in a systematic way is not an easy task. In this
review, we propose a first step towards that goal: a presenta-
tion of the different hypotheses adopted in system-level and/or
control-oriented PEM fuel cell models available in the litera-
ture.

In the last ten years, several review papers concerning fuel
cell modelling have been published. The review of Weber et al.
[14] focus on the modelling of transport phenomena in PEM
fuel cells, with a very good presentation of the basic governing
equations for mass, charge and energy transport and of phe-
nomena occurring in the catalyst layer, for which the reader is
referred. The review of Andersson et al. [8] focuses on the
modelling of multi-phase flow in the gas diffusion layers and
gas channels, presenting different computational approaches at
the cell scale and a valuable discussion on the different transport
properties in the GDL. The reviews of Jiao’s group on water
transport [2], cold start [5], gas diffusion layers [15] and ther-
mal management [4] also contain some modelling aspect and
are an important starting point for those interested in water and
thermal management of PEM fuel cells. The review of Jahnke
et al. [7] is more general and covers the different modelling
scales from atomistic to system level, with a focus on the mod-
elling of degradation phenomena. More recently, Zhao et al.
[16] review fuel cell modelling real-time control, looking into
both low-dimension (from 0D to 1D+1D) physics-based mod-
els and data-driven models. As Zhao et al., we focus on low-
dimension models which can simulate the fuel cell performance
with lower computational cost, allowing for system-level and/or
control-oriented studies. But more specifically, we concentrate
our review on modelling aspects and hypotheses related to the
study of fuel cell water and thermal management.

2. Modelling the PEM fuel cell

Fuel cell models can be classified according to the spatial
dimensions considered. The so-called 0D models consider the
anode and the cathode as a single control volume each behav-
ing like a continuously-stirred tank reactor, without any spatial
consideration. A typical 0D model is schematized in figure 1

extracted from Ritzberger et al. [64]. 1D models adopt a spa-
tial discretization with more than one control volume along ei-
ther the flow channel (in-plane) direction or the through-plane
direction of the cell. 1D+1D models have more than one con-
trol volume for each of the flow channel and through-plane di-
rections, but without any flux in the in-plane direction of the
porous layers, taking advantage of the planar geometry of the
cell and the much smaller dimension in the through-plane direc-
tion. By doing so, 1D+1D models decouple the solution of ad-
jacent through-plane transport equations, leading to faster sim-
ulations than with equivalent 2D models where transport in the
in-plane direction is solved. The scheme of the 1D+1D model
proposed by Yang et al. [58] is presented in figure 2. 2D+1D
models work in the same way but consider two-dimensional
gas flow channel arrangements, while 2D and 3D models take
into account in-plane fluxes. Fuel cell models are also classi-
fied as transient or steady-state depending on the consideration
of dynamic effects. The so-called quasi-steady approach use
steady-state equations which are solved for each time step.

Fig. 1. Schematics of the 0D model used by Ritzberger et al. [64].
(Reproduced from Ritzberger et al. [64]).

In 2004, Pukrushpan et al. [17] proposed perhaps the first
control-oriented 0D fuel cell system model taking into account
the transient effects of oxygen and hydrogen partial pressures,
stack temperature and membrane water content on the stack
voltage. The authors clearly state that their model "is use-
ful in showing the behavior of fuel cell systems qualitatively,
rather than quantitatively". Several works presented control-
oriented models in the following years [20, 22, 28, 30, 35, 36]
while paying increasing attention to the control of the stack
temperature and the membrane water content. In particu-
lar, del Real et al. [20] developed a two-phase 0D model
which was able to reproduce the transient behaviour of a Bal-
lard Nexa 1.2 kW PEM fuel cell system. In the same pe-
riod, several steady-state models were also developed with
along-the-channel [21], through-plane [23, 34] or even 2D dis-
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Table 1
Classification of the main models reviewed in this work.

Pukrushpan et al., 2004 [17] Transient 0D Single-phase Isothermal
Khan and Iqbal, 2005 [18] Steady-state 0D Single-phase Isothermal
Bao et al., 2006 [19] Transient 1D Two-phase Isothermal
Del Real, 2007 [20] Transient 0D Two-phase Isothermal
Huisseune et al., 2008 [21] Steady-state 1D (AC) Single-phase Non-isothermal
Vasu et al., 2008 [22] Transient 0D Single-phase Isothermal
Falcão et al., 2009 [23] Steady-state 1D (TP) Single-phase Non-isothermal
Gerteisen et al., 2009 [24] Steady-state 1D (TP) Two-phase Non-isothermal
Jiao and Li, 2009 [25] Transient 3D Two-Phase Non-isothermal
Karnik et al., 2009 [26] Transient 0D Single-phase Isothermal
Kim et al., 2010 [27] Transient 0D Single-phase Isothermal
Mangold et al., 2011 [28] Transient 0D Two-phase Isothermal
Schultze and Horn, 2011 [29] Transient 0D Two-phase Isothermal
Ziogou et al., 2011 [30] Transient 0D Two-phase Isothermal
Damour et al., 2012 [31] Transient 0D Single-phase Isothermal
Hosseinzadeh et al., 2013 [32] Steady-state 0D Single-phase Isothermal
Chaudhary et al., 2014 [33] Transient 2D Two-phase Non-isothermal
Kim et al., 2014 [34] Steady-state 1D (TP) Two-phase Isothermal
Liso et al., 2014 [35] Transient 0D Two-phase Isothermal
Strahl et al., 2014 [36] Transient 0D Two-phase Isothermal
Zhou et al., 2014 [37] Transient 1D (TP) Two-phase Non-isothermal
Fly, 2015a [38] Transient 0D Two-phase Isothermal
Kang, 2015 [39] Transient 2D+1D (TP) Two-phase Non-isothermal
Kang and Min, 2016 [40] Transient 1D (TP) Two-phase Non-isothermal
Robin et al., 2015 [41] Transient 2D+1D (TP) Two-phase Non-isothermal
Zhao et al., 2015 [42] Transient 0D Single-phase Isothermal
Abdin et al., 2016 [43] Transient 0D Single-phase Isothermal
Goshtasbi et al., 2016 [44] Transient 1D+1D Two-phase Non-isothermal
Headley et al., 2016 [45] Transient 1D (AC) Single-phase Isothermal
Liso et al., 2016 [46] Steady-state 1D (TP) Two-phase Isothermal
Salva et al., 2016 [47] Steady-state 1D (TP) Two-phase Non-isothermal
Schultze and Horn, 2016 [48] Transient 0D Single-phase Isothermal
Tang et al., 2017 [49] Transient 1D+1D Two-phase Non-isothermal
Futter et al., 2018 [50] Transient 2D Two-phase Non-isothermal
Jiang et al., 2018 [11] Steady-state 1D (TP) Two-phase Non-isothermal
Qin et al., 2018 [51] Steady-state 2D (IP) Single-phase Non-isothermal
Sun et al., 2018 [52] Transient 0D Single-phase Isothermal
Wang et al., 2018 [53] Transient 1D+1D Two-phase Non-isothermal
De Campo, 2019 [54] Transient 0D Two-phase Isothermal
Han et al., 2019 [55] Steady-state 1D (TP) Single-phase Isothermal
Lazar et al., 2019 [56] Transient 1D (TP) Single-phase Isothermal
Vetter and Schumacher, 2019 [57] Steady-state 1D (TP) Two-phase Non-isothermal
Yang et al., 2019 [58, 59] Transient 1D+1D Two-phase Non-isothermal
Chen et al., 2020 [60] Transient 0D (scalable) Two-phase Non-isothermal
Goshtasbi et al., 2020 [61] Transient 1D+1D Two-phase Non-isothermal
Hoeflienger and Hofmann, 2020 [62] Steady-state 0D Single-phase Isothermal
Ritzberger et al., 2020 [63, 64] Transient 0D Two-phase Isothermal
Wang et al., 2020 [65] Transient 0D Single-phase Isothermal
Fu et al., 2021 [66] Transient 0D Two-phase Isothermal
Schröder et al., 2021 [67] Steady-state 1D (TP) Two-phase Isothermal
Xing et al., 2021 [68] Transient 0D Single-phase Isothermal
Xu et al., 2021 [69] Transient 1D (TP) Two-phase Isothermal
Gong et al., 2022 [70] Transient 1D+1D Two-phase Non-isothermal
Striednig et al., 2022 [71, 72] Steady-state 0D Single-phase Isothermal
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Fig. 2. Schematics of the 1D+1D model from Yang et al. [58]. (Reproduced from Yang et al. [58] with permission from Elsevier).

cretizations, as they allowed to account for spatial dimensions
and heat transfer effects which were neglected in 0D mod-
els. With time and the improvement of computational capa-
bilities, some models started to combine both detailed spatial
discretization and dynamic operation [37, 41, 49, 50, 58, 61].
Models also started to include two-phase effects more often
[11, 33, 36, 37, 39, 40, 47, 58, 61, 67, 69, 70], although those
were already present in the model proposed by del Real et al.
[20]. More recently, some authors came back to simpler models
(0D and/or steady-state) in order to reduce the computational
time and make faster system-level optimization [62, 67], sensi-
tivity analyses [11, 71] and model calibration [63, 64]. In some
cases, analytical solutions of governing equations are included
to further reduce computational time [11, 69].

Table 1 lists the PEM fuel cell models mentioned in this work
and how they could be classified according to the considera-
tion of dynamic effects (steady-state or transient models), the
spatial dimensions (from 0D to 3D), as well as the considera-
tion of two-phase phenomena and of temperature heterogene-
ity (isothermal or non-isothermal). In the following, we will
see how those models represent the cell voltage, the transport
phenomena in the different layers of the membrane-electrode
assembly and in the gas flow channels and associated spatial
effects at the cell and stack scales.

2.1. Cell voltage

Most often, the goal of fuel cell models is to predict the op-
erating voltage for a given current density. Models calculate
the cell voltage from the current densities either by solving
charge conservation equations or by adopting semi-empirical
parametrizations. For those solving charge conservation equa-
tions, both proton and electron conservation are considered in
the through-plane direction. Proton conservation is solved in
the catalyst layers and membrane and electron conservation
in the catalyst layers, DM and bipolar plates. Examples of

models considering charge conservation equations are found
in [24, 25, 33, 50, 55, 57]. In the majority of the models re-
viewed in this work, the semi-empirical parametrization of the
cell voltage is used, for its simplicity and computational effi-
ciency. Further, its parameters can be more easily fitted to ex-
perimental data. The cell voltage can be obtained by subtracting
activation, ohmic and concentration overpotentials terms from
the reversible potential :

Vcell = Erev − ηact − ηohm − ηconc (1)

The reversible potential is calculated with the Nernst equation:

Erev = E0
rev +

∆S 0

2F
(T − T0) +

RT
2F

ln

( pO2

p0

)0.5 (
pH2

p0

) (2)

with the standard conditions p0 = 1 atm, T0 = 298.15 K, E0
rev =

1.229 V and ∆S 0 = 165 J mol−1 K−1.

2.1.1. Activation overpotential
The activation overpotential is generally represented by a

Butler-Volmer formulation [25, 33, 49, 50, 57] or the simpler
Tafel equation [19, 23, 24, 34, 36–40, 43, 44, 47, 53, 55, 58, 59,
61, 62, 67, 69–71], valid for large values of ηact and negligible
mass transfer resistance, given by:

ηact =
RT

2αF
ln

(
i
i0

)
(3)

The exchange current density i0 can be a constant or a function
of the temperature and the oxygen concentration. An empirical
crossover current term can be added to the cell current density
in equation 3 to account for the crossover of gas species across
the membrane. As an alternative to the Tafel equation, Jiang et
al. [11] solve the charge conservation equations analytically to
obtain a parametrization for the activation overpotentials. The
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semi-empirical parametrization of the activation overpotential
proposed by Amphlett et al. [73] is also extensively used in
fuel cell models [18, 21, 27, 29–32, 48, 54, 60, 65, 66, 68]. It
describes the activation overpotential as a linear combination of
four terms which can be fitted to experimental data:

ηact = ξ1 + ξ2T + ξ3T ln(c∗O2
) + ξ4T ln i (4)

where the oxygen concentration at the cathode gas-liquid inter-
face c∗O2

is obtained from the Henry’s law and ξi are the fitting
coefficients. Nevertheless, other alternative parametrizations
are also used by different authors [17, 20, 22, 35, 41, 45, 56, 63].
Very often the anode activation overpotential is neglected as the
hydrogen oxidation reaction is much faster than the oxygen re-
duction reaction.

2.1.2. Ohmic overpotential
The ohmic overpotential is due to both protonic and elec-

tronic resistances across the different layers of the cell and can
be written:

ηohm = rohmi = (rH+ + rel)i (5)

Protonic resistances occur in the catalyst layers and the mem-
brane, while electronic resistances occur across the catalyst
layers, the MPL and GDL and the bipolar plates. The pro-
tonic resistance is generally dominant and is a strong function
of the membrane water content in the perfluorinated sulfonic
acid membranes used in low-temperature PEMFC. Most mod-
els [11, 17, 19, 23–25, 29, 32–35, 37–40, 43, 44, 47, 49, 50, 54,
55, 67, 69] still use the empirical relation for the conductivity
of a Nafion 117 membrane obtained back in 1991 by Springer
et al. [74]:

σmemb =(0.005139λ − 0.00326)

× exp
[
1268

(
1

303
−

1
T

)]
(6)

with σmemb in Ω−1 cm−1 and T in Kelvins. Some authors mul-
tiply equation 6 by a tuning factor [35, 40] or fit its different
parameters to their own experimental data [41, 45, 63]. Mann
et al. [75] proposed some correction terms to equation 6 that are
adopted by several works [18, 27, 42, 54, 60, 65, 66, 68]. Other
less commonly used parametrizations are the one proposed by
Amphlett et al. [73] and used by [21, 30], defined as:

σmemb = ξ5 + ξ6T + ξ7i (7)

or a more complex equation proposed by Weber and Neu-
mann [76] and used by [56, 57]. Some specific parametriza-
tions can also be found in [61, 62, 71]. Given the membrane
conductivity, its protonic resistance can be calculated based
on the membrane thickness. Calculating the protonic con-
ductivity of the catalyst layer require the knowledge of cata-
lyst properties such as the ionomer volume fraction, catalyst
layer thickness and tortuosity. This is done by a few works
[24, 25, 33, 37, 49, 50, 61, 67, 69] but most neglect the cat-
alyst layer protonic conductivity. The cell electronic conduc-
tivity can be calculated from the series association of the elec-
tronic resistances of the different porous layers and bipolar plate

[33, 37, 43, 44, 47, 50, 58, 59, 65, 70] and sometimes a con-
tact resistance [27, 41, 44, 47, 60, 61, 63] which is often a
fitted parameter lumping all the electronic resistances of the
cell. However, the majority of studies consider only the pro-
tonic resistance of the membrane in the ohmic overpotential.
That might be a good approximation for thick membranes. But
with the current trend for the use of thinner membranes, spe-
cially for mobility applications, the protonic resistances of the
catalyst layers and the electronic resistances become more and
more significant for the fuel cell performance. Finally, some
authors [20, 22, 31, 36, 42, 48] consider the ohmic resistance
as a constant parameter that can be fitted to experimental data,
which often correspond to normal operating conditions where
the membrane is well humidified.

2.1.3. Concentration overpotential
The concentration overpotential arises due to gas transport

limitations to the reaction. For detailed models where the
through-plane gas concentrations are obtained, this concentra-
tion overpotential is simply accounted for by using gas con-
centrations in the catalyst layers for the calculation of the re-
versible potential and the activation overpotential. It is also
possible to adopt this approach in 0D models, by calculating
the gas concentrations in the catalyst layers from the chan-
nel concentrations with a quasi-steady state hypothesis for the
gas transport in the porous layers, as done by some authors
[34, 43, 44, 47, 71, 72]. In this case, the gas concentration in
the catalyst layer is given by:

cCL = cGC −
i

4F
RT (8)

where RT represents a global transport resistance, which can be
obtained from the effective diffusivities in the porous layers and
include the transport resistance at the channel-GDL interface.
Most often, a specific term is used for the parametrization of
the concentration overpotential [17, 20, 22, 30, 35, 38, 42, 54,
56, 60, 63, 64, 66–68, 70]. It generally involves a logarithmic
function of the cell current and of a limit current, such as the
one used by Schröder et al. [67] for the cathode:

ηconc =

(
1 +

1
αca

)
RT
4F

ln
(
1 −

i
ilim

)
(9)

The limit current ilim can be a constant or a function of the gas
pressure, the temperature and sometimes an effective diffusivity
in the porous layers, which allows to account for some flooding
effects. The limit current can also be defined as the one for
which the gas concentration is zero at the catalyst layer, which
from equation 8 gives [77]:

ilim =
4F
RT

cGC (10)

In some cases, however, the concentration overpotential is not
considered at all [18, 19, 21, 28, 29, 31, 32, 36, 48, 62]. This
hypothesis can stand if the fuel cell operates at low to moderate
current densities.
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2.1.4. Other effects
Another effect considered by Goshtasbi et al. [61] and Futter

et al. [50] is the impact of platinum oxide growth dynamics in
the voltage of the fuel cell. They use an ordinary differential
equation to model the evolution of the platinum oxide coverage
and reduce the exchange current density for the cathode over-
potential accordingly. Indeed, the formation of platinum oxide
occurring for high operating voltages is reported to contribute
to a large extent to recoverable performance loss in PEM fuel
cells [78]. Further, it should be noticed that recent experimen-
tal evidence from Bernhard et al. [79] suggests that platinum
oxide growth also add ohmic losses due to increased resistance
to electronic transport in the oxide layers.

Electrochemical double-layer charging and discharging is
neglected by most studies, as the characteristic time scales
(≈ 10−6 s) are orders of magnitude below those of mass and
heat transport phenomena. Yet, a few models consider it, like
those in [1, 18, 31, 49–51].

2.2. Catalyst layers
The anode and cathode catalyst layers are the places

where electrochemical reactions occur. They combine carbon-
supported catalyst nanoparticles and an ionomer binder and
have a typical thickness of 1 µm–10 µm [1]. In most studies,
the catalyst layer is considered as infinitesimally thin, which
means that there is no accumulation of species or energy in it
and that the conditions in the CL-DM interface prevail over all
the CL thickness. Of all the studies analyzed, only a few works
[37, 58, 59, 61, 63] don’t adopt this hypothesis. Yang et al.
[58, 59] consider a single control volume for the CL, which
also means that there can be accumulation of species or energy
in it, although the transport of both across the through-plane di-
rection in the CL is considered to be infinitely fast. Ritzberger
et al. [63] do the same for the cathode CL, but consider the an-
ode CL as infinitesimally thin. Goshtasbi et al. [61] and Zhou
et al. [37] use respectively 4 and 30 control volumes to rep-
resent each CL, being able to solve transport equations in the
through-plane direction across the CL. Xu et al. [69] consider
one control volume for each CL for solving the transport equa-
tion for the membrane water content only, with the CL being
considered infinitesimally thin for the other transport equations.

Some authors [50, 55, 61, 80] consider complex models to
represent oxygen mass transport resistance in the cathode cat-
alyst layer. While Goshtasbi et al. [61] and Futter et al. [50]
use a homogeneous film model established by Hao et al. [80].
Chaudhary [33] and Han et al. [55] use an agglomerate model
where platinum particles form an agglomerate coated with an
ionomer film to compute the local rates of reaction in the anode
and the cathode CL. Both models share the need for detailed
data on the catalyst layer morphology, not necessarily avail-
able. But Weber et al. [14] notice that agglomerate models,
although not corresponding entirely to reality, do provide better
predictions.

Futter et al. [50] argue that in dry conditions the penetration
depth of H+ in the cathode CL is low due to low water content
of the ionomer fraction, resulting in low utilization of the cata-
lyst. Therefore, according to the authors, an appropriate model

of the through-plane transport in the CL is needed in such dry
conditions. To account for this phenomena with only moderate
computational cost, Goshtasbi et al. [61] calculate a cathode
CL utilization factor, determined from the minimization of the
sum of activation and proton transport losses in the CL.

It is important to note that the result of considering the CL
as a single control volume or infinitesimally thin is the same
if the transport equations for the different species are solved
for the steady-state. The difference between both cases is the
accumulation term, which is zero for the infinitesimally thin
CL and non-zero for the single control volume CL, and which
will have an impact only in dynamic responses.

2.3. Gas transport in the diffusion media
The diffusion media of a PEM fuel cell are composed of a

gas diffusion layer and in some cases of a microporous layer.
The function of those layers is to ensure the proper transport of
reactant gases from the gas flow channels to the catalyst lay-
ers, while ensuring the electronic and thermal conduction be-
tween the catalyst layers and the bipolar plates, the evacuation
of the produced water and the mechanical support and protec-
tion of the catalyst layers. The gas diffusion layers have a typi-
cal thickness around 200 µm, while the microporous layer have
a typical thickness around 50 µm. The microporous layer has a
finer structure than the GDL, positively impacting water man-
agement [1]. But from a modelling point of view, the GDL and
MPL are generally treated essentially in the same way.

Concerning the transport of gases in the diffusion media,
a number of studies consider it as infinitely fast [17, 26, 27,
31, 32, 35, 42, 48, 52, 65, 68–70], which is a valid hypothe-
sis in most cases, since the characteristic time of the GDL is
in the order of 1 ms–10 ms [2]. That means that the concen-
trations are homogeneous across the DM and are the same at
the DM-CL and DM-channel interfaces. All of those works
also consider the CL as being infinitesimally thin. Several au-
thors [11, 20, 43, 47, 61, 63, 67, 69] consider a steady-state
Fickian diffusion across the DM. This allows to account for a
transport resistance caused by the DM, but without any accu-
mulation of gas species in the DM. Others consider one [58] or
more [37, 39, 40] control volumes across the DM while using
the Fick’s law, therefore allowing for accumulation effects. In
the case of Ziogou et al. [30], steady-state Fickian diffusion is
considered for oxygen and hydrogen, but water vapor can accu-
mulate in the DM control volume.

Several authors [19, 41, 46, 50] use the more complex Stefan-
Maxwell diffusion. The work of Lindstrom and Wetton [81]
indicates that Fickian diffusion can be a good approximation
for the gas transport in the cathode DM when air is used as
oxidant in the fuel cell. The same is not true for the anode DM
if hydrogen is diluted in nitrogen, a condition that can be found
with anode gas recirculation.

Only Chaudhary et al. [33] and Futter et al. [50] consider
the hydraulic permeation of the gas phase in the through-plane
direction across porous layers, which is modelled according to
Darcy’s law. Most authors neglect this hydraulic permeation
arguing that the gas pressure gradient is negligible across the
porous layer. Qin et al. [51] consider hydraulic permeation in
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the in-plane direction for serpentine flow-fields by calculating
the share of the flow going through the DM with 3D CFD sim-
ulations as is done in the work of Park and Li [82].

The case of water vapor is particular, as it may be coupled
to liquid transport through phase-change. Zhou et al. [37] for
instance only solve the transport equation for water vapor and
not for other gases. In their steady-state model, Jiang et al.
[11] compare the net water transfer flux across the membrane
to the evaporation flux at the DM-channel interface to deter-
mine whether the water transport through the DM happens in
the liquid or vapor form, in which case the Fick’s law is ap-
plied.

It is also important to note that although several authors ig-
nore gas transport phenomena across the diffusion media (and
the CL), its impact on the cell voltage is most often still consid-
ered through a parametrization of the transport overpotential as
explained in section 2.1.

Finally, the effective diffusivity in diffusion media such as the
GDL is obtained by multiplying the bulk diffusivity by a correc-
tion factor to account for porosity and tortuosity effects. Most
often, this factor consists in a power function of the medium
porosity such as:

De f f = Dbulkε1.5 (11)

or :

De f f = Dbulk
(
ε − εp

1 − εp

)0.785

(12)

A discussion of the different expressions can be found in the
review paper of Andersson et al. [8]. They conclude that some
expressions which are used in the fuel cell modelling commu-
nity may not be valid as they were obtained for porous media
with different characteristics from those of fuel cell diffusion
media, leading to an overestimation of the effective diffusion
coefficients. Corrections to account for the saturation of the
medium can also be applied if liquid water is present. Those
corrections are discussed in section 2.6.

2.4. Liquid water and phase-change
The consideration of liquid water and phase-change is per-

haps one of the most critical aspects for water management.
Through-plane transport of liquid water in the porous layers is
a complex issue and several approaches to handle (or avoid) it
can be found in the literature. Some authors such as Striednig
et al. [71] and Abdin et al. [43] consider that only water vapor
exists in the stack. Liso et al. [46] consider that water in the
liquid phase is finely dispersed in the gas phase, and no distinc-
tion is made between the two phases. The authors recognize
that this can only be a valid assumption if the amount of ex-
cess liquid water is low. This is also the case for some other
authors [27, 32, 52] although the hypothesis is not so explicit.
In some works [17, 26, 64] the cathode and the anode sides are
modelled as a single control volume each (infinitesimally thin
GDL, MPL and CL) and therefore there is no liquid transport
in the through plane direction, even though liquid water can ac-
cumulate in those control volumes. Damour et al. [31] does not
consider the presence of liquid water, considering only the gas
streams to be saturated with water vapor in order to compute

the membrane conductivity. The same hypothesis is adopted by
Schultze and Horn [48]. Ritzberger et al. [63] consider that
although liquid water may exist in a control volume (the CL or
the channel), water transport between two control volumes can
only happen under the gas phase. De Campo [54] considers that
the water can accumulate in the gas channels through conden-
sation, but be removed by convection with the same velocity as
the gas phase. Wang and Chen [83] propose a non-dimensional
Damkhöler number defined as the ratio between water produc-
tion at the CL and water removed by vapor diffusion across the
diffusion media to characterize the existence of two-phase flow
in the diffusion media. A Damkhöler number close to zero in-
dicates single-phase operation, while a value much greater than
unity indicates two-phase conditions everywhere in the cathode.
This non-dimensional number can then be used to evaluate the
need for a two-phase model where liquid water transport is con-
sidered.

Liquid water transport is most often modelled using Darcy’s
law [11, 20, 33, 36, 37, 39, 40, 47, 58, 61, 67, 69, 70]. The
liquid water flux is then written:

ql = −
ρlK

e f f
l

MH2Oµl

dpc

dx
(13)

with the effective permeability calculated as Ke f f
l = Kl,absKl,rel

The relative permeability Kl,rel is modelled as a function of the
water (and ice) saturation : Kl,rel = sn or Kl,rel = sn(1 − sice)n.
The exponent n can take prescribed values such as 5 [49, 61], 4
[11, 25, 37], 3 [20, 33, 34, 36, 47, 58, 69, 70], 2.5 [50] or even be
fitted during model calibration [67]. Chaudhary et al. [33] add
to equation 13 a term to account for the shear force exerted by
the gas-phase velocity over liquid-phase, as they also consider
the hydraulic permeation of the gas phase.

A closure relation between the capillary pressure and the wa-
ter saturation completes equation 13:

pc =
σl cos θi
(εiKl)1/2 J(s) (14)

dpc

dx
=

dpc

ds
ds
dx
=
σl cos θi
(εiKl)1/2

dJ
ds

ds
dx

(15)

The most commonly adopted parametrization for the so-called
Leverett J-function J(s) has been obtained by Udell [84] by fit-
ting experimental data for sands from Leverett [85]:

J(s) = 1.417s − 2.120s2 − 1.263s3 (16)

It is used by many authors [11, 20, 25, 34, 36, 37, 50, 58, 61, 69,
70] although its applicability has been questioned [1, 8] as it has
been obtained for the water transport in soil materials. Alterna-
tively, Schröder et al. [67] use a fitted function for a SGL10BA
GDL taken from Gostick et al. [86] and Chaudhary et al. [33]
a fitted function obtained by Kumbur et al. [87] for the SGL
series. However, Jiao and Li [25] and more recently Vetter and
Schumacher [12, 13] found that the J-function parametrization
had little impact on the simulation results.
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In the previous equations (13–16), some authors [20, 44, 67]
use, instead of the actual saturation s, a reduced saturation de-
fined as:

sr =


s − sim

1 − sim
if 0 < s ≤ 1

0 if s = 0
(17)

where sim is the immobile water saturation level. sim is con-
sidered equal to 0.08 in Schröder et al. [67]. According to
Gerteisen et al. [24], immobile water saturation correspond to
liquid water located in hydrophilic regions of the GDL. These
authors assume sim = 0.2 in the GDL and zero in the CL, a
value also adopted by Goshtasbi et al. [44]. Gostick et al. [86]
measured values between 0.04 and 0.13, depending on the GDL
material.

The liquid water flux being calculated with equations 13–16,
conservation equations can be written in several forms, espe-
cially depending on how the control volumes are discretized.
In del Real et al. [20] the liquid water is considered to occupy
uniformly the diffusion medium volume (with a infinitesimally
thin CL). The saturation is considered zero at the channel so
that the liquid water flux is defined as :

ql = −
ρlK

e f f
l

MH2Oµl

dpc

ds
s

tGDL
(18)

A similar hypothesis is adopted by Strahl et al. [36]. We
must note that tGDL/2 should be used instead of tGDL in equa-
tion 18 to be consistent with the cell-centered discretization
used. Further, produced water is considered as a water vapor
source in vapor form in the GDL, with the possibility of evapo-
ration/condensation.

Yang et al. [58, 59], instead, use one control volume for each
porous layer (CL, MPL, GDL) and a careful treatment of effec-
tive transport properties between two layers. Further they solve
a partial differential equation for the liquid pressure, rather than
for the liquid saturation. The liquid pressure continuity across
the interface between two layers justifies this choice. The au-
thors only use a water saturation conservation for the gas chan-
nel control volume, considering convective liquid water trans-
port. This convective transport is calculated from the liquid
velocity, obtained by applying a slip ratio to the gas velocity. In
[59] the liquid velocity is considered to be the same as the water
vapor velocity, although this hypothesis is not explicit in [58].
Evaporation/condensation are also considered as source-terms
in the transport equations both in the porous layers and the gas
channel. A similar approach is adopted by Tang et al. [49, 88].
But these authors use a modification of the Lockhart-Martinelli
correlation to compute the liquid-gas slip ratio, instead of as-
suming it equal to unity. Gong et al. [70] solve the same equa-
tions as Yang et al. [58] but instead of one control volume for
each porous layer, they use a single control volume to represent
the combination of CL, MPL and GDL and consider the water
saturation to be homogeneous across those layers.

Salva et al. [47] consider one control volume for each layer
(CL, MPL, GDL) as in Yang et al. [58, 59], but solve the trans-
port equation for the steady-state and assume equilibrium be-
tween liquid and vapor phases in each layer, with infinitely fast

evaporation and condensation. While the infinitely fast evapo-
ration corresponding to a local equilibrium of liquid and vapor
phases is assumed by a number of authors, it can bring numer-
ical difficulties due to the discontinuity arising from water con-
densation. Strategies to smooth the transition between unsatu-
rated and supersaturated conditions are proposed by Chen et al.
[60] and Ritzberger et al. [63].

Kang [39] solves a partial differential equation for the to-
tal water transport in the GDL, which is discretized with four
control-volumes in the through-plane direction. Evaporation
and condensation are assumed to happen infinitely fast and the
resulting saturation is used to calculate a liquid water flux be-
tween two adjacent control volumes, included in the total water
transport equation. The CL is supposed to be infinitesimally
thin. The authors say that the presence of liquid water in the
gas channels is neglected, but it is not clear how this assump-
tion is considered in the model equations.

Schröder et al. [67] propose an original approach. The au-
thors solve the mass conservation equation to obtain the to-
tal amount of water accumulated in the reference volume (gas
channel + GDL pores). From that, the authors calculate the rel-
ative humidity in the reference volume. The water flow from
the CL to the gas channel is considered to be equal to the sum
of water produced from the reaction and transported across the
membrane. If the relative humidity in the reference volume is
equal to 100 %, all the water flow from the CL to the gas chan-
nel is considered to be in liquid form. The authors then solve
a 1D steady-state transport equation for liquid water in order
to obtain the reduced water saturation profile sr(x) across the
GDL. An average reduced saturation over the GDL thickness is
then obtained. This average value is finally scaled with a fitted
parameter to mimic along-the-channel effects.

Goshtasbi et al. [61] and Zhou et al. [37] solve the 1D par-
tial differential equation with more than one control volume for
each porous layer. Goshtasbi et al. use 20 for each GDL, 4
for each MPL and 4 for each CL, but vapor and liquid equa-
tions are decoupled. First the vapor concentrations are obtained
through a quasi-steady approximation. These vapor concentra-
tions allow for the calculation of phase-change source terms for
the transient liquid transport equation. Vapor fluxes are updated
to account for phase-change. An average saturation in the GDL
is used to modify the gas diffusivities in turn. Readers should
refer to [44] for more details on this method. Zhou et al. use 30
for each GDL and 20 for each CL and also decouples the liquid
transport from the vapor transport, which is solved with a single
control volume for the GDL and a single control volume for the
CL.

Finally, Xu et al. [69] use analytical solutions for the trans-
port of liquid water across the GDL obtained by Hu et al. [89]
from the integration of 1D through-plane transport equations
for three different regimes: unsaturated vapor throughout the
GDL, saturated vapor throughout the GDL and a mixed regime
where a saturation front exists. A similar approach is adopted
by Jiang et al. [11], where a switching function is used to deter-
mine whether the water is transported as liquid or vapor in the
porous layers.

It should be noted that many papers use as boundary con-
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dition between the GDL and the gas channel a fixed small (or
zero) saturation, since any liquid water would be quickly re-
moved by the gas stream [11, 30, 33, 37]. The exceptions are
works of Jiao’s group [58, 59, 70] where a saturation conser-
vation equation is solved for the channel, Gerteisen et al. [24]
where the authors impose a liquid water flux proportional to the
gas flow rate and the square of the difference between the satu-
ration s and its immobile part (s − sim)2. On the membrane–CL
interface, most papers use a zero-flux boundary condition. Ex-
ceptions are the works of Tang et al. [49, 88] that considers the
possibility of hydraulic permeation of liquid water from the CL
into the ionomer and the one of Chaudhary et al. [33] that con-
siders separate liquid and vapor water absorption/desorption by
the membrane.

2.5. Heat transfer
In fuel cells, heat is released by electrochemical reactions and

ohmic resistances. Water condensation or evaporation consti-
tute a heat source as well. Most heat is released in the MEA, due
to entropic and irreversible reaction heat in the CL and protonic
resistance in the membrane and the ionomer phase of the CL
[90]. In liquid-cooled or air-cooled fuel cells, the excess heat
is evacuated by the coolant flowing in channels in the bipolar
plates. Due to water phase-change and thermal gradients, water
and heat transport are tightly coupled, so that heat transfer is
key for both water and thermal management.

The majority of system-level studies consider a homoge-
neous stack temperature, identical in all cells, across all the cell
layers and across all the cell surface [17, 20, 22, 26, 27, 31, 32,
35, 36, 42, 43, 46, 48, 52, 54, 62, 63, 65, 66, 68]. In their work,
Schröder et al. [67] also consider a homogeneous stack temper-
ature, but with a different temperature for the gas in the cathode
gas flow channels. In some works as Hoeflinger and Hofmann
[62] or Abdin et al. [43], the temperature is an input param-
eter of the model and considered to be constant. Most often
[22, 35, 36, 54, 68], however, a single energy balance equation
is solved, with the general form:

Cst
dTst

dt
=

∑
(ṁh)in −

∑
(ṁh)out − Pel

−Q̇cool − Q̇amb

(19)

It should be noticed that this hypotheses is less valid for short
stacks with few cells (where heat losses through the end plates
might be significant), for high surface area cells where tempera-
ture differences across the cell surface might be significant and,
above all, for high current densities where the amount of heat
released is high and thermal gradients are strong. Nandjou et
al. [10] put in evidence temperature differences of up to 10 °C
at 0.8 A cm−2 for a cell with an active area of 220 cm2. Wang
et al. [91] also indicates that temperature differences across the
GDL can reach 5 °C–10 °C. Due to the steep relation between
temperature and saturation pressure of water, small changes of
temperature may lead to strong variations of relative humidity.
For instance, 100 % RH at 75 °C gives only 81 % RH at 80 °C
or 67 % RH at 85 °C if the water vapor pressure is kept constant.
This highlights the fact that only small changes in temperature
can have significant impact for water management.

Tang et al. [49, 88] treats the solid and gas with different
temperatures in the CL and the GDL, although the fluid and
solid domains are supposed to be in thermal equilibrium in the
membrane. In the CL and the GDL, the condensing liquid film
is assumed to be at the same temperature as the solid.

Salva et al. [47] on the other hand, considers the gas-phase
to be in equilibrium with the solid layer they are flowing in,
each of these layers (membrane, CL, MPL, GDL, BPL) having
an homogeneous temperature. Heat is transferred between the
layers by conduction, characterised by heat transfer resistances.
An originality of the model is that each layer can lose heat to
the environment at its perimeter. Reaction heat is considered to
be fully released in the cathode CL. The authors don’t mention
any kind of active cooling, but it could be easily accounted for
in the equations, as is done in Yang et al. [58]. Instead, they
consider the temperature of the cathode BP as known and use it
as an input parameter. The equation for the cathode GDL heat
balance, for instance, is written:

TGDL − TCL

RCL−GDL
+

TGDL − TBP

RGDL−BP

+ Alat,GDLh(TGDL − Tamb) = 0
(20)

It should be noticed that the authors’ approach implies that heat
capacities of gases and liquid water inside the cell is negligi-
ble, and that equations are solved in steady-state. Further, they
don’t seem to account for the latent heat released by water con-
densation in the energy balances.

Yang et al. [58, 59] adopt an approach similar to Salva et
al. for the through-plane discretization of the heat equation, but
consider transient effects with a forward Euler discretization.
For the cathode GDL, it gives:

T t
GDL = T t−∆t

GDL +
∆t(

ρCp

)
GDL

(
TGDL − TCL

RCL−GDL

+
TGDL − TBP

RGDL−BP
+ S T

) (21)

where S T is the heat source term which includes different terms
depending on the layer. The thermal resistances Ri− j between
layers i and j are calculated by using effective thermal con-
ductivity values which account for the fractions of the different
phases in each layer (gas, liquid and solid) [59]. Heat can be
also exchanged between different cells of the stack, which are
considered individually. The same approach is adopted by Zhou
et al. [37] or Chaudhary et al. [33], although these authors use
a more detailed discretization in the through-plane direction.

Gosthasbi et al. [61] and Kang [39] also adopt this approach
but with some differences. Gosthasbi et al. [61] take the gas
channel temperatures as boundary condition. The authors sup-
pose the gas channel temperature in the k-th channel segment to
be equal to the cooling fluid temperature in that segment, which
in turn is given by a linear dependence on the local current den-
sity ik:

Tcool,k = Tcool,in +

∑k
j=1 i j∑Nseg

j=1 i j

∆Tcool (22)
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Kang [39] considers also convection heat transfer in the gas
diffusion layer.

It should be noted that a recent numerical study by Sauer-
moser et al. [92] indicates that Peltier and Dufour effects im-
pact significantly the heat fluxes in the cell. As far as we know,
these effects have not been taken into account by any system-
level study so far.

2.6. Flooding effects in the porous layers
The main effect of the presence of liquid water (or ice) in the

electrodes and porous layers is the blockage of the reactant’s
access to the catalytic sites. It can be taken into account in
different ways. Many studies [11, 25, 33, 34, 37, 44, 47, 50,
53, 55, 57–59, 61, 67, 69, 70] use an effective diffusivity to
calculate gas transport which includes the effect of the liquid
water saturation in the wet porous layers:

De f f
k,wet = (1 − s)ns De f f

k,dry (23)

with ns usually varying between 1 and 3 [2, 15]. The ice vol-
ume fraction can be added to the liquid saturation when per-
tinent. This reduction in the effective diffusivity will increase
the gas transport resistance and thus impact the concentration
overpotential of the cell (see section 2.1.3). In some works
[24, 50, 55, 61] where agglomerate or film models are used for
the catalyst layer, the liquid saturation in the will add an oxygen
transport resistance due to the presence of a liquid film cover-
ing the ionomer film. Other authors [20, 36, 37, 39, 40, 49]
consider the effect of liquid water through a reduction in the
effective cell active area proportional to the water saturation:

Ae f f
cell = (1 − s)Acell (24)

Strahl et al. [36] adopt an original approach by considering that
the water saturation of the cathode catalyst layer will increase
the active area until an optimum saturation value is attained,
after which the active area will remain constant:

Ae f f
cell = Aopt

[
exp(kss) − 1

]
, 0 < s < sopt (25)

where Aopt and ks are both fitting parameters. The same authors
Strahl and Costa-Castelló [93] propose the following equation
in a latter work:

Ae f f
cell = Aopt

(
1 −

sopt − s
sopt

)1/3

(26)

with the fitting parameter sopt. As we will see in section 4,
adopting this relation between active area and liquid saturation
allow the model to better fit transient voltage data. The increase
of the active area with liquid saturation is in line with experi-
mental observations reported by Padgett et al. [94], where plat-
inum utilization increases with the relative humidity for porous
support materials. The authors argue that condensed in water
allows the utilization of platinum catalyst present in pores that
are too small for the ionomer to be in. Finally, it is important to
notice that the works of Strahl et al. [36, 93] concern open-
cathode fuel cells where the cathode stoechiometry is rather
high (> 20).

2.7. Membrane mass transport
Water transport across the PFSA membrane is essential to

water management, as it will define water content and humid-
ity levels across the MEA. While readers should refer to the
work of Kusoglu and Weber [95] for a comprehensive review
on physical phenomena occurring in the membrane, the review
of Dickinson and Smith [96] presents very well approaches for
the continuum modelling of water fluxes across the membrane
and the CL ionomer. Most often, system-level studies adopt
the Springer membrane model [74] where the water flux in the
membrane is considered as the sum of a Fickian diffusion term
and electro-osmotic drag term [96]:

qw = −Dλc f∇λ + ξ
i
F

(27)

The parameters Dλ and ξ depend on the material as well as on
the temperature and the membrane water content, with several
parameterisations available in the literature. An alternative ap-
proach is to use the model proposed by Weber and Newman
[76, 97], as Futter et al. [50] do. Sorption isotherms are also
available and give the equilibrium water content λeq as a func-
tion of the temperature and the water activity. These sorption
isotherms have generally been obtained for Nafion 1100 and
Dickinson and Smith [96] caution against their use for other
materials even in the Nafion family. Such use is nevertheless
a common practice due to a lack of data for specific materials.
Authors such as Goshtasbi et al. [61] and Del Real et al. [20]
try to go around the problem by fitting a correction factor for
the water diffusion coefficient, while Abdin et al. [43] use a
constant water diffusivity coefficient. The reader should refer
to the works of Dickinson and Smith [96] and Vetter and Schu-
macher [12] for discussions and comparisons of the different
parameterisations available for the membrane water diffusivity,
electro-osmotic drag coefficient and soption isotherms.

System-level studies have proposed different approaches to
calculate the water flux across the membrane and the mem-
brane water content. The simplest one is to consider that the
membrane has a constant water content, often corresponding to
well-humidified conditions [31, 42, 48, 54, 65, 68]. Strahl et al.
[36] go further and neglect the water flux across the membrane,
arguing that electro-osmotic and diffusive fluxes have the same
order of magnitude and therefore cancel each other for the low
current densities where their open-cathode fuel cell stack op-
erates. A popular alternative consists in considering that the
membrane-CL interfaces are in equilibrium with water contents
λca and λan (calculated from the water activities in each CL) and
to consider the membrane water content to be the average value
as in the work of Prukushpan et al. [17]:

λmemb = (λca + λan)/2 (28)

with the gradient ∇λ calculated as:

∇λ ≈ (λca − λan)/tmemb (29)

Similarly, some authors [32, 38, 67] adopt a linear water content
profile across the membrane:

λ(x) ≈ λan + x × (λca − λan)/tmemb (30)
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and use it to obtain average values of Dλ and ξ. Del Real et al.
[20] and Ziogou et al. [30] use instead the anode water content
to calculate the diffusivity across the membrane and the electro-
osmotic coefficient. Oppositely, Huisseune et al. [21] consider
the membrane water content as being constant and equal to the
cathode water content λca. A more common approach [29, 35,
47, 54] is to consider a membrane water content corresponding
to the equilibrium water content for an average water activity
given by:

λmemb = λeq
(aca + aan

2

)
(31)

These approaches do not consider the possibility of water ac-
cumulation in the membrane and no conservation equation is
solved for a membrane control volume in the membrane. That
means that they cannot reproduce the dynamics of membrane
sorption.

In an attempt to describe the dynamics of water accumulation
in the membrane, Ritzberger et al. [63] consider the membrane
water activity to follow the average (aca + aan)/2 as in the work
of Salva et al., but with a time constant τmemb:

ȧmemb = −
1
τmemb

(
amemb +

aca + aan

2

)
(32)

Goshtasbi et al. [44, 61] consider hydraulic liquid water and
thermo-osmotic in addition to electro-osmotic and Fickian dif-
fusion, yielding:

qw = −Dλc f∇λ + ξ
i
F

−
Kl

µlMH2O
∇pl + DT∇T

(33)

Hydraulic permeation is also accounted for in a few other works
[11, 21, 56]. Dickinson and Smith [96] mention that hydraulic
permeation might play a role only for liquid-equilibrated con-
ditions.

In terms of membrane water conservation, Goshtasbi et al.
[44, 61] solve a conservation equation for three control vol-
umes corresponding to the whole membrane thickness, and for
the ionomer in each of the catalyst layers. This is also done by
Yang et al. [58, 59] and Xu et al. [69]. Kang [39] consider a
single control volume for the membrane thickness, but no con-
servation equation for the water content in the CL ionomer, with
diffusion fluxes calculated assuming equilibrium water contents
in the membrane-CL interfaces. Zhou et al. [37] however con-
siders 50 control volume for the through-plane discretization of
the membrane.

Only some authors [37, 46, 58, 59, 61, 69] also consider the
non-equilibrium dynamics of water absorption (or desorption)
into the ionomer, with the absorption flux qabs written:

qabs = kabsc f (λeq − λ) (34)

In particular, Liso et al. [46] show with steady-state water
balance measurements that considering such non-equilibrium
conditions lead to better prediction of membrane water fluxes,
while considering equilibrium water content at the membrane-
CL interfaces yields overestimated membrane water fluxes.

They used a Nafion 112 membrane. Majsztrik et al. [98] also
provide evidence of the importance of the interfacial transport
resistance for the membrane sorption, specially for thin mem-
branes. Xu et al. [69] adopt an weighted average of the absorp-
tion/desorption rate constants for vapor and liquid water to ac-
count for faster kinetics when the membrane is in contact with
liquid water, with the weighting factor depending on both the
ionomer water content and the water activity. Dickinson and
Smith [96] recommend the use of the water activity difference
between the membrane and and the gas phase as the driving
force, rather than the membrane water content as in equation
34:

qabs = kabs(aca/an − amemb) (35)

Further, they mention that there is no consensus on whether
an active electro-osmotic water uptake should be considered,
yielding:

qabs = −ξ
i
F
+ kabs(aca − amemb) (36)

qabs = ξ
i
F
+ kabs(aan − amemb) (37)

One aspect that is often neglected in the modelling of mem-
brane water absorption/desorption dynamics is the so-called
Schröder’s paradox, consisting in different membrane water up-
takes depending on if the membrane is in contact with liquid
water or saturated water vapor [2, 96]. Chaudhary et al. [33]
evaluated two approaches to account for Schröder’s paradox,
both considering individual contributions for membrane water
absorption/desorption from vapor and liquid phases, with mem-
brane water desorption occurring only in the liquid phase. In a
first approach, different membrane water equilibrium concen-
trations are considered depending on the water phase, liquid
or vapor. In the second approach, a single value of the mem-
brane water equilibrium concentration is considered for both
phases. The authors show that the first approach gives better
results when the anode and cathode inlet gases are fully hu-
midified (RH = 100 %), which is probably link to the presence
of liquid water. Futter et al. [50] account for the Schröder’s
paradox by using in the membrane transport equations an ex-
pression for the chemical potential of water that depends on the
local water saturation.

Another aspect that many authors neglect is the fact that
ionomer thin-films in the catalyst layer might behave signifi-
cantly differently from the bulk material in the membrane, as
deeply discussed by Weber et al. [14]. Differences include
lower equilibrium water content and conductivity or higher
activation energy for the thin-films as compared to the bulk
ionomer. It is remarkable that no study takes into account these
effects.

The permeation across the membrane of species other than
water, namely N2, O2 and H2, is most often neglected. Yang et
al. [58, 59] consider the crossover of nitrogen only, with a cor-
rection factor for the crossover rate to match experimental data.
Ritzberger et al. [63] also consider only the crossover of nitro-
gen. Differently, Futter et al. [50] consider the transport of O2
and H2 across the membrane. Among the models discussed in
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this work, the ones of Goshtasbi et al. [61], Tang et al. [49] and
Chen et al. [60] are the only taking into account the crossover
N2, O2 and H2.

2.8. Gas flow channels

Most studies consider a single control volume to represent
the gas flow channel [17, 20, 27, 29, 31, 35, 52, 54, 63, 68],
which is perhaps the simplest approach. In this case, the mass
conservation equation for each gas species is written in the gen-
eral form:

dmk,GC

dt
= ṁk,in − ṁk,out + S k (38)

This equation is often combined with linear nozzle equations to
determine the inlet and outlet mass flow rates from the pressure
difference between the gas flow channel control volume and up-
stream or downstream pressures [17, 52, 63]. The mass source
term S k can include any transport of species from the channel
to the GDL. Schultze and Horn [48] adopt a similar model but
use it to derive a first-order transfer function to represent the
cathode gas flow channel. The time constant of this transfer
function is fitted to experimental data.

Other authors use a one-dimensional discretization along the
channel direction to capture heterogeneity over the cell surface.
Goshtasbi et al. [61] use 12 or 27 control volumes along the
channels, depending on the channel length, as the authors no-
ticed that control volume lengths of more than 1 cm lead to
numerical issues. The authors consider that no species can ac-
cumulate in the channel so that for each segment i the following
equality holds:

ṁi
k,out = ṁi

k,in + S i
k (39)

Further, the authors use an iterative procedure to simulate
counter-flow configurations. Yang et al. [58] adopt a similar
approach to the one of Goshtasbi et al. [61], combining an ex-
plicit time discretization and a first-order upwind discretization
along the channel, so that the total mass flow at the outlet of a
channel segment can be calculated from the inlet mass flow and
other mass sources at the previous time step:

ṁi,t+∆t
out = ṁi,t

in −
∑

k

S i,t
k (40)

as explained in Wang et al. [53]. The use of an explicit time
discretization allows the consideration of counter-flow config-
urations, but at the expense of small time steps (of the order of
10−6 s). Interestingly, Yang et al. [58] give the results of a con-
vergence study showing that the three nodes along the channel
are sufficient to keep the relative error within ±0.5 % as com-
pared to ten nodes for the outlet gas velocity, the water satura-
tion in the CL and the output power of the stack. With a single
node, the relative error remains within ±1 % for the two lat-
ter parameters, but attain near 6 % for the outlet gas velocity.
Kang [39] adopts a 2D discretization along the channel with
20 control volumes, but only convection in the flow direction
and through-plane transport in the porous layers are considered.
The only 2D transport considered is the heat conduction in the
bipolar plates. Pressure drop along the channels is calculated

from the friction factor, but it is not clear how outlet flow rates
are calculated for each control volume.

Schröder et al. [67] adopt a pragmatic approach to deal with
the problem of along-the-channel heterogeneity. The total vol-
ume of fluid leaving each gas channel is calculated for steady-
state conditions, while water is allowed to dynamically accu-
mulate in the cathode or the anode. Cathode oxygen mole frac-
tion and the cathode pressure are the average between the inlet
and outlet values. However, the cathode fluid temperature is
calculated from a fitted linear combination of inlet and outlet
temperatures. An effective relative humidity is also calculated
by multiplying the cathode relative humidity by a fitted coef-
ficient. The authors argue that this allows to take into account
the non-linear dependence of the ionomer’s ohmic resistance on
the relative humidity. It should be noted that some authors such
as Lazar et al. [56] use a logarithmic average to account for
non-homogeneous distribution along the gas flow channel, but
without any justification.

Falcão et al. [23] adopt another approach by considering
that the gaseous species concentrations at the channel outlet
are equal to the concentrations at the GDL-channel interface,
and that the gas volume flow rate is constant along the channel.
Their model assuming steady-state operation, balance equa-
tions can thus be written such as, for instance, the one for the
oxygen on the cathode side:

i
4F
=

Q̇ca,in

NcellsAcell

(
cin

O2,GC − cO2,GC−GDL

)
(41)

If all the other parameters are known, that allows one to ob-
tain the boundary condition of the through-plane transport,
cO2,GC−GDL. Salva et al. [47] also adopt this approach.

One important aspect in the modelling of the gas flow chan-
nels is the liquid water transport along the channel. Several
authors [20, 26, 35, 40, 42, 48, 63] consider that only water va-
por is transported along the channel and leaves the stack. In
particular, Zhao et al. [42] consider that the cathode and anode
outlet gases are fully saturated (RH = 100 %) with no liquid
water. Schultze and Horn [48] also adopt this hypothesis for
the cathode, but don’t include the anode channel in their model.
Conversely, Qin et al. [51] suppose that the anode outlet gas
is fully saturated with no liquid water, instead of the cathode.
Zhou et al. [37] and Strahl et al. [36] consider that the water
saturation is zero in the channel arguing that any liquid water
is quickly removed by the gas flow. Del Real et al. [20] allow
for liquid water removal during anode purge events, where they
consider that all liquid water is removed from the anode. Some
authors [32, 46, 61, 67] assume that liquid water is present in a
dispersed phase in the gas flow channels and use a total water
molar flow in the calculations, representing the sum of liquid
and vapour water in the channel. Yang et al. [58] use a fixed
velocity ratio to obtain the liquid phase velocity from the gas
velocity in the channels. The value of the velocity ratio is not
mentioned, but in a previous work of the same group [53] this
velocity ratio is equal to one, indicating that a dispersed phase
is also assumed. A velocity ratio equal to one is also adopted by
De Campo [54], while Tang et al. [49, 88] use a modification
of the Lockhart-Martinelli correlation to compute the liquid-gas
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velocity ratio. In the analytical solutions for the through-plane
water transport of Hu et al. [89] used in the model of Xu et al.
[69], an interfacial drag assumption is adopted, with the liquid
velocity given by:

vl = vg
s3

GC

(1 − sGC)3

µg

µl
(42)

Alternatively, Schultze and Horn [29] and Fly [38] consider the
mass flow rate of liquid water leaving the cathode to be propor-
tional to the gas mass flow rate. While Schultze and Horn don’t
mention which value they use as a proportionality constant, Fly
fixes an arbitrary value of 2.

Finally, it is important to mention that a few authors [11,
34, 40, 58, 61] consider a mass transfer resistance between the
channel gas flow and the GDL by using Sherwood number cor-
relations, usually valid for fully developed laminar flow, but
most neglect it. For two-phase conditions where droplets or
films might be present in the channel, Sherwood number corre-
lations are provided by Koz and Kandlikar [99–101].

2.9. Cell and stack heterogeneity

Operation conditions are not homogeneous over the active
area of a fuel cell, as evidenced by the work of Miao et al.
[102]. These conditions can also differ between different cells
of a stack, with for instance temperature variations across the
stack due to heat losses at the end plates. However, modelling
those heterogeneous conditions require a level of spatial detail
that most authors choose to neglect. Some attempts to consider
them in a computationally efficient way have been made, nev-
ertheless.

A first approach to consider heterogeneous conditions over
the cell surface area is to use some kind of 1D+1D model,
where in addition to the solution of the through-plane 1D trans-
port equations, a 1D discretization along the channel direction
is adopted, as described in section 2.8. Kang [40] is even able
to account for some 2D effects over the cell active area for a
serpentine flow field with their quasi-3D modelling. A serpen-
tine flow field can also be modelled by the flow network model
proposed by Qin et al. [51] But discretization along the channel
is not enough to take into account the effect of the bipolar plate
land area, where the plate is in contact with the GDL. Gosh-
tasbi et al. [61] adopt a bi-domain approach, initially proposed
by Zaglio et al. [103]. This approach is based on solving the
through plane equations for two different domains: one under
the channel and one under the land, with respective effective
transport lengths and boundary conditions. It is schematized in
figure 3. The effective transport length takes into account geo-
metrical lengths but also anisotropy in the transport properties
of materials. Schröder et al. [67] and Tang et al. [49] use a con-
formal mapping to calculate an effective length for each layer,
as proposed by Weber [104]. In a simpler approach, Yang et al.
[58] take the channel-land heterogeneity by considering only
the channel area in the channel-GDL interface. None of the
other works reviewed here consider channel-land heterogene-
ity.

In what concerns stack heterogeneity, all works except the
ones of Zhou et al. [37] and Yang et al. [58] consider all the
cells to operate identically, with the same conditions. Being so,
the solution for a single cell is obtained and the resulting voltage
and flow rates are multiplied by the number of cells in the stack
to obtain results for the stack. Zhou et al. and later Yang et
al. instead consider each cell individually, with heat exchange
between adjacent cells and heat losses to the environment for
the two end cells.

3. Modelling auxiliary components

The fuel cell stack model is at the heart of any fuel cell sys-
tem modelling effort. However, having appropriate models of
the different auxiliary components in the cathode, anode and
cooling loops is almost as important for system-level studies.
They allow to correctly assess the operating conditions to which
the stack is subject in case of variable load or environmental
conditions, estimate the system efficiency and evaluate the wa-
ter and heat balances. In this section we review the modelling
approaches adopted in the fuel cell modelling literature to ac-
count for some important components in fuel cell system stud-
ies.

3.1. Air compressor

The air compressor is a key element of the fuel cell system
as it allows to increase the air pressure in the cathode, thereby
improving the efficiency of the fuel cell stack. Several authors
[17, 19, 27, 52, 54, 55, 58, 66] model the compressor by consid-
ering its dynamics, including a momentum conservation equa-
tion for the motor shaft and an equation for the dynamics of the
DC motor current depending on the applied voltage. They gen-
erally determine the mass flow rate from the rotation speed and
the pressure ratio with the help of a compressor map, that can
be obtained experimentally or from supplier data and fitted to
non-linear functions [17, 54, 58]. Some authors [40, 67, 68, 72]
neglect the dynamics of the compressor and use only a static
model, with the mass flow rate being given by the required air
stoechiometry and stack current. Others [38, 63] consider that
the mass flow rate follows the required mass flow rate with a
first-order transfer function and a fixed time constant. The com-
pressor isentropic efficiency can be obtained from the compres-
sor map [40, 69] or considered as a constant [34, 38, 67, 68].
In addition to the compressor isentropic efficiency, mechani-
cal transmission, DC motor and power converter efficiencies
can also be considered [67, 72]. It is important to note that
the compressor isentropic efficiency will have a significant im-
pact on the air temperature at the outlet of the compressor. In
Hoeflinger and Hofmannn [62], the compressor pressure ratio
and power consumption are fitted to non-linear functions of the
mass flow rate and of the voltage applied to the air throttle valve
placed downstream the cathode outlet. A review on different
type of compressors and their application in fuel cell systems
can be found in [105], which also includes a short review on
the mathematical modelling of air compressors.
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Fig. 3. Schematics of the bi-domain approach used by Goshtasbi et al. [61] to represent channel-land heterogeneity. (Reproduced from Goshtasbi et al. [61]).

3.2. Air humidifier
The air humidifier ensures that the cathode air is sufficiently

humid to avoid the dehydration of the membrane. Most of-
ten, membrane humidifiers are used in fuel cell applications and
they are sometimes included in system models. Yang et al. [58]
use a plane membrane humidifier model analogous to their fuel
cell model, but with a single control volume along the chan-
nel. This model is validated against water vapor transfer rate
measurements for two dry side inlet temperatures (50 °C and
60 °C). To our knowledge, it is the only model that takes into
account the dynamics of the membrane water content, although
it is validated against steady-state measurements only. Tang et
al. [88] and Kang and Min [40] also adopt a humidifier model
analogous to their respective fuel cell mode, but with more con-
trol volumes along the channel, as schematized in figure 4. Kim
et al. [34] and Fu et al. [66] use a 0D model for the membrane
humidifier accounting for heat and water transport across the
membrane. A simpler approach adopted for instance by some
authors [17, 20, 31, 35, 55, 63] is to consider the air "ideally hu-
midified" in the fuel cell inlet, thus avoiding any modelling of
the membrane humidifier. The same is done by Schröder et al.
[67] but they consider the pressure drop of the membrane hu-
midifier in their calculations. Fly [38] uses an iterative method
to calculate water and heat transfer in the membrane humid-
ifier given a target relative humidity at the cathode inlet. De
Campo [54] models an isothermal water injection humidifier
by assuming that the dry gas partial pressure remain constant.
Xu et al. [69] use an humidifier map providing the dew point
temperature at the outlet from the dry air mass flow rate and

temperature. Other membrane humidifier models can be found
in dedicated works, which propose steady-state or dynamic 0D
[106] or 1D models [107–109], as well as models based on the
NTU-effectiveness method [110, 111] or on experimentally ob-
tained maps [112].

(a)

(b)

Fig. 4. Schematics of the 1D+1D shell-tube membrane humidifier model used
by Kang et al. [40]. (Reproduced from Kang et al. [40] with permission from
Elsevier).
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3.3. Anode recirculation

Anode recirculation is generally used to allow for a high hy-
drogen stœchiometry without increasing hydrogen waste. An-
ode recirculation is implemented with a hydrogen mechanical
pump, an ejector or an electrochemical pump, plus a gas-water
separator [113]. Karnik et al. [26] and Bao et al. [19], calculate
the ejector primary and secondary inlets from supply and return
manifold pressures and temperatures. Yang et al. [58] model
an electrochemical hydrogen pump used to hydrogen recircula-
tion, with a model analogous to the one used for the fuel cell
or the membrane humidifier. A simpler approach is adopted by
Ritzberger et al. [63] and Liso et al. [35] who assume that
the recirculation mass flow rate is known. In order to avoid the
modelling of the anode recirculation loop, De Campo [54] used
measurements of the anode inlet and outlet pressures and con-
sidered that the anode gas was saturated with water vapor in
order to calculate the hydrogen partial pressure.

3.4. Cooling loop

In the case of liquid-cooled PEM fuel cells, the cooling loop
ensures that the waste heat is evacuated from the fuel cell sys-
tem. It generally consists of a coolant tank, a coolant pump and
a radiator heat exchanger, often with a bypass [90]. Modelling
the cooling loop allows to better account for the dynamics of
the cooling fluid inlet temperature and, as a consequence, of the
fuel cell stack temperature. Several authors [38, 58, 114] adopt
NTU-based effectiveness models for the heat exchangers, while
neglecting the heat capacity of the cooling fluid in the circuit.
Schultz and Horn [48] also use a NTU-based method but in-
stead take into account the heat capacity of the coolant fluid.
Kang et al. [40] and Tang et al. [88] adopt 1D radiator models
with respectively five and four control volumes in the flow di-
rection. Wang et al. [65] adopt a similar model but with a single
control volume in the flow direction, while accounting for the
thermal inertia of the radiator walls. Liso et al. [35] use a lin-
ear parametrization of the heat exchanger overall heat transfer
coefficient as a function of the air flow rate. The coolant tank
can also be modelled as done by Fly and Thring [114].

3.5. Condenser

Condensers can be present in some fuel cell systems where
water recovery is important for water management, for instance
in direct water injection humidification systems [115]. Con-
denser models with different degrees of complexity can be
found in some works. Karnik et al. [26] model the condenser by
a fixed liquid water removal efficiency. Striednig et al. consider
[72] that the air at the exit of the condenser reaches a desired
temperature, with 100 % relative humidity and no liquid water.
Fly and Thring [38, 114] adopts an iterative model of the con-
denser which is able to predict both the heat transfer and the
condensate rate. Their model is validated against experimental
measurements. A 0D condenser model is also used by Schultze
and Horn [29].

3.6. Inter-cooler
The inter-cooler is a heat exchanger placed after the compres-

sor to reduce the air temperature before the air enters the mem-
brane humidifier. Modelling the inter-cooler heat exchanger
allows one to better describe the behavior of the temperature
at the inlet of the membrane humidifier, and therefore the per-
formance of this component. However, only few authors con-
sider the inter-cooler in their models. Kim et al. [27] assumes
that the temperature exiting the inter-cooler downstream the air
compressor is constant and known. In Yang et al. [58] the tem-
perature at the inlet of the dry side of the membrane humidifier
is also considered to be constant and equal to 30 °C. Xing et
al. [68] model the inter-cooler using a NTU-based method and
a constant heat transfer coefficient. They show that the inter-
cooler corresponds to less than 1 % in the thermal load of the
cooling circuit.

3.7. Piping and manifolds
Finally, the different system components are connected by

pipes and inlet/exhaust manifolds. Usually the pipes and man-
ifolds between two components are lumped into a volume that
behaves like a perfectly stirred tank, as proposed by Pukrush-
pan et al. [17]. Schultze and Horn [48] are the only authors
that consider the time delay due to the flow speed in the pipe
between different system components.

4. Model validation

Validation of fuel cell models is fundamental, specially as
several more or less strong hypotheses are made to reduce the
model complexity and computational cost. Most often, mea-
surements of stack voltage and temperature are used to validate
the models as obtaining them is straightforward. But for water
management, quantities such as the water membrane content,
water transport across the membrane, liquid water saturation,
high-frequency resistance, outlet relative humidities and their
spatial distribution and dynamics are of great importance. If
accessing those quantities in situ remain difficult, some authors
were able to validate their models with interesting data. Robin
et al. [41] compared their model results to 2D current density
and temperature distributions across the cell surface for three
humidity conditions. The authors state that a good qualitative
agreement is obtained, but note significant differences due to
effects that are not accounted for in the model, such as a better
electronic contact near the edges of the cell due to mechanical
compression and bipolar plate welding. These effects are in-
deed shown to be significant by Liang et al. [116]. Tang et al.
[49] and Gong et al. [70] also compared their model to current
density distributions along the gas channel, obtaining very good
agreement. Futter et al. [50] compared their model to electro-
chemical impedance spectra obtained at two different humidity
conditions, but at a rather low current density of 0.2 A cm−2.
They suggest that the main deviations between their model and
the experiments concern a capacitive peak around 1 Hz and are
due to the gas concentration gradients along the channel direc-
tion, which are related to gas channel bends and not well rep-
resented by their model. Other authors compare their models
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to measurements of the ohmic resistance [53, 58, 61, 70] or the
ohmic losses [11], which is an indicator of the membrane resis-
tance and therefore of its degree of hydration. Also, Liso et al.
[46] and Falcão et al. [23] use respectively the cathode outlet
mass flow rate and the net water transfer coefficient across the
membrane for validation, while Salva et al. [47] validate their
model against measurements of the fuel cell water content. To
our knowledge, Headley et al. [45] are the only who validate
their model against transient measurements of the relative hu-
midity at the cathode outlet.

More commonly, authors use transient stack/cell voltage and
temperature data to validate their model. [20, 25, 29, 36, 49,
53, 54, 58, 59, 61, 63, 69, 70]. A good example is the work
of del Real et al. [20] where the validation is based on tran-
sient voltage and temperature data for three representative situ-
ations (fuel cell startup, flooding and variable load) with a Bal-
lard Nexa 1.2 kW fuel cell system. Figure 5 shows the com-
parison for a variable load situation. Studies focused on cold
start also use transient data for successful and failed fuel cell
startup [25, 28, 49, 58, 70], such as the one in figure 6, ex-
tracted from Tang et al. [49]. Nevertheless, too many authors
[19, 30, 33, 35, 38, 40, 42, 43, 66, 68] compare their models to
static voltage measurements or polarization curves only, even
if they are supposed to simulate transient effects. Worse, some
authors, even in recent studies, do not present any validation of
their models at all [26, 31, 56, 60]. This jeopardizes the reli-
ability of fuel cell models, since several studies highlight the
need for a validation methodology as comprehensive as possi-
ble [11, 117, 118].

Fig. 5. Stack voltage and temperature results for a Ballard Nexa 1.2 kW fuel
cell system under variable load: comparison between simulation and
experimental data from Del Real et al. [20]. (Reproduced from Del Real et al.
[20] with permission from Elsevier).

Some authors, compare different versions of their model to
evaluate a given feature. Liso et al. [46] use this approach
to show that considering non-equilibrium conditions for mem-
brane water adsorption/desorption is needed to reproduce the
experimental data. Futter et al. [50] compared a through-plane
1D version of their model with the original 1D+1D to show the
impact of the along-the-channel gradients and to propose an ex-
planation to the differences observed between their model and
the EIS experimental data. The importance of the along-the-

Fig. 6. Voltage break-in for the failed cold start of a fuel cell system:
comparison between simulations from Tang et al. [49] and experimental data
from Tabe et al. [119]. (Reproduced from Tang et al. [49] with permission
from Elsevier).

channel discretization is also shown in the work of Headley et
al. [45] by comparing their 1D model to its 0D version with a
signle control volume. Strahl et al. [36] compare their model to
a simpler version which does not take into account the impact
of the saturation on the catalyst active area, showing that the
simpler model cannot reproduce the behavior observed experi-
mentally. Beyond the validation of a model against experimen-
tal data, such a comparison between two (or more) versions of
a model is a very good practice as it allows one to justify (or
not) the need for a more complex model.

Concerning the validation of the models for other system
auxiliaries, it is only present in some works as the focus is fre-
quently on the fuel cell model. Kang et al. [40] validate their
membrane humidifier and radiator models against steady-state
experimental data. They use the dry side outlet dew point as
a function of the air flow rate and temperature for the mem-
brane humidifier and the heat rejection rate as a function of air
and coolant mass flow rates for the radiator. Yang et al. [58]
confront their models for different system components with ex-
perimental data. For the membrane humidifier model, they use
data for the water vapor transfer rates as a function of the air
flow rate and temperature and for the water recovery ratio as
a function of the pressure and temperature. For the radiator,
they use data for the coolant outlet temperature for different
coolant and air mass flow rates. For the electrochemical hydro-
gen pump, they use the polarization curves for different CO2/H2
ratios. Such an extensive validation could be used as a bench-
mark for future system models. However, in general, validation
of models for fuel cell system components deserve more atten-
tion, particularly for the transient behavior of components as
the membrane humidifier or the radiator, which are fundamen-
tal for water and thermal management in most systems.

Another important aspect concerning validation is the use of
benchmarks or standard conditions. Recently, Vetter and Schu-
macher [57] used operating conditions established by the Joint
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Research Centre of the European Commission for automotive
applications in an attempt to establish a baseline for model
benchmark and validation. But the fuel cell modelling com-
munity still lacks a benchmark for model validation, as high-
lighted by the recent review of Zhao et al. [16], despite a long
effort for the development of fuel cell models. The fact that few
models are available as open-source also hinders their valida-
tion by the community, as explained by Weber et al. [14], as
well as cross-validations between different models and the def-
inition of a benchmark or reference model. Once again, Vetter
and Schumacher [57] try to tackle the issue by proposing their
model as an open-source, portable MATLAB file.

5. Computational time

Unfortunately, only few studies mention the computational
time needed to run the proposed models. Yang et al. [58] only
mention that its model is implemented in Matlab 2018a and run
with a "powerful workstation". But after simplifications done
by Gong et al. [70] their model, implemented in C, could be
run 2 to 3 times faster than real-time on a computer with a 2.4
GHz processor. Goshtasbi et al. [61] implemented their model
in C but used it as an S-Function in Simulink. They mention
that their model runs about 50 times faster than real-time also
on a computer with a 2.4 GHz processor for co-flow configura-
tions and 2 or 3 times slower than that for counter-flow config-
urations, due to the iterative solution. The steady-state model
of Salva et al. [47] takes less than 2 seconds to solve for around
20 steady-state operating points, which would make it 10 times
faster than real time in a quasi-steady approach with a sampling
period of 1 second. Schröder et al. [67] instead claim that their
steady-state model can simulate several hundred points per sec-
ond, while the model proposed by Vetter and Schumacher [57]
would simulate only five points per second with the same com-
puter. Xu et al. [69] mention that their model required 18 sec-
onds to simulate 500 seconds of operation, making it around
30 times faster than real-time, whereas an equivalent 1D model
would be 60 times slower. Ritzberger et al. [63] claim their
model runs around 10 times faster than real time in a single-
core personal laptop with a 2.6 GHz processor. The model of
Headley et al. [45] took around 100 s to simulate 160 min with
the along the channel discretization with six control volumes
and ten times less in its 0D version with a single one. The
fastest computational time reported is the one of Kang et al.
[18], who states that their model runs 3000 times faster than
real-time. The performances of those models are summarized
in table 2.

6. Summary and perspectives

Throughout this review, we attempted to identify the
modelling approaches and hypotheses commonly adopted in
physics-based proton-exchange membrane fuel cell models that
could be useful for system-level water and thermal management
studies. We put in evidence the high diversity of approaches
adopted in the literature concerning the cell voltage and the dif-
ferent overpotentials, the transport of gases, liquid water and

heat inside the cell, the spatial heterogeneity at the cell or the
stack level and the dynamics of different phenomena. This di-
versity leads to models with different levels of computational
efficiency (ranging from 1x to more than 50x faster than real-
time), complexity and accuracy. But comparing the different
models and modelling approaches in an objective way remain
a very challenging task. Unfortunately, numerical implemen-
tations of most models are not openly available. Further, only
very few works indicate clearly the computational time required
to perform simulations with their models. Worse no standard
validation benchmark exist. As system-level studies require
models that are computationally efficient and validated against
relevant experimental data, we believe that the development of
standard validation procedure is an urgent matter. While most
models described in this work concern only the fuel cell stack,
some authors also present models for the system components,
such as the compressor, the membrane humidifier or the cool-
ing circuit radiator. Once again, in only few cases those models
are validated.

Given the diversity of models already available in the litera-
ture, rather than developing new models from scratch, it would
be more appropriate to select an existing model, perhaps adding
some incremental changes. These incremental changes could
then be verified by comparing the results with the ones of the
original model. The selection of the existing model depends on
the modelling goals and data availability. For instance, if pre-
dictive capabilities are required and detailed information about
the cell materials are available, the model of Yang et al. [58]
could be selected. The slip ratio parametrization proposed by
Tang et al. [49] could be added to that model if liquid water
transport in the gas channels is expected to be important. The
consideration of platinum oxide growth dynamics proposed by
Goshtasbi et al. [61] could be added if low-current regions are
of interest. The model of Gong et al. [70] is an alternative if
computational cost is an issue. If low information about the
cell materials is available and the goal is to fit a computation-
ally efficient model to operational data, the models developed
by Schröder et al. [67] or Ritzberger et al. [64] may be the
best. The model of Goshtasbi et al. [61] has a quite complex
description of the catalyst layer and a high number of fitted pa-
rameters, while the interest of such complexity remains to be
demonstrated. The network topology of the model proposed
by Tang et al. [49] does not seem simple to implement at first
sight. For steady-state investigations where detailed cell mate-
rial data is available, Vetter and Schumacher [57] open model
is an immediate choice. The model of Xu et al. [69] which uses
analytical solutions of water and gas transport in the GDL can
be a very interesting compromise between the capture of two-
phase water dynamic effects and computational cost. However,
its use require further validation on more diverse operating con-
ditions. The model of Jiang et al. [11] can be used instead if dy-
namic effects are not of importance. Finally, the model of Xing
et al. [68] is of interest when few data is available and the user
is interested in thermal management at normal operating condi-
tions (fully humidified membrane). To sum up, if several mod-
els with different levels of computational efficiency, complexity
and accuracy are available in the literature, significant efforts
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Table 2
Computational speed for different models as compared to real-time (RT).

1–5x faster than RT 5–50x faster than RT > 50x faster than RT
Goshstasbi et al. [44] Salva et al. [47] Khan et al. [18]

Vetter and Schumacher [57] Ritzberger et al. [63] Headley et al. [45]
Gong et al. [70] Goshstasbi et al. [61] Schröder et al. [67]

Xu et al. [69]

are still needed to understand the impact of different modelling
approaches and hypotheses. This can only be reached by exten-
sive validation of the developed models against experimental
data and against each other. That will lead to more reliable and
efficient proton-exchange membrane fuel cell models, and as a
consequence, more reliable and efficient system-level studies.
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