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Abstract: Optical coherence tomography (OCT) is a powerful technique for cross-sectioning
imaging. However, the lateral resolution may be degraded by optical aberrations originating from
the sample or the setup. We present an extensive quantitative study of the impact of aberrations
in time-domain en-face full-field OCT (FFOCT). Using an adaptive optics loop integrated in an
FFOCT setup, a deformable mirror is used to introduce low-order calibrated aberrations. The
experimental analysis of both the line spread functions (SF) and the complex object images
has allowed us to measure the loss in contrast and the impact on lateral spatial resolution. We
demonstrate that the frequency content of FFOCT image spectra in terms of signal-to-noise ratio
and cutoff frequency is degraded by aberrations but remains much higher than in conventional
incoherent images. Line SF profiles in conventional imaging display widening, whereas in
FFOCT they display oscillations, leading to the possible perception of preserved resolution.
Nevertheless, for complex objects, the aberration image blurring is strong due to the convolution
process by the point SF, resulting in a significant filtering of the image spatial spectrum.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical coherence tomography (OCT) is a technique for cross-sectional imaging based on
interferometry [1–3]. OCT is particularly praised by ophthalmologists, and different kinds of
OCT devices are already commercially available for applications in this medical field. Indeed,
they facilitate the noninvasive rapid examination of the integrity of the different layers of the
retina.

Given that the eye exhibits optical aberrations of both low and high order that fluctuate over
time [4], the acquisition of x-y high-resolution images of the retina is a challenge that can be
partially mitigated by using Adaptive Optics (AO) [5,6]. Originating from astronomy [7,8],
this technique is well adapted to the correction of 2D en-face images. Nevertheless, it does
not facilitate sufficient sectioning if used in a standard “Laser Guide Star AO” astronomical
configuration [9], even if the eye’s aberrations are primarily located close to the pupil. Moreover,
full-field OCT (FFOCT) can directly acquire en-face images (thus obviating the necessity to
implement a relatively slow, and potentially distorting x-y scan), the z-resolution of which is
essentially linked to the temporal coherence length of the imaging source [10]. Coupling both
techniques to obtain x-y-z high-resolution images of the retina by integrating an AO loop in the
sample arm of the interferometer is of great interest [11].

FFOCT is based on a Linnik configuration, and was initially developed to achieve high lateral
resolution by using high numerical aperture (NA) microscope objectives at the end of both
arms [12,13]. In ophthalmology, using FFOCT to perform real-time contactless imaging of the
human cornea has resulted in the development of new promising diagnostic tools [14]. However,
when used alone, in some configurations (for retinal imaging), optical aberrations may lead to a
decrease in performance. Aberrations can adversely affect FFOCT images in two ways. First,
they reduce interferometric contrast. As a result, the signal-to-noise ratio (SNR) of the FFOCT
signal is reduced. Depending on the application, it may be necessary to perform aberration
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correction. Second, aberrations can cause a decrease of the 2D spatial resolution by broadening
the point spread function (PSF), thereby reducing the high spatial frequency content.

The impact of aberrations on FFOCT images was investigated by Xiao et al. [15,16]. They
concluded that the FFOCT spatial resolution is almost insensitive to aberrations. However, they
only considered relatively small aberration amplitudes and point-like diffuser images in their
study. They also acquired in vivo retinal images of the photoreceptor mosaic in a healthy subject
using a custom-built FFOCT setup at 6° of eccentricity [17]. Recently, Mecê et al. improved this
implementation and obtained photoreceptor images in a healthy subject at smaller eccentricities
[18]. The images are impressive, with well-resolved cones. However, additional information on
the associated aberrations would be of great value. The main question is: “Do aberrations have
an effect on the quality of FFOCT images of biological tissue?”

In this report, we address this question by exploiting our FFOCT experimental bench, including
an adaptive optics deformable mirror. We analyze and quantify the FFOCT image quality of
various objects in terms of the achieved contrast and spatial resolution, depending on the nature
and amplitude of the aberrations. Relying on the equations that describe the image formation
processes in conventional incoherent imaging and FFOCT, we propose an explanation for the
specific manifestations of resolution loss in the images.

We have developed a platform based on FFOCT, which includes AO compensation in the
sample arm of the interferometer. The initial purpose is to perform 3D high-resolution imaging of
ex vivo samples, especially of retina samples. Using the AO in open loop, calibrated aberrations
can be introduced using the deformable mirror, and their impact on the FFOCT signal can be
analyzed. In Section 2, we theoretically describe the image formation process in our FFOCT
setup. In Section 3, we introduce the setup used to perform the study. Section 4 summarizes
the methodology used to acquire the FFOCT images with different aberrations, measure the
contrast, and quantify the impact of the aberrations. In Section 5, we present the results obtained
for various samples and provide an explanation of the image properties by examining the
spatial frequency content obtained for the different samples. Following the main conclusions,
a theoretical expression for the FFOCT image is presented in the Appendix in addition to the
derivation of the cutoff frequency in FFOCT.

2. Theoretical assessment

In this section, we introduce the theoretical formulation of the signal used for the analysis of our
FFOCT experiment (Fig. 1).

To compute an OCT image, we first record four interferograms (I∆ϕ), each with a different
phase shift ∆φ that is introduced in the reference arm of the interferometer (Section 3). The
four-phase shifts ∆φ are 0, π/2, π, and 3π/2. Then, the computed OCT image I2

OCT_comp is derived
based on the recorded intensities of the phase-shifted interferograms as follows:

I2
OCT_comp = (I0 − Iπ)2 + (Iπ/2 − I3π/2)

2. (1)

We also must consider the impact of noise on the OCT images. To account for noise, the
detected interferograms Id

nπ/2 (n= 0, 1, 2, or 3) are represented as follows:

Id
nπ/2 = Inπ/2 + ηnπ/2, (2)

where Inπ/2 is the mean intensity of the interferogram and ηnπ/2 is the noise (a centered random
variable). Introducing Id

nπ/2 in Eq. (1) and after averaging for several draws, we can express the
computed OCT image as follows:⟨︂

I2
OCT_comp

⟩︂
= I2

OCT +
⟨︁
η2

0
⟩︁
+

⟨︂
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Fig. 1. Schematic view of the interferometer with the impulse responses expressed as field
amplitude for both arms and a source intensity of Is(x).

Where I2
OCT is the sought OCT image of the object and <η2

nπ/2> is the noise contribution from
the 4 interferograms. In this equation, we see that noise is a bias term in the computed OCT
image [19]. Let us emphasize that for a very large number of draws, the noise terms converge
to the sum of the four noise variances (which is equal to four times the noise variance in one
interferogram when the noise is dominated by the incoherent intensity photon noise).

In the Appendix, we develop an approximate expression for the OCT image I2
OCT based on

the fields diffracted by the two arms of the interferometer and the spatial incoherence of the
illumination source, assuming only surface scattering on the imaged object. We thus obtain:

I2
OCT (x1) = 16

|︁|︁|︁|︁∫ (︃∫ IS
(x)AE(x0 − x)A∗

R(x1 − x)dx
)︃

AS(x1 − x0)O(x0)dx0

|︁|︁|︁|︁2, (4)

where (Fig. 1 illustrates the different signals):

• IS(x) is the mean intensity emitted by the source point at coordinate x;

• we use the three following diffracted field amplitude impulse responses to characterize
light propagation in the instrument:

• AE(x0 - x) the field amplitude that illuminates the object at the point x0 for an emitting
source point at coordinate x (propagation in the sample arm towards the object),

• AR(x1 - x) the amplitude at the image point for coordinate x1 from the reference arm
for a source point at coordinate x,

• AS(x1 – x0) the amplitude at the image point of coordinate x1 for the wave scattered
by the object point at x0 (propagation in the sample arm towards the detection plane);

• O(x0) is the object reflection coefficient amplitude for the scattering point at coordinate x0.

The coordinates x, x0, and x1 have their origin in the center of the image plane.
Equation (4) shows that the OCT image is based on an integral term that is similar to the

convolution of the object’s reflection coefficient O(x0) and the instrument response that links the
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source intensity and the different diffracted field amplitudes. In our configuration, both AE and
AS have aberrations that are introduced in the sample arm, whereas AR is free of aberration since
it represents the signal for the reference arm.

Two limit cases can be considered First, when AR is assumed to be close to a Dirac function
(for a very large pupil), we have

I2
OCT (x1) ≈ 16

|︁|︁|︁|︁IS(x1)

∫
AE(x0 − x1)AS(x1 − x0)O(x0)dx0

|︁|︁|︁|︁2. (5)

The instrument response is given by the amplitude product AE(x0 - x1)AS(x1 - x0), which
includes all the aberrations of the sample arm, resulting in a blurred OCT image of the object.
This shows that the aberrated illumination of the sample must be considered in the image
computation process.

Second, when AE is assumed to be close to a Dirac function (non-aberrated and very large
pupil illumination of the object), we obtain the following:

I2
OCT (x1) ≈ 16

|︁|︁|︁|︁∫ A∗
R(x1 − x0)AS(x1 − x0)IS(x0)O(x0)dx0

|︁|︁|︁|︁2. (6)

The instrument response is given by the amplitude product A∗
R(x1 − x0)As(x1 − x0) resulting in

a much less aberrated response and possible preservation of the spatial resolution, driven by AR,
in the OCT image of the object.

From these two limit cases, we can conclude that the aberrated illumination of the sample
contributes to the possible degradation of the resolution in the FFOCT image, and that the
potential preservation of the resolution is linked to the aberration-free reference arm amplitude.

3. FFOCT setup

The time-domain FFOCT we developed is based on a Linnik interferometer (Fig. 2), with
microscope objectives used to focus a light beam onto a plane mirror (reference arm) and onto
the sample (sample arm). It consists of 4 paths. The source arm defines the field and pupil
planes. The reference arm is composed of a microscope objective (Olympus MPLFLN10XBDP)
and a plane reference mirror mounted on a piezoelectric transducer (PZT; S.303-CD, Physics
Instruments). Both the microscope objective and reference mirror are mounted on a Newport
M-UTM25PP1HL motorized stage, whereas the reference mirror and the PZT are mounted on a
Newport M-VP-25XA motorized stage. The sample arm includes the AO loop: an ALPAO 97
magnetic actuator deformable mirror is located in a pupil plane. The sample was mounted on a
Newport LTA-HS motorized plate, with the microscope objective (Olympus UMPLFLN10XW)
kept static. With an effective numerical aperture smaller than 0.2, this water immersion objective
can also be used in air with good optical quality. The detection arm contains a CCD camera
(Hamamatsu C9100; 1000× 1000 pixels; 8 µm pixel size; Shannon sampling for a 7 mm diameter
pupil in conventional imaging) for the acquisition of the interferograms. Masking the reference
arm allows one to acquire incoherent conventional images of the sample. To separate the arms,
we use a polarized beam splitter cube. In combination with quarter-wave plates, this facilitated
the removal of most of the spurious back reflections of the optical components, which may
otherwise increase the incoherent noise in the setup. This is particularly important when imaging
objects with a low level of coherent signal such as the retina.

Two modes of z-scans are available using our setup: scanning by moving the sample itself
(most ex vivo cases) or not (as will be the case for in vivo samples). For the ex vivo configuration,
the surface of the sample can be z-aligned with the surface of the reference mirror at the beginning
of the scan in an optical conjugation. Then, the sample is moved by a chosen value to perform
the z-scan. For each imaging depth, motorized stages are used to maintain coincidence between
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Fig. 2. FFOCT setup based on a Linnik interferometer. Dashed line: AO setup (SLD
source+wavefront sensor). For simplification, all lenses are not shown: afocal telescopes
ensure pupil and field conjugations.

the zero optical-path-difference (OPD) plane and the focal plane (contrast maximization, no
uncontrolled lagging defocus). Four 2D-interferograms are then acquired using the CCD camera,
each corresponding to a calibrated PZT shift, to introduce the appropriate phase shift.

The OCT illumination source is an LED (λ= 730 nm; ∆λ= 37 nm; Thorlabs M730L4) based
on a Köhler illumination scheme. The field-of-view (FOV) can reach 960 µm in the focal plane of
the sample arm objective. In the setup, the diameter of most of the pupils can be independently
tuned, with a maximum value of 7 mm. Unless indicated, they are set equal to 5 mm for the
presented results.

For this pupil size, the reference arm is mostly without aberrations, as seen in the PSF of Fig. 3.
Wavefront error measurement was performed once, when the arm was aligned, reaching less than
λ/14 for a 5 mm pupil (one way, without a microscope objective in place). This measurement,
obtained through a Haso 32 Imagine Optic wavefront sensor, appears to be compatible with the
“outward and return PSF” (presence of the reference microscope objective at the end of the arm)
displayed in Fig. 3. We estimate a PSF full-width at half-maximum (FWHM) that is very close
to the diffraction limit. The first bright ring of the diffraction pattern is observed, and the second
one is partially detected.

In this study, a deformable mirror (DM) is used to compensate for the aberrations of the sample
arm and to introduce selected aberrations in a pupil plane that is conjugated with the objective
pupil plane. Without the introduction of the DM aberrations, the optical quality of the sample
arm after compensation was estimated to be on the order of λ/20 at the imaging wavelength.
The amount of applied DM aberrations was determined using a custom-built Shack–Hartmann
wavefront sensor that was designed for ocular aberration correction (tunable number of sub-
apertures depending on the desired pupil size; 18× 18 sub-apertures corresponding to 7 mm pupil
diameter; 12× 12 pixels per sub-aperture; 1.8 pixels per diffraction-limited sub-aperture spot
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Fig. 3. Left: Oversampled and saturated PSF of the reference arm for 5 mm pupil (log
scale to better see the first two Airy rings). Right: Linear profile of the corresponding
non-saturated PSF. FWHM ∼3 µm versus 2.7 µm theoretically. First bright ring radius
∼4.3 µm in accordance with theory. Second bright ring radius ∼6.6 µm compared with 7 µm
theoretically.

FWHM; closed-loop frequency of 100 Hz). In addition, the aberration values were confirmed
using a commercial wavefront sensor (HASO 32, Imagine Optic). The wavelength of the AO
wavefront sensing was 830 nm, using a superluminescent diode (SLD 830S, Thorlabs) as a laser
guide star. The DM is encountered on the outward optical path to the sample and the return path,
resulting in aberrations that alter both the illumination of the sample and the backscattered light
used to form its image on the camera.

4. Experimental methodology

In this study, calibrated aberrations were introduced in the sample arm pupil and FFOCT images
were reconstructed. The transverse resolution and contrast of the FFOCT signal were measured
for each aberration. The samples were either paper sheets, showing a large range of spatial
frequencies, or a black diffusive painted sample containing small particles that acted as diffusers
(as specified by the manufacturer) deposited on a metallic plate. This allowed us to mimic the
scattering behavior in biological tissues (paint reference: NEXTEL velvet-coating 811-21).

4.1. Reference setting

First, we corrected for any static aberration in the sample arm by closing the AO loop of the
DM with the wavefront sensor. This command applied to the DM was averaged over time and
recorded as a calibration. The corresponding residual aberrations as measured by the wavefront
sensor were less than 35 nm RMS (root mean square). We can consider the reference arm to
be well aligned without any aberration (Fig. 3 for the corresponding PSF). Applying the DM
calibrated command, we define a reference configuration. In this configuration, the FFOCT
contrast and the resolution for each of the assessed samples were computed and used as reference
values denoted hereafter as “without aberration.”

4.2. Studied aberrations

We applied calibrated Zernike aberrations as offsets to the DM in the sample arm (reference
arm remaining optically “perfect”). We use the Noll definition for the Zernike polynomial [20],
ensuring that the generated aberrations modes are orthonormal. Only one Zernike polynomial is
applied at a time. In particular, this means that the application of astigmatism, for instance, does
not add any undesirable defocus. Given that these aberrations are directly generated using the
DM in air, they are achromatic. Therefore, there was no direct impact on the coherence gating
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performance (sectioning) of the OCT. The first Zernike modes (defocus, 3rd order astigmatism,
3rd order comas, 3rd third-order trefoils) were considered, and only some of them are selected
for presentation in this report. Their amplitudes were selected between 0 and a few hundreds
of nanometers, in a range compatible with measurements made on pathological or aging eyes
[21,22]. The total value of the aberrations in micrometers RMS was determined by summing
the square values of the corresponding Zernike coefficients, then taking the square root. This
operation was performed using our real-time computer (RTC) that had previously been calibrated.
The OCT image was reconstructed for each applied aberration, and the resolution and contrast
were computed and compared to the reference value.

4.3. Measurement methods

4.3.1. FFOCT image acquisition and processing

In this section, the image acquisition and basic image processing are described. We acquired
four interferograms using the camera for the four phase-shift values. Then, the OCT image is
computed using Eq. (1). In practice, we systematically recorded 4Navg interferograms to perform
averaging and calculated <I2

OCT_comp>. We averaged N1 interferograms classified by the phase
shift, then averaged N0 OCT images, where N1+N0=Navg. Interferogram averaging facilitates
the significant improvement of the signal-to-noise ratio [19], but it is particularly sensitive to
vibrations. Therefore, careful data selection is necessary. OCT image averaging further increases
the signal-to-noise ratio [19], without perturbation issues, but induces a bias.

Hence we have:⟨︂
I2
OCT_comp

⟩︂
=

1
NO

NO∑︂
1

1
N2

I

⎛⎜⎝
(︄ NI∑︂

1
(I0 − Iπ)

)︄2

+

(︄ NI∑︂
1
(Iπ/2 − I3π/2)

)︄2⎞⎟⎠ . (7)

Considering our laboratory conditions, we selected N1 and N0 to be between 1 and 10. This
image was normalized using a coefficient introduced to take into account possible source intensity
fluctuations, to compensate for the reflection coefficient specific to each sample, and to make it
directly comparable to a conventional image. This coefficient is given by

coeff =
1
2

1
4Navg

Navg∑︂
1

(︂
I0 + Iπ + I π

2
+ I 3π

2

)︂
. (8)

In Eq. (8), we introduce a ½ factor to directly compare the intensities obtained from FFOCT
images and conventional ones (where no light comes from the reference arm). Finally, we
compute all the FFOCT images in this report as:

IOCT =

√︃⟨︂
I2
OCT_comp

⟩︂
/coeff . (9)

To evaluate the impact of the aberrations, we also analyzed the spatial frequency spectra
derived from the OCT images. This is performed by first multiplying the image by a Hanning
window WH to avoid spurious oscillations in the spectra due to the image truncation. The window
is defined as follows:

WH(|x1 |) =
1
2
(1 + cos(2π |x1 |/R)) for |x1 | ≤ R,

WH(|x1 |) = 0for |x1 |>R,
(10)

where R is the half size of the image. The spatial spectrum of the image is then given by the
modulus of the bi-dimensional Fourier transform:

Spectrum = |FT(IOCTWH)|. (11)
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To analyze such a spectrum, we generally plot a one-dimensional dependence by azimuthally
averaging around the zero frequency.

To effectively compare the spectra for different aberrations, we also calibrated the noise level in
the OCT images, using two methods. In the first approach, additional interferograms are recorded
using only incoherent photons on an axially translated out-of-focus sample (to be completely
out of the coherence zone). The calculation of IOCT under these conditions is performed using
Eqs. (7) to (11), which directly gives the noise level and noise spectrum. The 0-OPD signal
(sample imaging) and large OPD signal (noise calibration) are computed using the same process
(averaging, normalization. . . ) at the same light illumination level.

The second method (used only in Section 5.3.2) is described as follows. Instead of calculating
Eq. (1), we perform the following steps:

I2
OCT_noise_comp_1 = (I0,1 − I0,2)

2 + (Iπ/2,1 − Iπ/2,2)
2,

I2
OCT_noise_comp_2 = (Iπ,1 − Iπ,2)

2 + (I3π/2,1 − I3π/2,2)
2.

(12)

I∆ϕ,1 and I∆ϕ,2 correspond to the first and second successive series of the 4 phase-shifted
interferograms (∆φ= 0, π/2, π, and 3π/2) respectively. This calculation provides the new first
two OCT reconstructed images for noise calibration. We repeat the computation using Eqs. (12)
for all successive couples of the series of interferograms. The ongoing process is based on
Eqs. (8)–(11). This method has the benefit of relying on the same set of registered interferograms
as those used to perform the OCT reconstruction. The disadvantage is that it is highly sensitive
to small errors in ∆φ generated in successive recordings. These errors result in an imperfect
subtraction of the common coherent part in the interferograms. As such, the reconstructed images
still contain the signal and noise. The errors occur occasionally due to vibrations of the bench,
and some of the reconstructed images cannot be kept in the calculations.

4.3.2. Conventional incoherent images

For conventional imaging, we simply masked the reference arm beam to record the sample images
in a wide field mode (no sectioning). For the FFOCT images, we also normalized the images
by their mean flux and computed the spatial spectra using the Hanning window. We calibrated
the noise level in the conventional images by using a strongly defocused image to eliminate the
object’s signature. This way we kept the photon flux constant since photon noise is dominant in
our images. The noise spectrum calculation procedure is similar to that of the signal.

4.3.3. Contrast measurement

Defining the fringe contrast on a given recorded interferogram as (Imax - Imin) / (Imax + Imin), one
can show that this value is proportional to the reconstructed OCT image intensity IOCT . We
choose to consider the N brightest pixels from the OCT image and to average them to estimate
the contrast value. Selecting only a portion of the brightest pixels in the image allowed us to
minimize the impact of the noise bias in the contrast estimation process.

4.3.4. Resolution measurement

The resolution of the OCT system can first be qualitatively estimated by examining the recon-
structed images. In addition, to allow for quantitative evaluation, the image spectra obtained
via a Fourier transform of the OCT images were computed. This allowed us to compare the
spatial frequency content as a function of the applied aberrations. Examination of the spectrum
facilitated the evaluation of the change in resolution based on the different shapes of the curves
as a function of the aberration, and potentially, a change in the experimental cutoff frequency.
This method is well suited to the use of complex, extended, scattering objects such as biological
samples. Alternatively, one can examine the spatial profiles of sharp edge images to compare
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the impact of different aberrations on the process of image formation. This allowed us to obtain
one-dimensional PSF-like images and to examine their evolution in terms of shape and width as
a function of the aberrations.

5. Experimental results

5.1. Acquired images

FFOCT images were reconstructed with and without aberrations applied to the DM in the sample
arm. Examples are given for the paper sheet (Fig. 4) and the diffusive painted sample (Fig. 5).
The total FOV is 2.7° (845 pixels in the image diameter) and the CCD pixel corresponds to ∼1
µm in the sample plane.

Fig. 4. FFOCT and conventional images at λ= 730 nm of a paper sheet. Top; the entire
field-of-view (diameter: 845 µm) without aberration in FFOCT (left) and conventional (right)
imaging. The square area selected for the bottom images (430 µm x 470 µm) is displayed in
the FFOCT image. The conventional image was acquired using the same sample even though
it does not present the same area as the FFOCT image. Bottom; FFOCT images with (A)
no aberration, (B) 0.26 µm astigmatism, (C) 0.19 µm coma and (D) 0.19 µm trefoil. Image
intensity extends over the entire dynamics of the camera. For A, B, C, and D, intensities are
plotted using the same grey-level scale. Scale bar: 100 µm.

In Figs. 4 and 5, we observe the impact of aberrations in terms of contrast and deformations of
the sample details in the FFOCT images, depending on the type of applied aberrations. Especially
in Figs. 5(A), 5(B), 5(C), we can recognize some well-known structures of the expected PSF
corresponding to the three considered aberrations on the bright “quasi point” scatterers of the
sample.

If we examine the FFOCT images of a scattering continuous medium such as a paper sheet
(Fig. 4), speckles dominate the images. However, the speckle width is not modified by the
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Fig. 5. FFOCT and conventional images of a diffusive painted sample (NEXTEL velvet-
coating 811-21) at λ=730 nm. Top; the entire FOV (diameter: 845 µm) without aberration in
FFOCT (left) and conventional (right) imaging. The square area selected for the bottom
images (90 µm x 80 µm) is displayed in the FFOCT image. The same sample area is acquired
in both images and the FFOCT sectioning is evident: the visible scratch at the bottom of
the conventional image is not imaged using FFOCT since it is not in the same plane as the
diffusers. Bottom; FFOCT images with (A) no aberration, (B) 0.16 µm astigmatism and (C)
0.11 µm trefoil. Image intensity extends over the entire dynamics of the camera. For A, B,
and C, intensities are plotted using the same grey-level scale.

aberrations, which is expected, this width being defined by the numerical aperture of the setup.
However, the number of speckles increased significantly in the aberrated images, and the cellulose
fiber structures were smeared with regard to the aberration-free image (Fig. 4(A)). In Fig. 4(B),
4(C), and 4(D), fibers in some areas still seem to be resolved. However the resolved fiber areas
are different from one image to the other. This demonstrates that aberrations strongly impact the
reliability and fidelity of the final image. In addition, we observed a decrease in the contrast,
with a reduced maximum intensity and a mean intensity closer to the noise background in the
OCT images (Figs. 4(B), 4(C), 4(D)).

5.2. Contrast measurement

The contrast, plotted in Fig. 6, was measured on the FFOCT images of the black diffusing painted
sample, as presented in Fig. 5. Different amounts of trefoil were applied to the DM, and the
corresponding contrast in the computed OCT image was measured on the N brightest pixels as
described in Section 4.3.3. As expected, the contrast decreases with an increase in the aberration
amplitude.
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Fig. 6. FFOCT contrast (arbitrary unit) at λ=730 nm versus trefoil aberration amplitude
(µm RMS) with a 5 mm pupil for a diffusive painted sample. Light green curve: N=100
pixels; dark blue curve: N=900 pixels; black curve: N=3600 pixels; cyan curve: N=14400
pixels; pink curve: N=57600 pixels; yellow curve: N= 262144 pixels (entire image); garnet
red curve for variable number of pixels: pixels of intensity >20% of maximum.

The average contrast of the N brightest pixels was calculated for N ranging between 100
and 262144 pixels (i.e., 512× 512). A total of 262144 pixels form the entire image. Thus,
the corresponding contrast value is directly linked to the average intensity of the OCT image,
dominated by the noise bias value (equal to 0.0125) because the sample is very sparse, with few
structures. This bias level was estimated by using the first method for noise calibration described
in Section 4.3.1. For a pixel count lower than 4000, the bias level is approximately 0.06, and
weak compared to the contrast value. The average contrast of the N pixels with an intensity value
greater than 20% of the maximum intensity value in the OCT image was also calculated (garnet
red curve).

As expected, all the curves decrease with respect to the aberration amplitude (loss of OCT
signal); the contrast is divided by 2.6 for the lowest pixel count. The first value of the curve
(on the y-axis, no aberration) decreases when N increases; this is linked to the inclusion of an
increasing number of pixels with low-intensity values (until the noise of the entire image is
taken into account). The garnet red curve varies between the 3600 pixels curve and the 57600
pixels curve because the number of bright pixels in the computation increases with the aberration
amplitude (the signal drops and the noise contribution increases). At large aberrations, the OCT
intensity is significantly reduced for all the curves and reaches the noise bias level for the largest
number of pixels.

5.3. Resolution measurement

5.3.1. Experimental comparison of resolution loss for conventional and FFOCT images

We utilized a scratch on the diffusive painted plate to analyze the line spread functions (LSF) of
different aberrations. In Fig. 7, we present conventional and OCT images for one amplitude of
astigmatism (0.42 µm) and without aberration. The enlargement of the scratch image is greater
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in the case of conventional imaging compared to FFOCT. In both cases, it is represented as a
duplication of the edges of the scratch. Nevertheless, the enlargement of the OCT image is not
symmetric: the secondary edge is dimmer and one can observe oscillations of the intensity (see
the following discussion of Fig. 8). As a result, narrow lines are better resolved in the FFOCT
aberrated images compared to the incoherent ones.

Fig. 7. Images of a scratch on the diffusive painted sample (700 µm× 700 µm) in conventional
and FFOCT imaging, without aberration or with 0.42 µm astigmatism. Scale bar: 100 µm.

In Fig. 8, the corresponding raw and normalized profiles perpendicular to the scratch are
plotted. The profiles were computed by averaging the pixels along the entire length of the scratch.
Changing the scratch portion used to perform the calculations does not alter the results (except
that the curves are noisier). Normalization by the maximum was performed after subtracting the
minimum value of the profile in the considered window.

For the raw profiles, it is evident that for both imaging processes, the LSF maximum decreases,
and the profile is enlarged when the aberration value is increased. The most striking aspect is the
stronger decrease of the OCT LSF maximum, which corresponds to the previously mentioned
contrast loss. The application of 0.1 µm RMS astigmatism corresponds to a Strehl ratio of
approximately 0.48, which is compatible with the results when compared to the green curve (0.1
µm) and the red one (aberration-free best experimental LSF).

For the normalized profiles, the enlargement due to astigmatism is striking in conventional
imaging. The OCT LSFs are narrower and present sharper edges than those in conventional
imaging. At half maximum, the aberration-free LSF (red curve) is 30% narrower for OCT
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Fig. 8. Raw and normalized profiles of the scratch for FFOCT and conventional images,
without aberration and with different astigmatism amplitudes. The red curves represent
without aberration. The green curves correspond to the introduction of 0.1 µm RMS
astigmatism; dark blue 0.16 µm; black 0.26 µm; cyan 0.42 µm.

compared to conventional imaging: the FWHM for the conventional imaging profile in the object
plane is 4.4 µm, whereas that for OCT is 3.1 µm. We observe aberrated OCT LSFs with a main
peak surrounded by secondary oscillations: the widening is pronounced at the bottom of the
aberrated OCT LSF, whereas its width at half maximum is almost conserved at low levels of
aberrations.

We tested other aberrations such as defocus, coma, and trefoil. For all tested aberrations,
the FFOCT profiles are distorted in comparison with the narrowest profile without aberration.
Depending on the aberration, side lobes (oscillations) appear at the profile basis in OCT LSF
and may lead to asymmetrical enlargement. For instance, the introduction of coma creates a
deformed component that is prominent along the coma direction. All the FFOCT profiles present
similar characteristics for the tested aberrations. We note a global widening in presence of
aberrations, with smaller FWHM and sharper edges than in conventional imaging. The signature
of the aberrated LSF is made of secondary oscillations, with a structure size in the order of the
resolution, and of a central peak broadening slowly with respect to the aberration amplitude and
remaining far smaller than the FWHM.

This effect has been investigated by Xiao et al. in [15] for the case of defocus on a gold particle.
We mainly confirm their results: we also obtained profiles with an almost constant peak width
in their range of amplitudes. Nevertheless, the phenomenon of secondary oscillations is also
pronounced with defocus. The OCT LSF is structured, showing the main peak surrounded by
oscillations. These artifacts may accentuate the perception of sharp well-resolved objects despite
the effective PSF enlargement due to aberrations. Depending on the aberration (PSF with more
or less oscillations, asymmetry. . . ) and on the object type, the spatial resolution can be preserved
(like for a small defocus on a particle) or not.
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5.3.2. Image cutoff frequencies

In the analysis of the resolution of OCT images, we present image spectra, as described in
Section 4.3.1. The recorded images were windowed to 512× 512 pixels for spectrum computation.
First, we define the spatial cutoff frequencies observed in the images. We show in the Appendix
that the cutoff frequency for our FFOCT configuration is ±2D and not±D, as is the case in
conventional incoherent imaging for an instrument with an aperture diameter equal to D (see also
[23,24]). This is associated with the filtering of the object amplitude reflection coefficient in
the±D domain (and not±D/2) and the autocorrelation in the spectrum expression due to the
square modulus in the OCT image (Eq. (1)).

We show in Figs. 9 and 10 several spectra to demonstrate such cutoff behavior for different
pupil diameters without any DM generated aberration. The corresponding images were recorded
by adjusting the flux of the illumination source to maintain the photon level per pixel close to
the full well capacity regardless of the pupil diameter. Figure 9 corresponds to three spectra
acquired for a paper sheet for three different pupil sizes, and for conventional incoherent imaging.
The size of the spectra support is 512 pixels and the images were sampled at Shannon for a 7
mm pupil in conventional imaging. The theoretical cutoff frequencies for the 3, 4, and 5 mm
pupil diameters are respectively 0.22 µm−1, 0.3 µm−1 and 0.37 µm−1, which are experimentally
reached for this sample with the available flux. For the three cases, the sample image spectrum
reached the noise spectrum floor at the expected cutoff frequency. The different shape for the 5
mm aperture spectrum is probably the signature of possible residual aberrations in the sample
arm, which impact the middle-range frequencies for the larger aperture.

Fig. 9. Image spectra of paper for different pupil sizes in conventional incoherent imaging.

Figure 10 shows the three spectra of the same sample acquired for the three same pupil sizes for
FFOCT imaging. It is evident that the FFOCT experimental cutoff frequencies do not correspond
to those for incoherent imaging: the FFOCT spectra extend beyond the incoherent imaging cutoff
frequency. The FFOCT spectrum has a relatively fast decrease up to the conventional cutoff
frequency, whereas for higher frequencies, the decrease appears to be much slower. Theoretically,
from Appendix, we expect the cutoff to be 0.44 µm−1, 0.59 µm−1 and 0.74 µm−1 for the three
pupil diameters. The cutoff frequencies for the two largest pupil diameters are not observable
because they are higher than 0.52 µm−1, given that the sampling of our setup is not fine enough.



Research Article Vol. 29, No. 2 / 18 January 2021 / Optics Express 2218

Fig. 10. Image spectra of paper for different pupil sizes in FFOCT imaging. Dash
lines: noise spectra at high frequencies estimated using the second method described in
Section 4.3.1.

The cutoff is only present in the available frequency range for a diameter of 3 mm. It can be
estimated to be approximately 0.45 µm−1 when the spectrum reaches the noise plateau, a value
close to the expected one. For the two other diameters, we observe that their spectra do not reach
the noise plateau in the frequency range of Fig. 10.

The design of our setup did not consider such high cutoff frequencies for the highest pupil
diameters. Indeed, the image sampling corresponds to the Shannon condition for a 7 mm
aperture in conventional imaging, but not in OCT imaging for pupil diameters larger than 3.5
mm. Therefore, our FFOCT images incur an aliasing effect at the highest frequencies. However,
because of the expected decrease of the considered extended object spectra with frequency, this
should not be a major issue in our study.

We are now able to compare the spectra computed from both the conventional incoherent
images and the FFOCT images.

5.3.3. Image spectra and resolution loss

To quantify the resolution loss due to aberrations, the spatial spectra of the images were computed.
In our opinion, defining the resolution as the capability of obtaining a signal at a given spatial
frequency above the noise level is appropriate for complex scattering samples, such as those
typically encountered in biological imaging. The reduction in contrast at a given spatial frequency
directly demonstrates the loss of detail in the image corresponding to this spatial frequency, due
to the presence of aberrations.

Figures 11 and 12 show the IOCT spectra and the conventional image spectra, respectively,
computed for various RMS wavefront errors of the trefoil for the painted sample. The spectra are
truncated on the y-axis to better observe the behavior at high frequencies.

In Fig. 11, we also plot the OCT noise spectra calibrated for each set of aberrations, following
the first method given in Section 4.3. We observe that they are all well superimposed as expected,
because the number of photons in the interferograms remains nearly constant throughout the
experiment regardless of the aberration amplitude. This shows that the plotted spectra in Fig. 11
have the appropriate normalization and can be easily compared to reveal the impact of aberrations.
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Fig. 11. Spatial spectra of FFOCT images of the painted sample for different amplitudes of
trefoil (µm RMS) with a 5 mm pupil. The curves with dotted points characterize the noise
spectrum, i.e. the noise level related to each induced aberration. The 3σ limit is also shown.

Fig. 12. Spatial spectra of conventional images of the painted sample for different amplitudes
of trefoil (micrometers RMS) with a 5 mm pupil.
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We also have to emphasize that on the y-axis of Fig. 11, the value of the spectrum at frequency
zero corresponds to the average interferometric contrast value, computed using all the pixels
in the OCT image. Increasing the amplitude of the aberration decreases this contrast value
(Section 5.2). The computed contrast values for the spectra in Fig. 11 are reported in Table 1. It
should be noted that they follow the yellow curve presented in Fig. 6 and are dominated by the
noise bias contribution.

Table 1. Contrast values (spectrum value at
frequency zero) for the OCT spectra of Fig. 11.

Trefoil value (µm) Contrast

0 0.0185

0.08 0.0170

0.11 0.0161

0.15 0.0155

0.23 0.0146

The main result given in Fig. 11 is that the frequency content of the OCT images is significantly
reduced in the presence of a sufficient level of aberrations. In addition to a reduction of the
contrast at the low and middle ranges of the spatial frequencies, we also noticed a change in the
shape (change of curvature) of the 0.23 µm trefoil curve (pink curve). This is indicative of an
increased impact for the highest amount of aberration on the FFOCT resolution. Indeed, the
signal-to-noise ratio at a given frequency in the spectra decreases with an increase in the aberration
amplitude. A resolution criterion could consist in being able to detect a given frequency in the
OCT image when the spectrum value is at least 3 times higher than the noise level (3σ). This
criterion reveals that the higher the frequency, the more difficult is its preservation in an image
with a sufficient signal-to-noise ratio. In Fig. 11, the 3σ limit frequency is reduced by a factor
of two when applying 0.23 µm trefoil compared to the case without aberration. Considering
the highest spatial frequencies, all the curves asymptotically superimpose at the noise level, but
this is not observable in Fig. 11 for the available frequency range. The cutoff frequency of the
OCT image for the considered pupil should be 0.74 µm−1, which is clearly above the Nyquist
frequency (0.52 µm−1) of the computed spectra. It should be noted that the results presented here
depend on our experimental conditions and they will be different for another setup. However,
regardless of the instrument, it will be used in a given context: biological tissue conditions may
limit the amount of flux from the illumination source; the full-well capacity of the camera is also
limited; a carefully isolated setup will still remain sensitive to vibrations (limiting the possibility
of extensively performing imaging or interferogram averaging); scattering properties are specific
to each sample and so on. All these limitations set the noise level at a given value for every setup,
but noise will always be present. The useful signal is the one that is above the noise level. This
consideration led us to choose a definition of resolution, which takes noise presence into account.

For conventional imaging, the noise spectrum is calibrated from a strongly defocused image
of the sample. The translation of the object is approximately 10 mm (enough to get out of the
depth of field of the objective). In this case, we are not able to completely suppress the signature
of the non-uniformity of the illumination. Therefore, the “noise” spectrum still includes the
corresponding low frequencies. Nevertheless, it allows us to evaluate the level of noise in the
high-frequency range where all the curves are superimposed. The theoretical cutoff frequency
for this pupil size (5 mm) is 0.37 µm−1. We observe in Fig. 12 that all the spectra reach the noise
spectrum before this cutoff frequency. The impact of aberrations on conventional imaging is
strong and clearly observed in the middle frequency range, with a significant loss of contrast and
a change of curvature compared to the case without aberration. Comparing the results of Fig. 11
and 12, we can conclude that due to the doubling of the cutoff frequency and the relatively low
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noise level in the FFOCT images, the frequency content is much higher compared to conventional
imaging under the same experimental conditions.

In Fig. 13, we present an example of FFOCT spectra derived from another sample (paper
sheet) when applying another aberration to the deformable mirror (astigmatism). It is evident in
this sample that the signal-to-noise ratio is higher (stronger reflection coefficient). Given that the
pupil size is still 5 mm, the cutoff frequency is not observable. Nevertheless, similar conclusions
can be drawn for the significant loss of contrast in the middle and high-frequency range when
the amplitude of the aberration is increased. This demonstrates that our conclusions are not
dependent on the choice of the sample or the applied aberration.

Fig. 13. Spatial spectra of FFOCT images of the paper sample with different amplitudes of
astigmatism (micrometers rms). Curves in dotted points characterize the noise spectrum, i.e.
the noise level related to each induced aberration.

5.3.4. Discussion

From the image spectra presented in Figs. 11 and 12, we can conclude that the frequency content
in an OCT image is much higher than compared to a conventional image because the cutoff
frequency is doubled. In addition, the signal-to-noise ratio per frequency is much higher, at
least for the experimental conditions used. This demonstrates the peculiar behavior of the
spatial resolution and, therefore, the great interest in the FFOCT technique. The doubling of
the frequency range is a specific feature of FFOCT, which is already detailed in [23,24]. This
does not mean that the aberrations have a low impact on the OCT image, as shown in Fig. 11.
We demonstrate that the signal-to-noise ratio at a given frequency is reduced with an increase
in the aberration. However, the perception of fine structures (corresponding to high spatial
frequencies of the spectra) in the sample is partially preserved even when significant aberrations
are introduced. This is emphasized in Figs. 7 and 8, where we notice oscillations around a narrow
core of the LSF computed from the images of a scratch.

These observations may explain the conclusions recently reported by Xiao et al. [15] based
on experimental images. They showed an image profile on a gold particle with defocus. In this
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case, as we have the same width at half maximum and relatively low sidelobes, the FFOCT
image is similar with or without aberration [16]. In the case of a simple sample and medium
aberration amplitude, the resolution seems to be maintained; visually, the FFOCT images are of
high quality. In the case of in vivo retinal imaging, Xiao et al. showed that it is possible to obtain
images of resolved photoreceptors of a healthy subject at 6° eccentricity using their FFOCT
setup [17]. The quality of these images was comparable to that of images obtained using AO.
Photoreceptors are quasi point-like backscatterers, displaying “nice” reflective properties and a
quasi-punctual response compared to other retinal structures. At this eccentricity, their density is
low, corresponding to a cone spacing of approximately 9 µm [25]. The PSF required to resolve
them does not need to be of very high quality. This point is illustrated in Fig. 5, in which the
punctual scatterers are well-separated and thus resolved. However, their image, that is, the PSF,
is deformed, revealing the signature of the introduced aberration (Figs. 5(B) and 5(C)). More
recently, impressive in vivo images of photoreceptors were obtained using FFOCT without AO at
different eccentricities down to 1.5°, for an area in which the photoreceptor density is still lower
compared to the foveola [18]. Nevertheless, ocular aberration values are not clearly specified. It
can be supposed that they were weak, as the subject was young and healthy, and wore corrective
glasses. This minimized the amount of aberration. These results show that FFOCT may yield
high-contrast images when the aberration amplitudes are low and the sample is mainly composed
of well-separated quasi-punctual backscatterers. Additionally, we note that resolved cone images
have already been obtained at small eccentricities in flood-imaging systems without adaptive
optics [26]. However, FFOCT clearly improves the image quality [18].

In this work, we demonstrate that in the presence of aberrations, the image quality of FFOCT
is degraded, and the resolution is not maintained for complex samples in which scatterers are not
isolated. Due to the convolution process in the image formation, the side lobes of the PSF of
neighboring scatterers strongly overlap, degrading the image quality and resolution. These effects
are evident in the example of the paper sheet (Fig. 4) and can also be observed in the Fourier
plane by the high-frequency wing attenuation (Fig. 13). This is significant at high aberration
amplitudes because of the lower signal-to-noise ratio for the highest spatial frequencies, as
observed in Fig. 11 for the painted sample. If a high fidelity of the image is expected, we can
consider the requirement to achieve at least a 3σ level for the image spectrum compared to the
noise level in the spatial frequency domain of interest. In Fig. 11, we note that the frequency
domain where this criterion is achievable is dependent on the amplitude of the aberrations. Such
a criterion as an image quality metric may assist the designers of FFOCT instruments considering
the achievable performance. The performance depends on the experimental constraints, such as
the tolerable light flux for in vivo tissues, the reflective properties of the sample, and the full well
capacity of the imaging camera. In our approach, the spatial resolution is then given by the value
of the spatial frequency limit where the 3σ criterion is fulfilled.

6. Conclusion

In this report, we present our theoretical and experimental analysis of the impact of aberrations
in FFOCT imaging with regard to conventional incoherent imaging.

Our instrumentation setup coupling adaptive optics and FFOCT was originally meant to provide
physicists and ophthalmologists with a modular instrument for 3D high-resolution imaging of
the living retina. The instrument is a Linnik interferometer. In the sample arm, the deformable
mirror is located in a pupil plane that is conjugated to the exit pupil of the microscope objective
(in the case of ex vivo studies) and the lenslet array of a Shack-Hartmann wavefront sensor. The
pupil in each interferometer arm is tunable in size, allowing for the exploration of several spatial
frequency coverages. To observe the impact of the selected aberrations, we used the first-order
Zernike polynomials, which were introduced using a calibrated deformable mirror. Their chosen
amplitudes were between 0 and a few hundreds of nanometers, comparable with measurements



Research Article Vol. 29, No. 2 / 18 January 2021 / Optics Express 2223

made on pathological or aging eyes. The introduced aberrations were achromatic. Using this
configuration, we were able to experimentally validate two results, which were also confirmed in
the analytical calculations.

First, the cutoff frequency of the instrument is doubled for FFOCT imaging compared to the
theoretical value for conventional incoherent imaging. In addition, we observed that the signal-
to-noise ratio in the spectrum is much higher in FFOCT compared to wide-field conventional
imaging under the same experimental conditions. Both effects result in a higher frequency content
in the FFOCT images. Second, aberrations blurred the OCT images for the tested complex
samples. This led to the expected loss of contrast, which reduced the signal-to-noise ratio in
the image. This also led to a loss in resolution, given that the spatial frequency spectrum was
significantly filtered. The attenuation of the image spectrum can result in a low signal-to-noise
ratio per frequency, well below the theoretical cutoff. For the diffusive painted sample as an
example, the 3σ limit frequency was reduced by a factor of 2 when 0.23 µm trefoil was introduced.

Aberrations negatively affect the FFOCT PSF by creating lateral oscillations around the central
peak, while for conventional imaging, the PSF is mainly broadened. For point-like objects, this
results in the preserved perception of a high resolution for FFOCT. However, this perception
is not achieved in more complex samples, as presented in this report. This is because of the
convolution of the sample by the structured PSF, producing numerous random speckles in the
obtained image. Moreover, the frequency content is clearly reduced for aberrations of high
amplitude. Therefore, in these cases, an aberration compensation system, such as adaptive optics,
is required to significantly improve the image quality.

Appendix

In this appendix, we establish the approximate equations that allow us to understand the full-field
OCT signal measured using our experimental bench. Here, we will not compute a general
expression to model the full 3D scattering process in the sample, as recently reported [24].
Instead, we only consider the surface interaction of the incident light with the sample. To derive
the OCT image expression, we follow the principle of microscopy given by Sentenac & Mertz
[23].

We define E0 as the field originating from the sample (the object to be imaged) and incident at
the point of coordinate x1 in the image detector plane as:

EO(x1, x0, x) = S(x)AE(x0 − x)O(x0)AS(x1 − x0), (13)

where:

• S(x) is the field emitted by a source point at coordinate x. This source is assumed to be
spatially incoherent and to randomly emit photons,

• AE(x0 - x) the unitary diffracted field amplitude that illuminates the object at the point x0
for a source point at coordinate x, The illumination aperture is in the sample arm, and
AE(x0 - x) is affected by the aberrations of this arm.

• O(x0) is the reflection coefficient of the amplitude for the scattering object point at x0,

• AS(x1 - x0) is the unitary diffracted field amplitude at the image point of coordinate x1 for
the wave scattered by the object point at coordinate x0. This amplitude is also affected by
the aberrations of the sample arm.

All the coordinates used are those of the corresponding conjugate points in the image detector
plane.
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We write I(x1,x0,x) as the observed intensity at position x1 for a source point and a scattering
object point in the detector plane as:

I(x1, x0, x) =
⟨︁
|EO(x1, x0, x) + ER(x1, x)|2

⟩︁
, (14)

with ER(x1,x)=S(x)AR(x1 - x), where ER is the field at position x1 originating from the reference
arm of the interferometer equipped with a perfect mirror for a source point at coordinate x, and
AR(x1-x) is the corresponding unitary field amplitude (mirror reflection coefficient is assumed
to be equal to 1); |E2 | is the square norm of field E and is the expected value of the random
variable I over the photon statistics. In OCT, only the cross term in the development of Eq. (14)
is of interest 2<Re(EOE∗

R)> = 2Re<EOE∗
R>. Indeed, to extract the object image, OCT signal

processing involves the recording of 4 fringe images, each phase-shifted by 0, π/2, π, and 3π/2,
to be used in Eq. (1). This allows us to compute the OCT image as

I2
OCT (x1, x0, x) = 16

|︁|︁⟨︁EOE∗
R
⟩︁|︁|︁2. (15)

Using the expressions of E0 and ER, since the only random variable is S(x), we obtain

I2
OCT (x1, x0, x) = 16I2

S (x)|AE(x0 − x)O(x0)AS(x1 − x0)A∗
R(x1 − x)|2, (16)

where we define the mean intensity of the source as:

IS(x) =
⟨︁
|S(x)|2

⟩︁
. (17)

We now compute the full-field OCT image with a 2D scattering object and an extended source
illumination. The total field originating from the reference arm is the integral of the source:

ER(x1) =

∫
S(x)AR(x1 − x)dx. (18)

The total field originating from the object is the integral on the object, taking into account the
coherence of the illumination through AE and on the source:

EO(x1) =

∫ (︃∫
AE(x0 − x)O(x0)AS(x1 − x0)dx0

)︃
S(x)dx. (19)

Hence, the general expression of the OCT image in this case using Eq. (15) and the hypothesis
of a spatially incoherent source is

I2
OCT (x1) = 16

|︁|︁|︁|︁∫ (︃∫ AE

(x0 − x)O(x0)AS(x1 − x0)dx0

)︃
IS(x)A∗

R(x1 − x)dx
|︁|︁|︁|︁2, (20)

which can be rewritten to reveal a formulation that is close to a convolution between the object
and a response function linked to the source and the instrument:

I2
OCT (x1) = 16

|︁|︁|︁|︁∫ S(x1, x0)AS(x1 − x0)O(x0)dx0

|︁|︁|︁|︁2, (21)

where we have identified a term S(x1,x0) in the response function that is linked to the source and
defined by:

S(x1, x0) =

∫
IS(x)AE(x0 − x)A∗

R(x1 − x)dx. (22)

Equation (21) is the basic equation that defines the FFOCT image given in Eq. (4). This shows
that the image of the object is blurred by the response function. The aberrations of the instrument
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have an impact on the OCT image of the object. This impact is driven by AS and S, which is a
more complex term. However, at the limit when AR is assumed to be close to a Dirac function,
we obtain:

S(x1, x0) = IS(x1)AE(x0 − x1), (23)
which reveals a possible impact of AE similar to that of AS in the OCT image. Both AE and AS
are affected by the aberrations in the sample arm.

Let us now investigate the spatial frequency coverage of the full-field OCT. To do this, we
approximate Eq. (21) as the convolution product. This assumption is based on the experimental
setup in which the illumination source is uniform and extended compared to the width of the
diffracted amplitudes AE and AR. If we neglect the impact of the border of the illumination on
the image, which is windowed to its central part in any case, we can take IS out of the integral in
S. The FFOCT image can be rewritten as

I2
OCT (x1) ≈ 16|SAS⊛O|2, (24)

Where ⊛ is the symbol for the convolution product.
Taking the Fourier transform (FT) of Eq. (24), we obtain

FT(I2
OCT ) = 16FT(|SAS⊛O|2) = 16(FT(SAS⊛O) ⊗ FT(SAS⊛O)), (25)

where ⊗ is the symbol for the correlation product. Thus, we can write:

FT(SAS⊛O) = (FT(S)⊛FT(AS))FT(O). (26)

The FFOCT image spectrum FT(I2
OCT ) is the autocorrelation of the object amplitude spectrum

FT(O) filtered by FT(S)⊛FT(AS). The FT of the response function SAS is similar to an optical
transfer function. Due to the autocorrelation, the frequency support of the OCT image spectrum
is twice that of FT(S)⊛FT(AS).

We can recognize that:
S(x1) = IS(AE ⊗ AR)(x1), (27)

FT(S) = ISFT(AE)FT∗(AR). (28)
The frequency support of FT(S) is imposed by the two filters provided by FT(AE) and FT*(AR),

that is, ±D/2 for a pupil diameter D in both the reference and sample arms. Given that the “optical
transfer function” FT(S)⊛FT(AS) is the convolution product, its frequency support is the sum of
the supports of the functions FT(S) and FT(AS) (that is±D/2 each), so this sum is±D. Hence the
spatial frequency support of the OCT image spectrum FT(I2

OCT ) is ±2D, as previously outlined
in the literature [23,24].

We can compare this derivation to the one for a conventional image for incoherent illumination
of a sample. The field in the detector plane is given by Eq. (19). The conventional image is
simply written as I(x1)=< |E0(x1)|2>, which gives:

I(x1) =

∫ (︃∫ IS
(x)|AE(x0 − x)|2dx

)︃
|O(x0)|

2 |AS(x1 − x0)|
2dx0. (29)

As expected, we recognize the convolution product of the object intensity distribution, including
the illumination of the source, and the well-known point spread function of the instrument |AS(x1
- x0)|2. In this case, the illuminated object spectrum is filtered by the optical transfer function,
and the frequency support of the conventional image is±D, as usual.

To better understand the results, let us consider the object amplitude reflection coefficient
O(x0) with only two spatial frequencies f1 and f2 such that f1 <D/2< f2 <D and f1 + f2 >D. In a
conventional image, due to filtering by the optical transfer function, we can detect two frequency
components of the object intensity distribution: 2f1 and f2 – f1. In the full-field OCT image, we
will detect two other components, 2f2 and f2 + f1, attenuated by the filtering process.
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