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ABSTRACT
This paper describes IDEA a database of Italian dysarthric
speech produced by 45 speakers affected by 8 different
pathologies. Neurologic diagnoses were collected from the
subjects’ medical records, while dysarthria assessment was
conducted by a speech language pathologist and neurologist.
The total number of records is 16794. The speech material
consists of 211 isolated common words recorded by a single
condenser microphone. The words that refer to an ambient
assisted living scenario, have been selected to cover as widely
as possible all Italian phonemes.

The recordings, supervised by a speech pathologist, were
recorded through the RECORDIA software that was devel-
oped specifically for this task. It allows multiple recording
procedures depending on the patient severity and it includes
an electronic record for storing patients’ clinical data. All the
recordings in IDEA are annotated with a TextGrid file which
defines the boundaries of the speech within the wave file and
other types of notes about the record.

This paper also includes preliminary experiments on the
recorded data to train an automatic speech recognition system
from a baseline Kaldi recipe. We trained HMM and DNN
models and the results shows 11.75% and 14.99% of WER
respectively.
Index Terms: speech recognition, dysarthria, database, kaldi

1. INTRODUCTION

The evolution of automatic speech recognition (ASR) sys-
tems allows us to use smart devices just through our voice.
It could be very useful for people with motor impairments
or severe problem to handle smart devices. But what happens
when people have impaired speech? People affected by motor
speech disorders have difficulties using ASR systems accord-
ing to the level of disorder [1, 2, 3, 4]. One of these types of
disorder is the dysarthria.

Dysarthria is a neurological acquired motor speech disor-
der [5] that can impair all processes involved in speech pro-

duction such as respiration, phonation, articulation, resonance
and prosody. These manifestations, and imprecise articula-
tion in particular, often result in reduced speech intelligibility,
which could negatively impact on the quality of life and the
social participation of the speakers [6].

To improve the performance of ASR systems for dysarthric
speakers, is fundamental to have enough data to analyse and
use in training process. For this reason, during the past years
several scientists have developed dysarthric speech databases.

The Whitaker database [7] is a collection of 19275
isolated-word utterances spoken by 6 persons whose speech
spans a broad spectrum of dysarthria due to cerebral palsy. It
was implemented in 1993.

Nemours database [8] was developed later and contains
which contains 814 short nonsense sentences and 74 sen-
tences spoken by each of 11 male speakers with varying
degrees of dysarthria.

Universal Access speech database (UASpeech) [9] was
delivered online in 2008 and consist of dysarthric speech
recordings produced by 19 speakers with cerebral palsy.
Speech materials consist of 765 isolated words per speaker.

All these databases contain single word or short sentence
recordings of dysarthric speakers. Some of those also have
video information that enrichs the database and helps the re-
searchers. TORGO database [10] store also articulatory data
in addition to recordings. Articulatory data is obtained by
electromagnetic articulography, which allows the measure-
ment of the tongue and other articulators during speech, and
by 3D reconstruction from binocular video sequences.

It is quite clear that several efforts have been made to col-
lect English dysarthric voices for scientific research purposes.
In the best of our knowledge, an Italian dysarthric speech
database does not exist until today. It is very important to
have a database of a specific language because the techniques
discovered to improve speech recognition for English speak-
ers may not be good for Italian ones. So, an Italian dysarthric
speech database is useful to test the goodness of ASR system
for English dysarthric speakers and to make progress in this
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topic but in multi-language context.
With the purpose to develop IDEA: the first Italian

dysarthric database, we start a collaboration with 3 health fa-
cilities: Azienda Ospedaliero-Universitaria Pisana (AOUP)
[11], Centro Puzzle di Torino [12] and Casa di Cura Privata
del Policlinico di Milano [13]. All these centres are special-
ized in diagnosis and rehabilitation of speech and language
pathologies and host several dysarthric speakers for daily
therapy and tests, or for long time hospitalization.

Specially, we have to distinguish our partners in two cate-
gories: Long Term Hospitalization (LTH) facilities and Daily
Medical Examination (DME). The former provides for treat-
ment of patients for several weeks or also months, so in this
kind of facilities there is the possibility to record the same
patient’s voice for long time and in different days.

In daily medical examination facilities, the specialists
have just few hours to evaluate the patient health. In this
context there is not the possibility to record a big amount of
data from each patient as in the previous case.

Among our partners, Centro Puzzle and Casa di Cura Pri-
vata del Policlinico are LTH facilities, while AOUP is DME
facility.

Unlike the other databases, IDEA also has a lot of medi-
cal information about speakers. This could be very crucial to
investigate medical aspects in speech analysis (e.g. dysarthric
assessment).

IDEA database is available to anyone willing to use the
database for scientific purposes; to access IDEA database is
just required to send an email to the authors.

2. METHOD

2.1. Equipment

All the recording procedures have been done in a quiet and
free of distractors room inside the facility where the patient
has been hosted and respecting all the directives imposed
by an ethics commission. The equipment required to start a
recording procedure is composed by a computer with screen
or a laptop and a condenser microphone [14]. The University
of Pisa provided the same microphones to each partner, and a
specific software for recording named RECORDIA.

2.2. RECORDIA

RECORDIA is a software based on Java and has two main
functionalities: patient characterization and recording proce-
dure. We will describe in details these functionalities in the
following sections.

2.2.1. Patient characterization

The user can add a new patient through an Italian Graphical
User Interface (GUI) and in order to do that, it is required
to insert personal information (name, surname, gender and

age) and medical details. In clinic details the user can choose
among 9 pathologies. In case the patient does not have any
of those pathologies, the user can select ”Other” (OTH) as
option and insert some information in a ”Note” field.

For each pathology, the user can insert some additional
information like date of diagnosis or date of first symptoms,
if available. Furthermore, there is the possibility to compile a
specific pathology assessment scale according to the pathol-
ogy. The pairs pathology-scale are showed below:

• Amyotrophic Sclerosis Lateral (ASL) - ASL functional
rating scale [15]

• Ataxia (ATX) - Brief Ataxia rating scale [16]

• Huntington’s Chorea (HC) - Unified Huntington’s dis-
ease rating scale [17]

• Multiple Sclerosis (MS) - Kurtzke Expanded Disability
Status Scale [18]

• Myotonic Dystrophy (MD) - Muscular Impairment
Rating Scale [19]

• Neuropathy (NEU) - Guillain-Barré Syndrome Disabil-
ity Scale [20]

• Parkinson Disease (PD) - Unified Parkinson’s Disease
Rating Scale [21]

• Stroke (STR) - National Institutes of Health Stroke
Scale [22]

• Traumatic Brain Injury (TBI) - Levels of Cognitive
Functioning [23]

In addition to clinical information, the user can classify
the type of dysarthria with a specific taxonomy proposed by
Duffy [24], evaluate the level of impairment with the Robert-
son Dysarthria Profile [25]. The user also can fill out a therapy
outcome measure scale [26] and measure the quality of life in
the dysarthric speaker [27].

All this information about the patient are editable over
time, so it is possible to update or insert missing details when
available.

2.2.2. Registration procedure

As explained in the previous chapters, the registration pro-
cedure is supervised by a user, typically a speech-language
pathologist or a specialist, who interacts with the GUI and
checks that the whole process goes properly.

In the registration procedure, RECORDIA software
shows at screen a sequence of words that speaker has to
repeat aloud. When a new word appears on the screen, the
speaker has a fixed amount of time to pronounce it. This
amount of time (2, 3 or 5 seconds) is chosen by the user at
the beginning according to the ability of the speaker. If the
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speaker gets trouble to do it, the user can try again. If the
recording was successful, the user can move to the next one
automatically proposed by RECORDIA. The next word is
chosen so that the same word does not appear very close in
time and as much random as possible. Each word recorded
is stored in a single wave file. More repetitions of the same
word have different wave files. The total amount of words
is 211 chosen by doctors to cover the pronunciation of all
Italian phonemes.

As explained in the Introduction, our partners have two
different manners to deal with patients. Some have the chance
to have the patients at their disposal for long period of time
(LTH facilities). The others have just a bunch of minutes to
record the patients’ voices (DME clinics). For this reason,
RECORDIA offers two levels of recording procedures.

The Level 1 is suited for DME clinics because it requires
about 15 minutes to complete the whole procedure. The aim
of this level is to acquire a good number of recordings from a
speaker despite a limited time at disposal. With good number
of recordings, we mean 3 repetitions for 45 words. So, as soon
as the speaker has recorded all the 135 wave files, the record-
ing session ends. It is possible to stop the session early for any
reason and restart it later from the same point. The Figure 1
shows the list of 45 words that are composed by a prefixed
subgroup of 44 words of 211 and the word ”occhi”. They
are chosen in order to have at least one pronunciation of each
phoneme. In Figure 2 is shown a screenshot of RECORDIA
GUI during Level 1 recording procedure of word ”troppo”.

The Level 2 uses all 211 words (listed in Figure 3) and
does not have any stop criteria as Level 1. So, the user can
record as much as words he wants and stop the session at
any time. This is used by LTH facilities because they have a
lot of time at disposal to record dysarthric voices as much as
possible.

In the first level the amount of data recorded is fixed while
in the second level is unlimited. For both the Levels, the
recordings are stored in the local PC and then sent to the Uni-
versity of Pisa by the user. Furthermore, they allow the user
to collect a comprehensive Italian phoneme inventory, with
at least a sample of all the 30 Italian phonemes [28]. The
Table 1 shows all the phonemes involved in IDEA database
divided by classes. In this table it is also possible see the
distribution of occurrence of different phonemes over all 211
words. The geminates phonemes are consonants that have
different sound duration. Furthermore, both levels include
several bi-consonant and tri-consonant clusters but a full ex-
amination of clusters was not included in order to limit the
number of words and to keep the procedure feasible with im-
paired speakers.

RECORDIA also gives the possibility to change the con-
trast of the word showed on screen. This feature is useful for
people with sight issues.

Table 1. Phonemes involved in IDEA database divided by
classes and with: relative symbol, IPA symbol and distribu-
tion of occurrences over 211 words.

Class Symbol IPA Occurrences

pl
os

iv
es

(6
)

p p 34
b b 17
t t 52
d d 35
k k 39
g g 16

fr
ic

at
iv

e
(5

) f f 24
v v 21
s s 49
z z 13
S S 2

affricates (4)

ts ts 5
dz dz 2
tS tS 15
dZ dZ 11

nasals (3)
m m 38
n n 77
J ñ 1

liquids (3)
l l 53
r r 95

LL L 4
vo

w
el

s
(7

)

a a 151
e e 96
E E 38
i i 91
o o 132
O O 26
u u 27

ge
m

in
at

es
(1

9)

JJ ñ: 3
SS S: 1
bb b: 3
dd d: 1

ddZ ddZ: 2
ddz dz: 1
ff f: 4
gg g: 1
kk k: 6
ll l: 3

mm m: 1
nn n: 5
pp p: 1
rr r: 4
ss s: 9
tt t: 10

ttS tS: 2
tts ts: 4
vv v: 1

approximants (2) j j 18
w w 10
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Fig. 1. Level 1 list of words.

3. DESCRIPTION OF DATABASE

IDEA has 16794 total recordings distributed among 45 speak-
ers, 25 males and 20 females. The total amount of time
recorded is about 13.72 hours of which about 35% is speech
(about 4.1 hours) and 65% is non speech (9.62 hours). For
DME speakers, we have recorded 45 words for 3 times in
the same day for a total of 135 wave files for each dysarthric
speaker. For LTH speakers, our aim was to record at least 3
times all 211 words in different days for a total of 633 wave
files for a single speaker. Since a dysarthric speaker typically
is affected by other pathologies, a recording process could be
very stressful and tiring. Hence, some speakers interrupted
the recording procedure, so for them some recordings are
missing. Each wave file is encoded in the linear PCM format
at 16 bit and 16kHz sample rate.

The Table 2 shows some statistics for each speaker, spe-
cially the type of facility, gender, amount of recordings, per-
centage of recordings done respect to the final aim and pathol-
ogy. Thus, 21 speakers (46% of total) have complete the
entire recording procedure, 8 speakers (17% of total) have
recorded less than 50% of the pre-established recordings and
16 speakers have completed the procedure between 50% and
100%.

The Figure 4 shows the distribution of pathologies in the
IDEA database. This information can be inferred by the last
column of Table 2.

Fig. 2. Screenshot of RECORDIA GUI during Level 1
recording procedure.

3.1. Annotation

We have analysed all the data in order to detect and annotate
any errors or corruptions. This annotation could be useful to
organise the data efficiently during ASR training. With this
purpose, we decided to classify wave files in 4 categories:

• Empty: the file is empty or not playable (due to some
RECORDIA failure);

• Not usable: the wave file does not contain speech but
just noise, or the noise is too loud to understand speech;

• Without notes: the wave file is correctly recorded and
the speech is pronounced in absence of noise;

• With notes: the wave file has some issues that should be
tacked into account when we deal with this file.

Each wave file has a TextGrid file with the same name. A
TextGrid file is a Praat file [29], which contains some infor-
mation about wave file like duration and tiers. For instance,
for a wave file without notes the associated TextGrid file will
describe what are the start and stop points of speech inside
the recordings and what exactly is pronounced by the speaker
within these boundaries.

If the wave file is classified as with notes, in the TextGrid
file will appear one more tier which describe it. The possible
issues are:

• Truncated: the speaker speech is truncated because is
too close to the beginning or end of record;

• Substitution: the speaker pronounced another word
rather than the one proposed on screen;

• Repetition: the speaker pronounced more times the
same word within wave file;

• Corrupted: wave file present some microphone satura-
tion or glitch;

• Background noise: the wave file presents some back-
ground noise, like coughing, but the speech is still un-
derstandable;
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Fig. 3. Level 2 list of words.

• Word split: the speaker makes a pause in the middle of
the word or tend to pronounce the word in syllabic way;

• General notes: is used to annotate some generic is-
sue like if the speaker pronounces the word longer than
usual (e.g. ”donnnna” instead of ”donna”).

The 70.8% of records are without notes, so it means that
they are usable as they are. The 22.8% are with notes, so
they need to be used with more attention and just the 6,4% is
unusable (5.1% are empty and 1.3% are not usable).

4. BASELINE ASR EXPERIMENTS

4.1. Experimental setup

In the first version of this database (IDEA 1.0), we decided
to insert all the speakers who have enough data usable as it
is. For this reason, we considered only the recordings without
notes for all speakers. Thus, we tried to split these recordings
in train and test sets with the following approach: if a word

Table 2. Statistics about speakers: ID, gender, facility type
(see Introduction for detail), number of records, percentage
of completion of total recordings and pathology.

ID Gend Facility # REC Complete Pathology
201 F DME 135 100.00% OTH
202 F DME 39 28.89% HC
203 F DME 135 100.00% STR
204 F DME 41 30.37% PD
205 M DME 135 100.00% ATX
206 M DME 135 100.00% ASL
207 M DME 135 100.00% STR
208 F DME 135 100.00% PD
209 F DME 135 100.00% PD
210 M DME 135 100.00% MD
211 F DME 135 100.00% ASL
212 F DME 135 100.00% ASL
213 F DME 135 100.00% ASL
214 M DME 135 100.00% ASL
215 M DME 135 100.00% PD
216 F DME 135 100.00% STR
301 M LTH 630 99.53% PD
302 M LTH 630 99.53% STR
303 M LTH 630 99.53% STR
304 F LTH 14 2.21% OTH
305 F LTH 633 100.00% TBI
306 M LTH 632 99.84% OTH
307 F LTH 630 99.53% TBI
308 M LTH 634 100.16% TBI
309 M LTH 178 28.12% TBI
310 F LTH 630 99.53% TBI
311 M LTH 634 100.16% TBI
312 F LTH 631 99.68% TBI
313 M LTH 576 91.00% STR
314 M LTH 630 99.53% OTH
315 M LTH 631 99.68% TBI
316 F LTH 630 99.53% TBI
317 F LTH 445 70.30% MS
318 M LTH 217 34.28% OTH
319 M LTH 420 66.35% TBI
320 F LTH 634 100.16% TBI
321 M LTH 633 100.00% OTH
322 M LTH 637 100.63% OTH
323 M LTH 635 100.32% TBI
401 M LTH 254 40.13% MS
402 M LTH 589 93.05% ASL
403 F LTH 151 23.85% PD
404 F LTH 552 87.20% OTH
405 M LTH 534 84.36% STR
406 M LTH 150 23.70% ASL

has 3 or more records, 1/3 goes to test and 2/3 go to train.
For those words that have less than 3 records, all are used
for train. Obviously, for those speakers who have not enough
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Fig. 4. Percentage of pathologies present in IDEA database.

recordings the test set is empty. The speakers who have at
least one records in the test set are 37, so they are included
in IDEA 1.0. Finally, IDEA 1.0 includes 11272 recordings
without notes (abut 67% of whole database). The train and
test sets are composed by 9111 and 2161 recordings respec-
tively.

4.2. Results

One of the purposes of developing IDEA database is to cre-
ate an ASR system for Italian dysarthric speakers. So, we
tried to run a Kaldi [30] recipe baseline for UA-Speech cor-
pus used in [31], upon IDEA 1.0 database. We decided to use
this recipe because UA-Speech database contains single word
recordings as IDEA database. Of course, the data preparation
of the recipe it is adjusted for IDEA 1.0 database, but the fea-
ture extraction and acoustic modelling parts are the same. We
evaluated the Word Error Rate (WER) for two models: Gaus-
sian Mixture Model (GMM) based and Deep Neural Network
(DNN) based, both combined with Hidden Markov Model
(HMM). Table 3 shows that the GMM-HMM ASR system
got wrong 254 recordings out of 2161, which means 11.75%
of WER. On the other hand, the DNN-HMM ASR system got
wrong 324 recordings which means 14.99% of WER. The re-
sults for each speaker are shown in Figure 5.

Table 3. Baseline results with numbers of recordings in train
and test sets, number of errors and WER for each ASR sys-
tem.

Train Test Errors WER
GMM 9111 (7.84h) 2161 (1.89h) 254 11.75%
DNN 9111 (7.84h) 2161 (1.89h) 324 14.99%

The results show that GMM-HMM perform better than
DNN-HMM. This differs form results obtained in [31] but it
could be explained by the limited amount of data for training.
Indeed, IDEA 1.0 has 7.84h for training and 1.89h for testing
from 45 speakers, while [31] uses 23.1h for training and 21.7h
for test from 15 speakers. So, probably the data is not enough
to train all the neural network weights properly.

Despite the WER is very high for some speaker, as shown
in Figure 5, the overall WER is quite low for both types of

Fig. 5. Baseline results: WER of ASR systems for each
speaker.

models. This is because the distribution of recordings in each
speaker’s test sets is not balanced. For instance, from GMM-
HMM model point of view the speaker 201 has 100% of WER
but she also has just 4 recordings in test set, so it does not have
a big impact on final WER.

5. CONCLUSION

In this paper we have describe IDEA: the first Italian dysarthric
speech database. It contains the voices of 45 speakers for a
total of 16794 recordings for about 13 hours and 43 minutes.
Single word recording was performed for 211 words. Each
record has a TextGrid file associated that defines the bound-
aries of speech in the wave file and adds other important
information. Moreover, IDEA store specific medical infor-
mation about speaker like type of pathologies (there are 9
different options), a specific assessment scale for each type
of pathology and other clinical test. We believe that this
corpus provides a significant resource for develop assistive
technologies since it contains medical and technical infor-
mation for a good number of users. Some preliminary test
has been done to develop an ASR system using Kaldi recipe.
This first experiment has been done using about 67% of all
IDEA material and shows that ASR systems based on GMM
model perform better than DNN model for this amount of
data. In the future work we want to use the whole database
for training ASR systems and to investigate how to involve
clinical information in training process. We are continuing
to record other volunteers to further expand our database.
IDEA is available free, people interested on IDEA have to
contact the author of this paper, who will give the possibility
to download it.
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