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Abstract

In the present paper, we consider second order strictly hyperbolic linear operators of the form Lu = ∂2
t u −

div
(

A(t, x)∇u
)

, for (t, x) ∈ [0, T ] × R
n. We assume the coefficients of the matrix A(t, x) to be smooth in time

on ]0, T ] × R
n, but rapidly oscillating when t → 0+; they match instead minimal regularity assumptions (either

Lipschitz or log-Lipschitz regularity conditions) with respect to the space variable.
Correspondingly, we prove well-posedness results for the Cauchy problem related to L, either with no loss of

derivatives (in the Lipschitz case) or with a finite loss of derivatives, which is linearly increasing in time (in the
log-Lipschitz case).

2020 Mathematics Subject Classification: 35L10 (primary); 35B65, 35B30, 35L15 (secondary).

Keywords: second order hyperbolic equations; variable coefficients; fast time oscillations; Lipschitz and log-

Lipschitz regularity.

1 Introduction

The goal of the present paper is to study the well-posedness of the Cauchy problem related to the
second order strictly hyperbolic operator

(1) Lu := ∂2
t u − div

(
A(t, x)∇u

)
, with λ0Id ≤ A(t, x) ≤ Λ0Id ,

where λ0 and Λ0 are two positive constants and A(t, x) =
(
ajk(t, x)

)n
j,k=1

is defined on a strip

[0, T ]× R
n, for some time T > 0, and is symmetric, i.e. ajk = akj for any j, k = 1 . . . n.

It has been well-known since the pioneering work [5] (see also [13] for a similar result in the case
of weakly hyperbolic equations) that the low regularity in time of the coefficient matrix A(t, x)
entails weak well-posedness results, in the sense that a (finite or even infinte) loss of regularity
of the solution u is produced in the time evolution as soon as the coefficients are not Lipschitz-
continuous with respect to time. There is a broad literature on the subject, keeping into account
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also minimal regularity assumptions on the coefficients with respect to the space variable x. We
refer, for instance, to [27], [16], [3], [21], [18], [15], [29], [17] and, more recently, to [7], [8], [23], [4],
[6]. Similar results for first order hyperbolic systems have also been obtained, see e.g. [9], [10].

On the other hand, when dealing with the construction of counterexamples, it appeared from
the beginning that phenomena like loss of derivatives, non-existence or even non-uniqueness of
solutions in hyperbolic Cauchy problems may arise when the coefficients are smooth with respect
to the time variable, but they highly oscillate when t approaches one point, which we can assume
to be 0 without loss of any generality. We refer to e.g. [5], [13], [19], [14] for the construction of
such counterexamples.

As a consequence, some works have focused on studying the relation between fast oscillations
of the coefficients ajk and the well-posedness of the Cauchy problem. In this direction, Yamazaki
proved in [30] that the Cauchy problem for L, defined in (1), is well-posed without any loss of
derivatives under the following assumptions on the coefficients ajk: they must be continuous in
time on [0, T ] × R

n and C2 in time on ]0, T ] × R
n, smooth with respect to the space variable

together with ∂tajk and ∂2
t ajk, and they have to satisfy the bound

(2) |t ∂tajk(t, x)| +
∣∣t2 ∂2

t ajk(t, x)
∣∣ ≤ C on ]0, T ]× R

n .

The control on the oscillations of the second order time-derivative seems to be necessary for well-
posedness without loss of regularity. As a matter of fact, for coefficients ajk = ajk(t) depending
only on time, in [11] it was shown that, under the assumption

∣∣∣∣t
d

dt
ajk(t)

∣∣∣∣ ≤ C on ]0, T ]× R
n ,

the Cauchy problem for L is well-posed with a finite loss of derivatives. In addition, an analogous
result was proven in [12] under the weaker condition

(3)

∣∣∣∣
t

log t

d

dt
ajk(t)

∣∣∣∣ +
∣∣∣∣∣

(
t

log t

)2 d2

dt2
ajk(t)

∣∣∣∣∣ ≤ C on ]0, T ] × R
n .

We refer also to [28], [20] and [22] for related results.

In the present paper, we continue the study in this direction and we consider the case of
coefficients rapidly oscillating in time, for t → 0+. More preciseley, we will work under the
assumption (2), which is the same one formulated in [30]. Our main contribution to this problem
is two-fold. First of all, we recover Yamazaki’s result [30] by proposing a different proof, which
looks somehow simpler for us (we will give more details about it in a while) than the original one.
Secondly, and more importantly, we will be able to consider minimal regularity assumptions on
the coefficients with respect to the space variable, namely Lipschitz and log-Lipschitz regularities
in x. In the former case (Lipschitz regularity), we will prove an energy estimate for L with no
loss of derivatives in the space H1−θ ×H−θ, for any θ ∈ [0, 1[ . From this, it is classical to recover
well-posedness of the Cauchy problem related to L in the same space. In the latter case (log-
Lipschitz regularity of the coefficients in x), we will prove an energy estimate with a finite, linearly
increasing in time, loss of derivatives: if the datum

(
u0, u1

)
belongs to H1−θ × H−θ, for some

0 < θ < 1, then the norm of the solution at time t is controlled in the space H1−θ−β∗t×H−θ−β∗t,
where the constant β∗ > 0 depends only on the coefficient matrix A(t, x).

The proof is inspired by the techniques recently employed in [7], [8] and [6], and consists of
two main ingredients. The first ingredient is a definition of the energy functional which presents
a lower order corrector; in turn, this idea goes back to work [29] of Tarama. The role of the
corrector is to cancel out bad remainders which appear when computing the time derivative of
the energy and which would be otherwise out of control. The second ingredient, instead, is the use
of paradifferential calculus with parameters, as introduced by Métivier (see [24] and [26]), which
provides us with a powerful tool for dealing with the low regularity in space of the coefficients.
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To conclude this short introduction, let us mention that, in the case when ajk = ajk(t) does
not depend on x, we are able to consider even faster oscillations, in the spirit of condition (3)
from [12], recovering the result of [12] with a more elementary proof. For this, it is enough to
use exactly the same energy of Tarama [29] in order to carry out energy estimates. However, at
present we are not able to extend this approach to the case in which the coefficients also depend
on the space variables. This is why we will not devote attention to that case in this work.
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2 Statement of the main results

We consider the linear differential operator

(4) Lu = ∂2
t u −

n∑

j,k=1

∂j

(
ajk(t, x)∂ku

)
,

where aj,k : [0, T ]×R
n → R are such that ajk = akj. We also assume that there exist λ0, Λ0 > 0

such that, for all (t, x) ∈ [0, T ] × R
n and ξ ∈ R

n,

(5) λ0|ξ|
2 ≤

n∑

j,k=1

ajk(t, x)ξjξk ≤ Λ0|ξ|
2.

In particular, under this condition, the operator L becomes strictly hyperbolic.
Suppose moreover that the coefficients aj,k satisfy the following assumptions.

(H1) There exist ℓ ∈ {0, 1} and C0 > 0 such that, for any j, k ∈ {1 . . . n}, one has

|ajk(t, x+ y)− ajk(t, x)| ≤ C0|y| log
ℓ

(
1 +

1

|y|

)
,

for all t ∈ [0, T ] and for all x, y ∈ R
n, with 0 < |y| < 1.

(H2) Each ajk is twice differentiable with respect to t in ]0, T ] × R
n; in addition there exist

constants C1 > 0, C2 > 0, C3 > 0 for which, for any j, k ∈ {1 . . . n}, the controls

|∂tajk(t, x)| ≤ C1
1

t
,

|∂tajk(t, x+ y)− ∂tajk(t, x)| ≤ C2
1

t
|y| logℓ

(
1 +

1

|y|

)
,

∣∣∂2
t ajk(t, x)

∣∣ ≤ C3
1

t2

hold true for all t ∈ ]0, T ] and for all x, y ∈ R
n, with 0 < |y| < 1, where ℓ ∈ {0, 1} is the

same exponent fixed in assumption (H1).

Notice that hypothesis (H1) means that the coefficients ajk are Lipschitz continuous in space
when ℓ = 0, log-Lipschitz continuous when ℓ = 1, uniformly with respect to the time variable.
Requiring a similar control also for ∂tajk, see the second condition appearing in (H2), is somehow
natural in this kind of study; see e.g. [7], [8], [6].
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We are now able to state the main results of the paper. The first one is devoted to the
Lipschitz case, namely to the case ℓ = 0. It is an extension of Yamazaki’s result [30] to the case
when coefficients have low regularity in the space variable; besides, we propose a proof based on
a different technique, which looks to an extent simpler.

Theorem 2.1. Let L be defined by (4), and assume that the assumptions (5), (H1) and (H2) are
in force with ℓ = 0. Fix θ ∈ [0, 1[ .

Then, there exists a universal constant C > 0 such that, for any u ∈ C2
(
[0, T ];H∞(Rn)

)
, one

has the estimate

(6)

sup
0≤t≤T

(
‖u(t, ·)‖H1−θ + ‖∂tu(t, ·)‖H−θ

)

≤ C

(
‖u(0, ·)‖H1−θ + ‖∂tu(0, ·)‖H−θ +

∫ T

0
‖Lu(τ, ·)‖H−θ dτ

)
.

From the previous statement, it is classical to derive the well-posedness (without loss of deriva-
tives) of the Cauchy problem associated to L in the energy space H1−θ(Rn)×H−θ(Rn), for any
given θ ∈ [0, 1[ .

Let us now switch to the log-Lipschitz case, for which ℓ = 1 in (H1) and (H2) above. As is
well-known (se e.g. [16], [17], [7] and references therein), in this case the estimates present a loss
of derivatives, which is linearly increasing in time. In addition, because of that and because of
the low regularity in space of the coefficients, the estimate becomes local in time. Finally, one
has to work in energy spaces which are less regular than H1(Rn) × L2(Rn), i.e. one has to take
θ ∈ ]0, 1[ .

Theorem 2.2. Let L be defined by (4), and assume that its coefficients ajk satisfy assumptions
(5), (H1) and (H2) with ℓ = 1. Fix θ ∈ ]0, 1[ .

Then, there exist β∗ > 0, T0 ∈ ]0, T ] and C > 0 such that, for all function u ∈ C2
(
[0, T0];H

∞(Rn)
)
,

one has the energy estimate

(7)

sup
0≤t≤T0

(
‖u(t, ·)‖H1−θ−β∗t + ‖∂tu(t, ·)‖H−θ−β∗t

)

≤ C

(
‖u(0, ·)‖H1−θ + ‖∂tu(0, ·)‖H−θ +

∫ T0

0
‖Lu(τ, ·)‖H−θ−β∗τ (Rn) dτ

)
.

From the previous result, the well-posedness of the Cauchy problem related to L follows in
the space H∞, with a finite loss of derivatives.

The rest of the paper is devoted to the proof of the previous results. As already announced,
we propose a different approach than [30], based on Tarama’s energy [29] and paradifferential
calculus with parameters, as used in [7] and [8] for operators with low regularity coefficients both
in time and space variables.

Before moving on, we remark that, in the case that the coefficients ajk = ajk(t) depend only
on time, our method enable us to treat the case of even faster oscillations in time. Namely, in
assumption (H2) we can admit an additional logarithmic loss: there exists δ ∈ [0, 1] such that

|∂tajk(t)| ≤ C
1 + |log t|δ

t
,

∣∣∂2
t ajk(t)

∣∣ ≤ C

(
1 + |log t|δ

t

)2

.

By resorting to Tarama’s energy (defined in frequencies, as in [5], [29]), we can prove energy
estimates with no loss when δ = 0, with finite (fixed) loss of derivatives when δ > 0 and with
arbitrarily small loss when 0 < δ < 1, in any Sobolev space Hs. This result has already been
known (see [12], [28] for the case δ = 1 and [30] for the case δ = 0), but our proof looks much
simpler than the previous ones.
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3 Approximation and regularisation

The goal of this section is to introduce a suitable approximation/regularisation of the coefficients,
both in time and space variables, in order to perform (in Section 4) energy estimates for approx-
imated energies related to the function u.

3.1 Approximation of the coefficients

We start by dealing with the time variable. In order to perform energy estimates, we need to
define approximations of the coefficients which are smooth up to the time t = 0. The obvious
problem is that, under assumption (H2), the coefficients are highly oscillating when t approaches
0. As a consequence, we need to approximate the original coefficients by smooth ones: for this,
we will follow [12] and proceed by truncation around t = 0.

Thus, let ε ∈
]
0, T2

]
. Following [12], we set

ãε,jk(t, x) :=





ajk(ε, x) for t < ε ,

ajk(t, x) for ε ≤ t ≤ T ,

ajk(T, x) for t > T .

Of course, ãjk,ε previously defined is not smooth in time, so not suitable for energy estimates.
Therefore, a more involved approximation procedure is required. For this, consider

(
ρη
)
η∈ ]0,1]

a

standard family of mollifiers. We then define

˜̃aε,jk(t, x) :=
(
ρε/2 ∗t ãε,jk

)
(t, x) ,

where the notation ∗t means that the convolution is taken only with respect to the time variable.
This approximation is not satisfactory for our scopes yet, because, in view of the next com-

putations, it would be more convenient to keep the old values of the function ajk when the time t
is far from 0. Hence, let us take a function θ ∈ C∞(R) such that 0 ≤ θ ≤ 1, θ(s) = 1 for s ≤ 1/4
and θ(s) = 0 for s ≥ 3/4. Then, we set θε(t) := θ

(
1
3εt+

1
12

)
and we define

(8) aε,jk(t, x) := ˜̃aε,jk(t, x) θε(t) + ajk(t, x)
(
1− θε(t)

)
.

We remark that, with this definition, one has

aε,jk(t, x) = ajk(t, x) if 2ε ≤ t ≤ T ,

aε,jk(t, x) = ajk(ε, x) if t ≤
ε

2

for any x ∈ R
n. In addition, the coefficients aε,jk satisfy the following properties:

(i) for all (t, x) ∈ R× R
n and ξ ∈ R

n, we have

λ0|ξ|
2 ≤

n∑

j,k=1

aε,jk(t, x)ξjξk ≤ Λ0|ξ|
2 ;

(ii) there exists a constant C0 > 0, possibly different from the one appearing in (H1) in Section
2, but still independent of ε ∈ ]0, 1], such that

|aε,jk(t, x+ y)− aε,jk(t, x)| ≤ C0 |y| log
ℓ

(
1 +

1

|y|

)

for all t ∈ R and for all x, y ∈ R
n, with 0 < |y| < 1;
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(iii) there exists a function ϕε : R → R of class C2, satisfying

ϕε(t) = 0 for t ≤
ε

2
and 0 ≤ ϕε(t) ≤

1

t
for t ≥

ε

2
,

and there exist constants C1, C2, C3 > 0 (possibly different from the ones appearing in (H2)
of Section 2, but still independent of ε ∈ ]0, 1]) such that

|∂taε,jk(t, x)| ≤ C1 ϕε(t) ,

|∂taε,jk(t, x+ y)− ∂taε,jk(t, x)| ≤ C2 ϕε(t) |y| log
ℓ

(
1 +

1

|y|

)
,

∣∣∂2
t aε,jk(t, x)

∣∣ ≤ C3

(
ϕε(t)

)2
,

for all t ∈ R and for all x, y ∈ R
n, with 0 < |y| < 1.

The coefficients aε,jk constructed in this way are certainly smooth in time on [0, T ]×R
n, but

they are not regular with respect to the space variable. Therefore, a further approximation is
needed: this is the scope of the next subsections.

3.2 Tools from Littlewood-Paley theory

Here we recall basic facts linked to Littlewood-Paley decomposition and paradifferential calculus
with parameters, which will be very useful tools in our proof.

Littlewood-Paley decomposition and Sobolev spaces

Let us start by defining the Littlewood-Paley decomposition of any tempered distribution u ∈
S ′(Rn) and the dyadic characterisation of Sobolev spaces. We refer to e.g. [1] and [25] for details.

We fix a smooth radial function χ : Rn → R, supported in the ball B(0, 2) of center 0 and
radius 2, with χ ≡ 1 in a neighbourhood of the unit ball B(0, 1) and χ non-increasing along the
radial directions. For ξ ∈ R

n, we also define φ(ξ) := χ(ξ)− χ(2ξ).
For any j ∈ N and ξ ∈ R

n, we also define

(9) χj(ξ) := χ
(
2−jξ

)
and φj(ξ) := φ

(
2−jξ

)
.

Then, we can introduce the dyadic blocks ∆j, for j ∈ N. First of all, we define ∆0 as the
operator

∆0u := χ(Dx)u = F−1
(
χ(ξ) û(ξ)

)
,

where Dx = −i∂x, û denotes the Fourier transform of a tempered distribution u and the symbol
F−1 the inverse Fourier transform. Next, for any j ≥ 1, we set

∆ju := φj(Dx)u = F−1
(
φj(ξ) û(ξ)

)
.

For j ≥ 0, we also set

Sju := χj(Dx)u =

j∑

k=0

∆ku .

Thanks to the previous operators, one can define the Littlewood-Paley decomposition of tem-
pered distributions: for any u ∈ S ′(Rn), the decomposition

u =

+∞∑

j=0

∆ju

holds true in the sense of S ′(Rn).
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One can also characterise Sobolev classes in terms of Littlewood-Paley decomposition. More
precisely, given some s ∈ R and u ∈ S ′(Rn), one has that

u ∈ Hs(Rn) ⇐⇒
(
2sj ‖∆ju‖L2

)
j≥0

∈ ℓ2(N) ,

with equivalence of norms: there exists a constant C > 0, independent of u but possibly depending
on s, such that

1

C

+∞∑

j=0

22sj ‖∆ju‖
2
L2 ≤ ‖u‖2Hs ≤ C

+∞∑

j=0

22sj ‖∆ju‖
2
L2 .

Paradifferential calculus with parameters

In order to deal with the low regularity of the coefficients with respect to the space variable,
we will adopt the approach used in [7] and [8], based on a paralinearisation of the elliptic part∑

j,k ∂j
(
ajk ∂k

)
of the operator L. Of course, L being linear, we only mean that the products by

the coefficients ajk will be replaced by paraproduct operators Tajk (see [25], [1]): as a matter of
fact, this procedure intrinsically involves a regularisation in space.

On the other hand, in order to guarantee positivity of the paralinearised operator, we have
to resort to Métivier’s paradifferential calculus with parameters, as introduced in [24], [26]. This
technique being by now quite well understood, we will just recall the main ideas of the construction
and use it in our computations; we refer the reader to [7] and [8] for details.

Thus, let us fix a symbol f = f(x, ξ), defined for (x, ξ) ∈ R
n × R

n, smooth with respect to
the ξ variable and merely bounded in x. The main idea of paradifferential calculus (see [25]) is
to associate to f a classical symbol σf = σf (x, ξ) which is smooth also with respect to the space
variable x. Then, one defines the paradifferential operator Tf associated to the (rough) symbol f
as the classical pseudodifferential operator associated to σf : we set

Tf := σf (x,Dx) .

If the symbol f also depend on time, we can treat the time variable as a parameter in the
construction.

This having beeing defined, one can thus develop a symbolic calculus for pseudodifferential
operators, based on the smoothness of the original symbol f . We will see in a while how to do
that in the case of our hyperbolic operator L. For the time being, let us emphasise a couple of
facts.

First of all, all the construction is, in some sense, canonical : although the classical symbol σf
associated to f is not uniquely determined, the paradifferential operator Tf is, up to a remainder
of lower order (the precise order depends on the space regularity and frequency decay of f). In
particular, one can fix the choice

Tf : u 7→ Tfu := S0f S3u +

+∞∑

ν=1

Sνf ∆ν+3u ,

which coincides (whenever f = f(x) only depends on the space variable x) with the classical Bony
paraproduct operator [2] (see also Chapter 2 of [1]). The point is that this construction makes
sense for more general symbols f = f(t, x, ξ).

Nonetheless, we remark that, with this construction, for positive symbols one loses positivity
of the corresponding paradifferential operator, a property which is very much desirable when
dealing with energy functionals in hyperbolic Cauchy problems. As a matter of fact, if f = f(x)
is a bounded scalar function defined over R

n, with f(x) ≥ c > 0 for a.e. x ∈ R
n, one has

‖f u‖L2 ≥ c ‖u‖L2 , but it is not true, in general, that the property ‖Tfu‖L2 ≥ c̃ ‖u‖L2 holds
(even with a new constant c̃ > 0).
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In order to solve the previous issue, the basic idea of Métivier (see [24], [26]) was to add
enough blocks of frequencies to the definition of the paraproduct to recover, in turn, positivity of
the modified operator. Notice that the product fu mixes all the frequencies of f and u, whereas
the paraproduct Tfu uses only a few of them. More rigorously, one introduces a parameter
γ ≥ 1 in the construction, obtaining classical symbols σγ

f and operators T γ
f depending on such

γ. Considering larger values of γ allows to take into account more and more frequencies in the
definition of the operator T γ

f : for u ∈ S(Rn), one can consider

(10) T γ
f u = Sµ−1f Sµ+2u +

+∞∑

ν=µ

Sνf ∆ν+3u ,

where µ = µ(γ) = [log2 γ] is the integer part of log2 γ. Now, given a symbol f = f(x, ξ) of (say)
order 0 such that f ≥ c > 0, there exists a γ0 = γ0(f), depending on the symbol f , such that,
for all γ ≥ γ0, one has

∀u ∈ S(Rn) ,
∥∥∥T γ

f u
∥∥∥
L2

≥
c

2
‖u‖L2 .

In light of the previous considerations, without loss of generality, throughout this paper we
can fix the previous choice of paradifferential operators: given a symbol f = f(t, x, ξ) as described
above, we define the operator T γ

f according to formula (10). Observe also that, more generally,
one can even deal with symbols f = f(t, x, ξ, γ) depending also on the parameter γ.

To conclude this part, let us recall (see Section 3.2 of [7] for details) that we can define also
a Littlewood-Paley decomposition depending on the parameter γ ≥ 1, as well as Sobolev spaces
Hs

γ depending on γ. For γ ≥ 1 fixed, the space Hs
γ coincides with the classical Hs space, with

equivalence of norms (where the multiplicative constants depend on γ, of course). Thus, the
dyadic characterisation that we have seen above still applies.

3.3 Symbolic calculus

Let us see how to apply the previous ideas to the case of the strictly hyperbolic operator L, defined
in (4). To begin with, we introduce the 0-th order symbol

αε(t, x, ξ, γ) :=
(
γ2 + |ξ|2

)− 1

2


γ2 +

n∑

j,k=1

aε,jk(t, x)ξjξk




1

2

.

Following the original idea of [5] and later [16], we immediately choose

ε = 2−ν .

For simplicity of notation, we write αν , aν,jk and ϕν instead of α2−ν , a2−ν ,jk and ϕ2−ν , respectively.
In order to develop symbolic calculus, we need suitable estimates for the classical symbols

associated to the non-smooth symbol αν and its time derivatives. Repeating the computations of
[7], [8] and [6], it is easy to obtain the following bounds: for any α, β ∈ N

n, with |β| ≥ 1, and for
any (t, x, ξ, γ) ∈ [0, T ] × R

n ×R
n × [1,+∞[ , one has

∣∣∂α
ξ σαν (t, x, ξ, γ)

∣∣ ≤ Cα (γ + |ξ|)−|α| ,

∣∣∣∂β
x∂

α
ξ σαν (t, x, ξ, γ)

∣∣∣ ≤ Cβ,α (γ + |ξ|)−|α|+|β|−1 logℓ (1 + γ + |ξ|) ,

∣∣∂α
ξ σ∂tαν (t, x, ξ, γ)

∣∣ ≤ Cα ϕν(t) (γ + |ξ|)−|α| ,

∣∣∣∂β
x∂

α
ξ σ∂tαν (t, x, ξ, γ)

∣∣∣ ≤ Cβ,α ϕν(t) (γ + |ξ|)−|α|+|β|−1 logℓ (1 + γ + |ξ|) ,
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∣∣∣∂β
x∂

α
ξ σ∂2

t αν
(t, x, ξ, γ)

∣∣∣ ≤ Cα

(
ϕν(t)

)2
(γ + |ξ|)−|α|+|β| ,

where the involved multiplicative constants do not depend on ν, nor on (t, x, ξ, γ). We point
out that, whenever an estimate as above holds with ℓ = 1, we will say that the paradifferential
operator associated to the symbol under consideration is of order Log.

Next, we fix γ ≥ 1 so large that, for all u ∈ H∞, one has

(11)
∥∥∥T γ

α
−1/2
ν

u
∥∥∥
L2

≥
λ0

2
‖u‖L2 and

∥∥∥∥T
γ

α
1/2
ν (γ2+|ξ|2)1/2

u

∥∥∥∥
L2

≥
λ0

2
‖u‖H1 .

From now on, we forget about the index γ (which is now fixed) in the notation and we simply
write Tf instead of T γ

f , for any symbol f which will enter into play in our computations.

4 Energy estimates

We are now in the position of proving the energy estimates claimed in Theorems 2.1 and 2.2. For
this, as already announced, we will follow the strategy of [16], [7] and [6].

To begin with, some preliminaries are in order. Firstly, we approximate the operator L by
paralinearisation: given u ∈ C2

(
[0, T ];H∞(Rn)

)
, we have

(12) ∂2
t u =

n∑

j,k=1

∂j
(
ajk(t, x)∂ku

)
+ Lu =

n∑

j,k=1

∂j
(
Tajk∂ku

)
+ L̃u ,

where we have defined

L̃u := Lu+

n∑

j,k=1

∂j

( (
ajk − Tajk

)
∂ku
)
.

Next, we want to localise the previous equation in frequency, getting in this way an equation
for each dyadic block uν := ∆νu associated to u. Applying the operator ∆ν to equation (12)
yields

(13) ∂2
t uν =

n∑

j,k=1

∂j
(
Tajk∂kuν

)
+

n∑

j,k=1

∂j

( [
∆ν , Tajk

]
∂ku
)
+
(
L̃u
)
ν
,

where we have set
(
L̃u
)
ν
= ∆ν

(
L̃u
)

and
[
∆ν , Tajk

]
denotes the commutator between the local-

isation operator ∆ν and the paramultiplication operator Tajk .
Our first goal is to estimate, by the use of (13), the growth of the localised energy, namely

of the energy eν associated to each dyadic block uν . The total energy E will be defined only
afterwards, as a suitable weighted sum of the eν ’s. Observe that, owing to the fast oscillations of
the coefficients in time, defining eν in a classical way, namely as the sum of ‖∂tuν‖

2
L2 + ‖uν‖

2
H1 ,

would cause the appearing of bad terms in the energy estimates, which are out of control. The
key point here is to resort to the idea of Tarama [29] and introduce a lower order corrector in the
definition of eν , whose role is exactly to cancel those bad terms. We refer to [7], [8] and [9] for
further implementations of this idea in the context of hyperbolic Cauchy problems.

4.1 The localised energy

In order to use Tarama’s energy in our context, we start by defining

vν(t, x) := T
α
−1/2
ν

∂tuν − T
∂t(α

−1/2
ν )

uν ,

wν(t, x) := T
α
1/2
ν (γ2+|ξ|2)1/2

uν .
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Then, we introduce the approximate energy associated to the ν-th component uν as

eν(t) := ‖vν(t, ·)‖
2
L2 + ‖wν(t, ·)‖

2
L2 + ‖uν(t, ·)‖

2
L2 .

We remark that eν is equivalent to the classical energy associated to uν . As a matter of fact,
we can bound

‖∂tuν(t, ·)‖L2 ≤ C
∥∥∥T

α
−1/2
ν

∂tuν(t, ·)
∥∥∥
L2

≤ C
(
‖vν(t, ·)‖L2 +

∥∥∥T
∂t(α

−1/2
ν )

uν(t, ·)
∥∥∥
L2

)

≤ C
(
‖vν(t, ·)‖L2 + ϕν(t) ‖uν(t, ·)‖L2

)

≤ C
(
‖vν(t, ·)‖L2 + ϕν(t) 2

−ν ‖wν(t, ·)‖L2

)
.

At this point, noticing that

(14) 0 ≤ ϕν(t) 2
−ν ≤ C ,

for a suitable constant C > 0, we deduce that

(15) ‖∂tuν(t, ·)‖L2 ≤ C
(
eν(t)

) 1

2 .

From this inequality, together with (11), we easily deduce that

(16) ∀ t ∈ [0, T ] , eν(t) ∼ ‖∂tuν(t, ·)‖
2
L2 + ‖uν(t, ·)‖

2
L2 + ‖∇xuν(t, ·)‖

2
L2 ,

where the (implicit) multiplicative constants do not depend on t ∈ R+, nor on u and ν ∈ N.

4.2 Time derivative of the energy components

We now proceed to differentiating eν with respect to time and estimating the terms thus produced.

4.2.1 The zero-th order term

To begin with, we compute the time derivative of the zero-th order term appearing in the definition
of eν . This is an easy task: we have

d

dt
‖uν(t, ·)‖

2
L2 = 2Re

(
uν(t, ·), ∂tuν(t, ·)

)
L2 .

Consequently, in view of the bound (15), we obtain

(17)
d

dt
‖uν(t, ·)‖

2
L2 ≤ C eν(t) .

The computations of the terms involving vν and wν are a bit more involved: we now switch
our attention to them.

4.2.2 The term involving vν

We start by considering the term of eν depending on vν . Since

∂tvν = T
α
−1/2
ν

∂2
t uν − T

∂2
t (α

−1/2
ν )

uν ,
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using also equation (13) we deduce that

d

dt
‖vν(t, ·)‖

2
L2 = 2Re

(
vν(t, ·), ∂tvν(t, ·)

)
L2

= 2Re
(
vν , Tα

−1/2
ν

∂2
t uν

)
L2

− 2Re
(
vν , T∂2

t (α
−1/2
ν )

uν

)
L2

= −2Re
(
vν , T∂2

t (α
−1/2
ν )

uν

)
L2

+ 2Re


vν , Tα

−1/2
ν


∑

j,k

∂j
(
Tajk∂kuν

)





L2

+ 2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν , Tajk

]
∂ku
)



L2

+ 2Re
(
vν , Tα

−1/2
ν

(
L̃u
)
ν

)
L2

.

Observe that
∣∣∣Re

(
vν , Tα

−1/2
ν

(
L̃u
)
ν

)
L2

∣∣∣ ≤ C
(
eν(t)

) 1

2

∥∥∥
(
L̃u
)
ν

∥∥∥
L2

.

In addition, whenever ν ≥ 1 Bernstein’s inequalities (see Lemma 2.1 in [1]) allow us to bound

∣∣∣Re
(
vν , T∂2

t (α
−1/2
ν )

uν

)
L2

∣∣∣ ≤ C ‖vν‖L2

(
ϕν(t)

)2
‖uν‖L2 ≤ C

(
ϕν(t)

)2
2−ν eν(t) ;

remark that, the previous inequality is trivially verified also in the case ν = 0.
In view of the previous bounds, we obtain

d

dt
‖vν(t, ·)‖

2
L2 ≤ 2Re


vν , Tα

−1/2
ν



∑

j,k

∂j
(
Tajk∂kuν

)





L2

(18)

+ 2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν, Tajk

]
∂ku
)



L2

+ C
(
eν(t)

) 1

2

∥∥∥
(
L̃u
)
ν

∥∥∥
L2

+ C
(
ϕν(t)

)2
2−ν eν(t) .

4.2.3 Estimate of the term involving wν

We now compute the time derivative of the last term appearing in the definition of eν , namely
the one depending on wν . An easy computation shows that

d

dt
‖wν(t, ·)‖

2
L2 = 2Re

(
T
∂t(α

1/2
ν )(γ2+|ξ|2)1/2

uν + T
α
1/2
ν (γ2+|ξ|2)1/2

∂tuν , wν(t, ·)
)
L2

.

We claim that

(19)
d

dt
‖wν(t, ·)‖

2
L2 = 2Re

(
vν , Tα

−1/2
ν

Tα2
ν(γ

2+|ξ|2)uν

)
L2

+ Q ,

where the remainder term Q satisfies the bound

(20) |Q| ≤ C
(
νℓ + 1

)
eν(t) ,

where ℓ ∈ {0, 1} has been introduced in Section 2.
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In order to prove our claim, we follow the computations of [7], [8] and freely use the facts
proven therein, about the principal symbols of the remainder operators and their orders. We
start by writing

Re
(
T
∂t(α

1/2
ν )(γ2+|ξ|2)1/2

uν , wν

)
L2

(21)

= Re
(
Tαν(γ2+|ξ|2)1/2T−∂t(α

−1/2
ν )

uν , wν

)
L2

+Re (R1uν , wν)L2 ,

where the principal symbol of R1 is

∂ξ

(
αν(γ

2 + |ξ|2)1/2
)
∂x∂t

(
α−1/2
ν

)

and consequently one has

∣∣Re (R1uν , wν)L2

∣∣ ≤ C ϕν(t)
(
1 + νℓ

)
‖uν‖L2 ‖wν‖L2 ≤ C ϕν(t)

(
1 + νℓ

)
2−ν ‖wν‖

2
L2

≤ C
(
νℓ + 1

)
eν(t) ,

where we have used also estimate (14). Observe that passing from the first to the second inequality
relies on the use of the Bernstein inequality, thus requires ν ≥ 1; however, for ν = 0 one can
directly pass from the first inequality to the last one.

Next, we can compute

Re
(
T
α
1/2
ν (γ2+|ξ|2)1/2

∂tuν , wν

)
L2

(22)

= Re
(
Tαν(γ2+|ξ|2)1/2Tα

−1/2
ν

∂tuν , wν

)
L2

+Re (R2∂tuν , wν)L2 ,

where, this time, the principal symbol of the remainder R2 is

∂ξ

(
αν

(
γ2 + |ξ|2

)1/2)
∂x

(
α−1/2
ν

)
.

With the help of (15), we can bound

∣∣Re (R2∂tuν , wν)L2

∣∣ ≤ C
(
1 + νℓ

)
‖∂tuν‖L2 ‖uν‖L2 ≤ C

(
νℓ + 1

)
eν(t) .

Thus, putting together (21) and (22), we find

d

dt
‖wν(t, ·)‖

2
L2 = 2Re

(
Tαν(γ2+|ξ|2)1/2 vν , wν

)
L2

+ Q̃ ,

where the remainder Q̃ satisfies the claimed bound (20). In addition, we can write

Re
(
Tαν(γ2+|ξ|2)1/2 vν , wν

)
L2

= Re
(
vν , Tαν(γ2+|ξ|2)1/2wν

)
L2

+Re (R3vν , wν)L2 ,

where the principal symbol of R3 is given by

∂ξ∂x

(
αν

(
γ2 + |ξ|2

)1/2)
.

Consequently, keeping in mind the estimates of Subsection 3.3, we see that R3 is an operator of
order 0 in the case ℓ = 0, of order Log if ℓ = 1. This means that

(23)
∣∣Re (R3vν , wν)L2

∣∣ ≤ C
(
1 + νℓ

)
‖vν‖L2 ‖wν‖L2 ≤ C

(
νℓ + 1

)
eν(t) .
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Next, we continue to decompose

Re
(
vν , Tαν(γ2+|ξ|2)1/2wν

)
L2

= Re
(
vν , Tα

−1/2
ν

T
α
3/2
ν (γ2+|ξ|2)1/2

wν

)
L2

+Re (R4vν , wν)L2 ,

where, by using again symbolic calculus, it is plain to see that also the new remainder R4 is an
operator of order Log, in the sense that is satisfies an estimate like (23).

Finally, we can write

Re
(
vν , Tα

−1/2
ν

T
α
3/2
ν (γ2+|ξ|2)1/2

wν

)
L2

= Re
(
vν , Tα

−1/2
ν

Tα2
ν(γ

2+|ξ|2)uν

)
L2

+Re (R5vν , uν)L2 ,

where the principal symbol of R5 is

∂ξ

(
α3/2
ν

(
γ2 + |ξ|2

)1/2)
∂x

(
α−1/2
ν

(
γ2 + |ξ|2

)1/2)
.

The previous expression implies that R5 is an operator of order 1 if ℓ = 0, of order 1 + Log when
ℓ = 1; using the Bernstein inequalities to absorbe the additional power of ν coming out in the
estimate (with the usual modification when ν = 0 for dealing with the low frequency term), we
can bound

∣∣Re (R5vν , uν)L2

∣∣ ≤ C 2ν
(
1 + νℓ

)
‖vν‖L2 ‖uν‖L2 ≤ C

(
1 + νℓ

)
‖vν‖L2 ‖wν‖L2

≤ C
(
νℓ + 1

)
eν(t) .

In the end, the claimed relations (19)-(20) follow.

4.2.4 Summing up vν and wν

At this point, we would like to put formulas (17), (18), (19) and (20) together. For this, we first
need to handle the sum

Re


vν , Tα

−1/2
ν


∑

j,k

∂j
(
Tajk∂kuν

)





L2

+Re
(
vν , Tα

−1/2
ν

Tα2
ν(γ

2+|ξ|2)uν

)
L2

.

To begin with, we remark that we can write

(24)
∑

j,k

∂j
(
Tajk∂kuν

)
=
∑

j,k

Rjkuν − T∑
j,k ajkξjξkuν ,

where, recalling the definition (10) of the paraproduct operator, we have set

Rjkuν = ∂j (Sµ−1ajk) Sµ+2∂kuν +

+∞∑

h=µ−3

∂j (Sh−3ajk)∆h∂kuν .

Recall that µ = µ(γ) is now fixed, owing to our choice of γ. Consequently, as done in Paragraph
4.2.4 of [7], we can bound

‖Rjkuν‖L2 ≤ C
(
νℓ + 1

)
eν(t) ,

for a constant C > 0 depending on the chosen γ and on the Lipschitz norms (if ℓ = 0) or
log-Lipschitz norms (when ℓ = 1) of the ajk’s.

On the other hand, by definition of αν , we have

Tα2
ν(γ

2+|ξ|2)uν = Tγ2+
∑

j,k aν,jkξjξkuν .
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From this expression, we deduce the equality

T∑
j,k aν,jkξjξkuν − T∑

j,k ajkξjξkuν = T∑
j,k(aν,jk−ajk)ξjξkuν .

Observe that, owing to the properties stated in Subsection 3.1, one has

aν,jk − ajk = 0 if t ≥ 2−ν+1 ,

∣∣aν,jk − ajk
∣∣ ≤ C if t ≤ 2−ν+1 .

Thanks to these estimates, we gather (by Bernsteing inequality when ν ≥ 1, by simple computa-
tion when ν = 0) the bound

∥∥∥T∑
j,k(aν,jk−ajk)ξjξkuν

∥∥∥
L2

≤ C 22ν χ[0,2−ν+1](t) ‖uν‖L2

≤ C 2ν χ[0,2−ν+1](t)
(
eν(t)

)1/2
.

Consequently, bearing also (24) in mind, we infer
∣∣∣∣∣∣
Re


vν , Tα

−1/2
ν


∑

j,k

∂j
(
Tajk∂kuν

)
+ Tα2

ν(γ
2+|ξ|2)uν






L2

∣∣∣∣∣∣
(25)

≤ C
(
1 + νℓ + 2νχ[0,2−ν+1](t)

)
eν(t) ,

where the constant C > 0 depends on γ, Λ0 and on the Lipschitz (for ℓ = 0) or log-Lipschitz (for
ℓ = 1) norms of the ajk’s.

Summing up, putting estimates (17), (18), (19), (20) and (25) together, we deduce

d

dt
eν(t) ≤ K1

(
1 + νℓ +

(
ϕν(t)

)2
2−ν + 2νχ[0,2−ν+1](t)

)
eν(t)(26)

+ 2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν , Tajk

]
∂ku
)



L2

+ K̃1

(
eν(t)

) 1

2

∥∥∥
(
L̃u
)
ν

∥∥∥
L2

,

for two suitable positive constants K1 and K̃1, only depending on γ, λ0, Λ0 and on the (Lipschitz
of log-Lipschitz) functional norms of the coefficients ajk of L.

4.3 Estimate of the commutator term

In order to find an estimate on the time derivative of the localised energy eν , it remains us to
exhibit a control for the commutator term appearing in (26) above. However, it turns out that
it is better to handle the whole sum over ν of all the commutator terms, instead of considering
them one by one at ν fixed.

Here the computation is exactly the same as in [6] if ℓ = 0, as in [7] in the case ℓ = 1. Indeed,
no derivatives with respect to time are involved and only the (Lipschitz or log-Lipschitz) regularity
with respect to x of the coefficients is needed.

Let us consider the case ℓ = 1 for a while, and take a θ ∈ ]0, 1[ . Then, for β > 0 and T0 ∈ ]0, T [
to be chosen later, we obtain, for all t ∈ [0, T0], the inequality

+∞∑

ν=0

e−2β(ν+1)t 2−2νθ

∣∣∣∣∣∣
2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν , Tajk

]
∂ku
)



L2

∣∣∣∣∣∣
(27)

≤ K2

+∞∑

ν=0

(ν + 1) e−2β(ν+1)t 2−2νθeν(t) ,

where the constant K2 > 0 depends on γ, θ, the product βT0 and the log-Lipschitz norm of the
ajk’s. We refer to Subsection 4.3 of [7] for details.
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Consider now the case ℓ = 0. Take any θ ∈ [0, 1[ . Then, according to estimate (37) in [6], for
any t ∈ [0, T ] one has instead

+∞∑

ν=0

2−2νθ

∣∣∣∣∣∣
2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν , Tajk

]
∂ku
)



L2

∣∣∣∣∣∣
≤ K2

+∞∑

ν=0

2−2νθeν(t) ,(28)

for a new positive constant, that we keep calling K2 for convenience. Notice that, as above, K2

only depends on γ, θ and on the Lipschitz norms of the coefficients ajk.

4.4 The total energy: end of the estimates

It is now time to define the total energy E related to u and close the estimate for such E .
First of all, let us define the function fν(t), for any t ∈ [0, T0] (where we agree that T0 ≡ T

when ℓ = 0), as

fν(t) :=

∫ t

0

((
ϕν(τ)

)2
2−ν + 2νχ[0,2−ν+1](τ)

)
dτ .

Observe that, for all t ∈ [0, T0], one has

(29) 0 ≤ fν(t) ≤ C ,

where C > 0 does not depend on ν ∈ N. Consequently, when ℓ = 1, from (27) we infer

+∞∑

ν=0

e−K1 fν(t) e−2β(ν+1)t 2−2νθ

∣∣∣∣∣∣
2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν, Tajk

]
∂ku
)



L2

∣∣∣∣∣∣
(30)

≤ K3

+∞∑

ν=0

(ν + 1) e−K1fν(t) e−2β(ν+1)t 2−2νθ eν(t) ,

where K3 depends on the same quantities as K2 depends on, namely on γ, θ, the product βT0

and the log-Lipschitz norm of the ajk’s.
When ℓ = 0, instead, we use (28) and get

+∞∑

ν=0

e−K1 fν(t) 2−2νθ

∣∣∣∣∣∣
2Re


vν ,

∑

j,k

T
α
−1/2
ν

∂j

( [
∆ν , Tajk

]
∂ku
)



L2

∣∣∣∣∣∣
≤ K3

+∞∑

ν=0

2−2νθeν(t) ,(31)

where in fact K3 can be taken exactly equal to the constant K2 appearing in (28).
We are now in the position of defining the total energy E and closing the estimates. From

now on, we will keep our argument general, without specifing each time whether ℓ = 0 or ℓ = 1.
However, we will tacitly agree on the following conditions:

• if ℓ = 1, we take θ ∈ ]0, 1[ , β > 0 and 0 < T0 ≤ T , where both β and T0 have to be fixed
later;

• if instead ℓ = 0, we take θ ∈ [0, 1[ , β = 0 and T0 = T .

This having been pointed out, let us define

E(t) :=

∞∑

ν=0

e−K1fν(t) e−2β(ν+1)t 2−2νθeν(t) .

Then, combining (26) with (30) when ℓ = 1, or with (31) for ℓ = 0, we deduce that

E ′(t) ≤
(
K1 +K3 − 2β

) +∞∑

ν=0

(ν + 1) e−K1fν(t) e−2β(ν+1)t 2−2νθeν(t)
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+ K4

+∞∑

ν=0

e−K1fν(t) e−2β(ν+1)t 2−2νθ
(
eν(t)

) 1

2

∥∥∥
(
L̃u
)
ν

∥∥∥
L2

,

for another “universal” constant K4 > 0.
At this point, the argument for bounding the term L̃u is the same as [7] (for ℓ = 1) and [6]

(for ℓ = 0), the only difference being the presence of the term e−K1fν(t) which however, in view
of (29), plays the role of a constant. Thus, for ℓ = 1 we obtain that, for any θ ∈ ]0, 1[ , there exist
β∗ = β (log 2)−1, T0 ∈ ]0, T ] and C > 0 such that

E ′(t) ≤ C
(
E(t) +

(
E(t)

)1/2
‖Lu(t, ·)‖H−θ−β∗t

)

for all u ∈ C2
(
[0, T0];H

∞(Rn)
)
. Once again, if ℓ = 0, then θ can take the value 0 and the previous

estimate holds with β∗ = 0 and T0 = T .
In the end, the claimed estimate follows from the fact that

E(0) ≤ Cθ

(
‖u(0, ·)‖2H1−θ + ‖∂tu(0, ·)‖

2
H−θ

)
,

E(t) ≥ C ′
θ

(
‖u(t, ·)‖2H1−θ−β∗t + ‖∂tu(t, ·)‖

2
H−θ−β∗t

)
.

Observe that, in fact, the constant C ′
θ also depends on K1, hence on the quantities γ, λ0, Λ0 and

on the functional norms of the coefficients ajk, namely on the constants C0 . . . C3 appearing in
assumptions (H1) and (H2) of Section 2.

This concludes the proof of Theorems 2.1 and 2.2.
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