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Abstract

This study combines infrared thermography, digital image correlation and machine learning to measure respectively temperature, strain and damage fields at high temperature. This is applied to thermomechanical fatigue (TMF) testing in presence of severe gradient for typical out-of-phase loading condition. This type of loading is challenging when dealing with thin sheets due to buckling risk induced by high temperature compression. For a Co-based superalloy (Haynes 188), this study demonstrates full-field identification/validation of both behavior and damage models. Thermal gradient model is the key point in this analysis. With the coupling of TMF measurements by machine learning and DIC, local fatigue micro-crack growth rate and localisation are assessed through jump in displacement. TMF finite element analysis, of loading and damage, validates the whole model framework.
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1. Introduction

Combination of digital image correlation (DIC) technique with infra-red thermography (IRT), the so-called hybrid view technique, is straightforward to assess damage in rather low temperature context \[1, 2, 3, 4\]. It has been recently developed for measuring in situ both strain fields, by DIC, temperature gradients, by IRT, and damage by direct image analysis and DIC results up to 600 °C \[5\]. The limitation in temperature is associated to several factors standard for image acquisition: blur induced by hot gas flux, saturation of CCD by illuminance and material oxidation \[6\]. To overcome these difficulties, several options exist in literature to reach temperatures above 1200 °C at the cost of a complex experimental set-up \[7, 8, 9, 10, 11\]. Moreover, although some authors use incidental microstructure or details provided by oxidation \[12, 13, 14\], high temperature DIC methods usually require a speckling technique that should stand for high temperature when oxidation evolves quickly. Pattern speckle processing has been the object of intensive work these last years \[15\], and a recently developed LASER-engraved speckling is found to be a robust candidate to enable a full-field acquisition at high temperature \[16, 17\]. Although DIC aims to assess strain fields, measured displacements fields may be used to detect crack initiation or crack path through the detection of DIC residues and/or discontinuous displacements \[18, 19, 20, 21\]. Adding machine learning (ML) to these techniques, offers new possibilities in terms of both spatial resolution and nature of the objects to be detected such as micro-cracks. ML is now widely used to automate the process of crack detection \[21\], e.g. it has already been performed in the context of road cracks \[22, 23, 24\].

This paper proposes an original combination of these techniques in the environment of severe thermomechanical fatigue (TMF) loading implying high temperature, oxidation, temperature gradient, mechanical and thermal cycling. Such conditions aim to mimic realistic loading beared by component exposed to high temperature for which study of damage mechanisms is a key point. Most studies dealing with these complex TMF conditions are achieved in the scope of either lifetime to failure analysis or long crack analysis. The former limits possibilities of clarification of damage mechanisms, yielding large scatter in lifetime assessment \[25\]. The latter are only suitable to describe fatigue crack growth in the long crack domain with very few analysis of gradient impact on the crack behavior. Among these studies, the work proposed by Kim et al. is of high interest, but is addressing only limited level of temperature gradient, and no full-field analysis of impact of strain and damage gradients in fatigue crack growth rate \[26\].

The industrial application targeted in this study is combustion chambers for aeronautical engines made of superalloy thin sheets assembly. For typical TMF loading observed in these components, some critical points are out-of-phase (OP) loading where high temperature compression may induce buckling of thin sheets in lab experiment. However, literature data for this class of alloys (e.g. Ha188, Ha230, Hastelloy-X...) are mostly available for wrought or cast alloys. Besides, few data deals with TMF condition for the alloy of interest here, the Ha188, where most of them are related to lifetime analysis \[27, 28\]. This point pushes the need of in-depth study of fatigue crack growth, by the way lifetime in low cycle fatigue (LCF) condition is mostly governed by crack propagation. This has been analyzed for long crack in generalized plasticity but limited to isothermal condition in \[29, 30\]. For micro-crack propagation, original proposition was executed also in isothermal condition in \[31\]. Thus, it is a challenge to achieve OP-TMF test for thin sheet material together with a robust tracking of micro-crack growth to gain relevancy in testing condition as compared to industrial application.
To overcome these experimental difficulties, a test methodology using a coplanar biaxial fatigue device has been designed. For that purpose, combining a cross-shaped specimen and an inductor with concentric coils \[32\] allows to obtain both load control and a temperature gradient under thermal cycling. A such experimental environment is associated with high level of noise to signal ratio for image based analysis, the challenge being to describe damage mechanisms related to local loading conditions despite these difficulties. Besides, measurement of the fatigue crack growth rate with micro-cracks is challenging when dealing with high temperature condition for which oxidation impacts the possibilities of image based analysis.

The chosen original set-up to obtain OP-TMF cycling with gradient is first described together with experimental methods carried out for full-field analysis combining IRT, DIC and ML. To clarify the effect of OP-TMF loading, a comparison with micro-crack growth rate analyzed through isothermal testing will be achieved. These tests are thus also briefly introduced. Then FEA details are given to assess mechanical state for the chosen complex condition of OP-TMF in presence of gradient, for thermal and mechanical analysis. The first results to be detailed are the evolutions with time and full-field measurements of both temperature and mechanical strain. A first validation of FEA is thus proposed on this basis. The damage field is derived from ML performed on SEM images, and micro-crack growth rate is obtained through gradient analysis of displacement field measured in situ. Then validation of the experimental method is proposed by the comparison of FCGR for two similar testing OP-TMF conditions. Further comparison with isothermal micro-crack growth is detailed. This paves the way to FCGR base damage model and the final comparison of damage field reached in OP-TMF testing and assessed by this model. The final discussion aims at clarifying, in terms of spatial resolution, what are the gains of the proposed methodology, together with the new results obtained for Ha188 in OP-TMF loading.

2. Material and experimental methods

2.1. Material and specimen

The material used in this study is the Haynes 188 (Ha188) superalloy processed from hot-rolled thin sheet. The as-received thickness is \(e=1.5\) mm. The alloy is solution heat-treated up to 1205\(^\circ\)C and rapidly air cooled. Its composition is detailed in Table 1 and its main mechanical and physical properties are summarized in Table 2.

<table>
<thead>
<tr>
<th>Element</th>
<th>Co</th>
<th>Ni</th>
<th>Cr</th>
<th>W</th>
<th>Fe</th>
<th>Mn</th>
<th>Si</th>
<th>C</th>
<th>La</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight%</td>
<td>39</td>
<td>22</td>
<td>22</td>
<td>14</td>
<td>3</td>
<td>1.25</td>
<td>0.35</td>
<td>0.10</td>
<td>0.03</td>
<td>0.015</td>
</tr>
</tbody>
</table>

A cross-shaped specimen was previously used for long crack analysis, but using a 3 mm thickness \[32\]. Derived from this design, a new specimen was machined with in its center a hole of 10 mm in diameter using the nominal thickness of the sheet in its as-received state of 1.5 mm. The central hole mimics a cooling hole for the combustion chamber where cracks are most likely to initiate. The entire specimen including the central hole was machined by milling, see Figure 4.

2.2. Experimental thermomechanical fatigue set-up and loading

Due to engine start and shut-down, and variation of flame during flight, combustion chambers cooling holes sustain low cycle fatigue (LCF) in presence of large variations of temperature in both time and space. These operating conditions are typical of TMF in presence of thermal and subsequent mechanical gradients. The following experimental design aims to be representative of the out-of-phase thermomechanical fatigue (OP-TMF) loadings in gradient conditions that the industrial part may sustain during its lifetime.

The set-up consists in a coplanar fatigue facility (Instron 8800), which is able to bear 100 kN on each of the four orthogonal actuators. At the center of the specimen, an inductor with concentric coils enables
Table 2: Physical and mechanical properties of the studied Hay88 superalloy. Thermal Conductivity $k$, Thermal Diffusivity $D$, Mean Coefficient of Thermal Expansion $\alpha$, Dynamic Modulus of Elasticity $E$, Poisson’s Ratio $\nu$ and 0.2% Yield Strength $R_{p0.2}$ at room temperature (RT), 300°C, 800°C, 900°C and 1000°C.

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$k$ (W.m$^{-1}$.°C$^{-1}$)</th>
<th>$D$ (cm$^2$.s$^{-1}$)</th>
<th>$\alpha$ (°C$^{-1}$)</th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
<th>$R_{p0.2}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>10.4</td>
<td>$29.2 \times 10^{-3}$</td>
<td>$223$</td>
<td>0.3</td>
<td>483</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>15.9</td>
<td>$38.7 \times 10^{-3}$</td>
<td>$13.1 \times 10^{-6}$</td>
<td>0.29</td>
<td>390</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>24.8</td>
<td>$50.4 \times 10^{-3}$</td>
<td>$15.5 \times 10^{-6}$</td>
<td>0.32</td>
<td>290</td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>25.5</td>
<td>$50.4 \times 10^{-3}$</td>
<td>$16.0 \times 10^{-6}$</td>
<td>0.33</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>27.6</td>
<td>$53.0 \times 10^{-3}$</td>
<td>$16.5 \times 10^{-6}$</td>
<td>0.33</td>
<td>120</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Cartesian and cylindrical coordinates of thermocouples (TCs) and pyrometer (Pyro) laser pointers for TMF1 and TMF2 tests: axes are defined in Figure 1(b), Z=0 corresponds to the side of the specimen observed in situ - Frontside, Z=-1.5 corresponds to the side of the specimen where inductor is located - Backside.

<table>
<thead>
<tr>
<th>Name</th>
<th>X (mm)</th>
<th>Y (mm)</th>
<th>Z (mm)</th>
<th>r (mm)</th>
<th>$\theta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyro TMF1</td>
<td>-8</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>180</td>
</tr>
<tr>
<td>Pyro TMF2</td>
<td>-5</td>
<td>5</td>
<td>0</td>
<td>7</td>
<td>135</td>
</tr>
<tr>
<td>TC1</td>
<td>-17.5</td>
<td>17.5</td>
<td>-1.5</td>
<td>25</td>
<td>135</td>
</tr>
<tr>
<td>TC2</td>
<td>-10.5</td>
<td>10.5</td>
<td>-1.5</td>
<td>15</td>
<td>135</td>
</tr>
<tr>
<td>TC3</td>
<td>-19</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>135</td>
</tr>
<tr>
<td>TC4</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>19</td>
<td>90</td>
</tr>
<tr>
<td>TC5</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>TC6</td>
<td>0</td>
<td>-19</td>
<td>0</td>
<td>19</td>
<td>270</td>
</tr>
<tr>
<td>TC7</td>
<td>7</td>
<td>-7</td>
<td>-1.5</td>
<td>10</td>
<td>315</td>
</tr>
<tr>
<td>TC8</td>
<td>14</td>
<td>-14</td>
<td>-1.5</td>
<td>20</td>
<td>315</td>
</tr>
</tbody>
</table>

To heat the specimen. To improve the geometry of the inductor, in particular the space between coils, this inductor was processed by laser power bed fusion. The temperature gradient being driven by the choice of the inductor geometry: the larger the diameter of the inductor, the lower the observed temperature gradient in the gage length of the cross-shaped specimen. Temperature control is

Figure 1: Cross-shaped specimen with a 10 mm central hole: (a) Sketch of the specimen, colored labels correspond to thermocouples (TC) and pyrometer (Pyro) locations; (b) Front view of the specimen with the LASER-engraved speckling and markers (partial view).
Table 4: Testing conditions for OP-TMF loadings from this study and for isothermal LCF loadings from [31]; for OP-TMF the range of temperature is prescribed through the pyrometer

<table>
<thead>
<tr>
<th>Name</th>
<th>Temperature</th>
<th>Loading</th>
<th>R&lt;sub&gt;e&lt;/sub&gt;</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMF1</td>
<td>300-900 °C</td>
<td>u=0</td>
<td></td>
<td>This study</td>
</tr>
<tr>
<td>LCF1</td>
<td>900 °C</td>
<td>Δε=0.15%</td>
<td>0</td>
<td>[31]</td>
</tr>
<tr>
<td>LCF2</td>
<td>900 °C</td>
<td>Δε=0.20%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCF3</td>
<td>900 °C</td>
<td>Δε=0.30%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCF4</td>
<td>900 °C</td>
<td>Δε=0.50%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCF5</td>
<td>900 °C</td>
<td>Δε=0.75%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCF6</td>
<td>900 °C</td>
<td>Δε=1.50%</td>
<td>-1</td>
<td></td>
</tr>
</tbody>
</table>

associated to an infra-red pyrometer, monitored through a closed loop.

The thermal cycling is set to evolve from 300 to 900 °C, with a heating and cooling rates set to 300 and 150 °C/min respectively. During first heating, forces were controlled to zero. To obtain the targeted TMF condition, as soon as the maximum heating is reached for the first time, displacements were prescribed to zero on each of the four actuators (u=0 Table 4) defining the "0" cycle. This displacement constraint is kept all along the test, playing only on temperature variation with cycling as described above. These testing conditions favour an a priori OP-TMF loading at a global scale length: compression at high temperature and tension during low temperature steps respectively.

Based on this experimental set-up and loading, two similar testing conditions will be detailed in this study. The only difference to be considered is the location of the point to control temperature through pyrometer. This modification has a direct consequence on the temperature field, and especially on the local temperature reached where major crack has initiated. However, TMF conditions are otherwise very similar and thus comparable to each other. To precise the location of pyrometer and thermocouples, a cylindrical coordinate system will be used, see Figure 1(b). One test condition, referred as to TMF1 in the sequel (Pyro. TMF1 in Figure 1), corresponds to a temperature control point located 3mm from the edge of the central hole toward the specimen fillet between A<sub>2</sub> and B<sub>1</sub>, r=8 mm and θ=180°; the other test condition, referred as to TMF2 in the sequel (Pyro. TMF2 in Figure 1), corresponds to a temperature control point located 2mm from the edge of the central hole toward the specimen arm A<sub>2</sub>, r=7 mm and θ=135°, see Figure 1 and Table 3 for pyrometer locations.

The whole method developed in this study will be detailed on the basis of TMF1 testing condition. Comparison between TMF1 and TMF2 will be discussed afterwards.

2.3. Experimental isothermal fatigue reference set-up and loading

On the other hand, looking for reference test in open literature, very few data are available for micro-crack growth for the studied material. Thus, to clarify the impact of TMF loading in both micro-crack propagation and lifetime, a test series executed in isothermal condition will be used for sake of comparison. This test series has been carefully detailed in previous works, the interested reader can refer to [31, 29].

To summarize, the testing conditions were as follows: the tested material was the same as studied in the present work, namely Ha188 machined from cast alloy, the whole test series was achieved at 900 °C (controlled by K-type thermocouple), under strain controlled conditions. The specimen was designed as a 20 mm long and 4 mm thick gage length, Figure 2. To achieve micro-crack growth analysis, three holes of 1 mm in diameter were processed by electro-discharge machining within the gage length (axis of the holes being orthogonal to the flat sides of the specimen and to the loading direction), see A-A view in Figure 2.

Last but not least, the high temperature extensometer, made of alumina rods, was used with an initial distance of 10 mm between rods contact points with the specimen; the rods being equally spaced around the central machined hole.

The different test conditions are summarised in Table 4.
2.4. Temperature field measurement by infrared thermography

Acquisition of temperature field is carried out using an infrared (IR) camera (Flir SC7000, 320x256 pixels, $\lambda \in [1.9 - 5.1\mu m]$) for a pixel resolution of 200µm and with a frame rate of 1 frame per second. Moreover, local temperatures were measured using a pyrometer (IMPAC IPE 140, $\lambda \in [3.0 - 5.0\mu m]$) with an acquisition frequency of 100Hz and eight chromel-alumel (Ni-Cr/Ni-Al) thermocouples (K-type) with an acquisition frequency of 10Hz, see Figure 1 and Table 3 for the locations of the thermocouples (TCs) and pyrometer laser pointers (Pyro).

IR camera acquisition was executed sequentially for each step of 100°C measured by the pyrometer during the thermal calibration pre-test, see thermal calibration set-up Figure 3(a) and (c), whereas pyrometer and thermocouples are used continuously during the thermal calibration and the mechanical testing. The sequential acquisition of the IR camera allowed to progressively adjust the thermal acquisition range during the heating. Emissivity of the specimen varies with oxidation. Thus, TCs are used as references to control the emissivity and to fit temperature field acquired by IRT camera to TCs values. Pyrometer value is modified so as to fit with local temperature measured by IRT. By regulating the temperature with a pyrometer on the hotspot, it is possible to avoid the welding of a thermocouple in the vicinity of the central hole, which could promote the initiation of cracks and disturb the displacement field measurements by DIC.

Temperature field provides informations about the temperature gradient induced by the induction heating, but also on the targeted off-centre heating at low and high temperatures. The pyrometer and the thermocouples, welded on both the front (cameras) and rear (inductor) sides of the specimen, allow respectively monitoring and measuring temperature during the test. IRT analysis were performed using Altair software and are exported into MATLAB software environment.

2.5. Strain field measurement by digital image correlation

Acquisition of local displacement fields is carried out by three synchronised cameras (Baumer VCXU-51C, 2448x2048 pixels) for a pixel resolution of 26µm for camera 1 and 2 and 7.5µm for camera 3, see experimental test set-up Figure 3(b) and (c). The three cameras are set to 1 frame every 8 seconds. Global displacement fields at the specimen scale is obtained by 3D stereo-correlation with the two peripheral cameras 1 and 2 [35, 36]. The stereo-correlation system was calibrated using a standard calibration target with 14x10 dots and a grid spacing of 3mm. Local displacement fields, to get information at the crack length scale, is obtained by 2D correlation with camera 3 [37, 38]. All DIC analysis and calibration were performed using Vic-2D® and Vic-3D® software and are exported into MATLAB software environment.

LASER-engraved speckling and markers [16] make DIC possible insofar as they do not fade at high temperature and remain visible despite oxidation. The surface of the specimen was sandblasted using...
Figure 3: Experimental set-up detailing the front side where field acquisitions are performed; the inductor is on the other side of the facility: (a) Front view of the thermal calibration set-up before mechanical testing; (b) Front view of the three synchronised cameras set-up during mechanical testing; (c) Sketch of the top view of the experimental set-up.

glass beads to create a matt look to enhance the contrast with the speckles for better DIC results, Figure 1(b). In addition, two spotlights illuminate the specimen, thus annihilate intense light radiation from the specimen at 900°C and maintain a constant specimen illuminance during anisothermal cycles, Figure 3(b). The quality of DIC and its resolution are improved by a progressive speckling with three levels of density and size. The coarsest resolution is associated to markers of 1.5 mm in diameter, located each 10° of arc on a circle of 18 mm of radius, appearing as dark disk on Figure 1(b). Used by pairs, they provide a multiaxial virtual extensometer. Markers tracking is performed using a python code developed at Centre for material sciences - Mines Paris.

For strain field measurement, a refined pattern was processed in an area delineated by two circles of 16.5 mm and 8 mm of radius respectively with speckles consisting in circles of 0.3 mm in diameter and a density of 7 patterns per mm², see variation of contrast in Figure 1(b). The finest speckle was processed within a circle of 8 mm in radius, using LASER speckle of 0.1 mm and a density of 30 patterns per mm².

2.6. Micro-cracks field automated measurement by machine learning

Due to the similar grey level of the cracks and the speckles observed on scanning electron microscope (SEM) images, see Figure 1(a), a classical image segmentation cannot be performed systematically or will consist in an extremely time consuming task at the scale length of the whole specimen. Machine learning
(ML) algorithms are sounded to classify objects based on their aspect ratio, and are thus straightforward to automatically identify a large number of cracks.

For image based analysis, such classification can be executed using the "Trainable Weka Segmentation" plugin included into the software ImageJ \[39\]. This ML segmentation is based on a supervised pixel classification by a random forest algorithm \[40\] \[41\] \[24\].

The "training" phase includes specification of the different "classes" that need to be detected by ML from an entry image (Figure 4(a)). As shown in Figure 4(b), three classes have been specified: the material Ha188, the speckles and the cracks. A distinct class was specified for the speckles because it should not be confused with micro-cracks, which could lead to an overestimation of damage. A final step consists in simple image segmentation to binarize images between the micro-cracks and other classes, see Figure 4(c). From this first image segmentation, called "training" phase, a model can be saved to performed other images segmentation with same classes learned by ML.

In order to evaluate, the quality of the trained ML model, a "test" phase is usually performed. This test consists in using the ML model previously trained on others images of the data set to be compared with "ground truth" images that is the ideal expected results for the same set of images. Thus, a "ground truth" image was created by identifying manually, as accurately as possible, all different classes "cracks", "Ha188" and "speckles". Then the trained model was used on this same image to predict pixels classification by ML. Precision and recall are two widely used performance metrics for ML classification that can be defined for each class \[42\] \[43\]. Precision of a class is the fraction of relevant pixels (true positive) among the predicted pixels, see equation 1, and recall is the fraction of relevant pixels that were predicted, see equation 2. In addition, accuracy performance metric attests the fraction of pixels predicted correctly (both true positive and true negative), see equation 3.

\[
\text{precision} = \frac{TP}{TP + FP} \tag{1}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \tag{2}
\]

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{3}
\]

where TP, TN, FP and FN are true positives, true negatives, false positives and false negatives respectively. Finally, the f1-score conveys the balance between the precision and the recall and is defined as follows equation 4.

\[
f1 - \text{score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{4}
\]
Table 5: Precision, recall and f1-score of the trained machine learning model for classes “Cracks”, “Ha188” and “Speckles” using scikit-learn python code.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cracks</td>
<td>0.64</td>
<td>0.70</td>
<td>0.67</td>
<td>4455</td>
</tr>
<tr>
<td>Ha188</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>513567</td>
</tr>
<tr>
<td>Speckles</td>
<td>0.66</td>
<td>0.90</td>
<td>0.76</td>
<td>13434</td>
</tr>
</tbody>
</table>

Precision, recall and f1-score are calculated using a scikit-learn python code [44] and are displayed in Table 5, “support” being the number of pixels for the “test” phase analysis.

The overall high accuracy score shows the good ratio between the correct predictions and the total number of pixels (support) evaluated. This is partly due to the high number of pixels associated to the “Ha188” class that were correctly detected. The quality of the model regarding crack detection is of lower quality, but the results are still very satisfactory with a recall score close to the precision score, see Table 5.

3. Finite element analysis of thermomechanical gradients

Finite elements analysis (FEA) was first carried out by a transient 3D thermal calculation. Then a full 3D mechanical FEA has been achieved accounting for elasto-viscoplastic (EVP) behavior function of the local temperature evolution together with thermal strain variations. All FEAs and post-processing calculations were performed using the Z-set software (version Z9.1.0) [45].

A mesh of quadratic tetrahedral elements with a mesh size of 1 mm in the region of interest was processed using the Gmsh software [46]. Each element is made of ten nodes and four Gauss points. This relatively coarse element size limits the number of degrees of freedom (NDOF) to 61164 as well as the subsequent CPU computation time to 7.10^{14}s for five cycles.

3.1. 3D thermal transient calculation

The details presented here correspond to TMF1 test condition. As observed experimentally, a circular heating zone of 9.5 mm radius was off-centre of 0.8 mm toward A2 loading axis in the FEA mesh, see Figure 5 and detail in Figure 5(c). This was modelled using a set of elements, to apply volumic heat source, see red area for thermal mesh, Figure 5(a). Thermal boundary conditions, Figure 5(a), take into account the convective heat flux $\varphi_{conv}$ to represent air-conditioning in the testing room and the radiation heat flux $\varphi_{rad}$ to represent radiation losses at high temperature: $\varphi_{rad} = \sigma \varepsilon (T^4 - T_{ext}^4)$ assuming an emissivity $\varepsilon = 0.6$ constant with temperature. To represent clamping jaws water cooling, temperature $T_{jaw}$ is prescribed to 35°C. Finally, induction heating is controlled with a volumetric heat flux $\varphi_{heat}$ associated to a temperature regulation on a node located at the location of the LASER pyrometer, see black marker in Figure 5(a) and (c). Thermal transient calculation was analyzed for five thermal cycles.

3.2. 3D mechanical elasto-viscoplastic calculation

The mechanical behaviour is described through a “two potentials” Chaboche model [47], see Table 6, in order to describe strain rate impact on the mechanical state: two Norton flow functions are used corresponding to high and low strain rate (quick and slow terms respectively) [48]. The total strain, $\varepsilon^{\text{tot}}$, being the sum of mechanical strain, $\varepsilon^{\text{m}}$ and thermal strain, $\varepsilon^{\text{th}}$, these terms being function of the local temperature assessed by thermal transient analysis. The mechanical strain is also decomposed into an elastic term, $\varepsilon^{e}$, and a visco-plastic one, $\varepsilon^{p}$.

Thermomechanical FEA was modeled into three steps. The first one corresponds to the experimental thermal calibration including heating, holding time at high temperature and cooling steps with zero force at boundaries A1, A2, B1 and B2. The second step models the heating with again zero force at A1, A2,
Strain partitioning  
\[ \varepsilon^{\text{tot}} = \varepsilon^{p} + \varepsilon^{q} + \varepsilon^{R} \]

Yield function  
\[ f = \sqrt{\frac{3}{2}}(\varepsilon - \chi) : (\varepsilon - \chi) - \sigma_y - R \]

Kinematic hardening  
\[ \dot{\varepsilon} = \dot{\varepsilon}^{p} - \gamma \dot{\varepsilon}^{q} \quad \dot{\chi} = \frac{2}{3} C \dot{\varepsilon} \]

Isotropic hardening  
\[ R = R_{0} \]

Flow function  
- "quick" term  
\[ \dot{p}^{q} = \langle f^{N} \rangle^{N} \]

- "slow" term  
\[ \dot{p}^{s} = \langle f^{N} \rangle^{N} \]

Total cumulated plasticity  
\[ \dot{p} = \dot{p}^{q} + \dot{p}^{s} \]

B1 and B2, while the maximum temperature is reached for the first time. At this point, displacements at boundaries A1, A2, B1 and B2 were set to zero, in the direction normal to each boundary consistently with experiment. In a third step, five anisothermal cycles have been considered with the boundary conditions described Figure 5(b), keeping zero displacement on A1, A2, B1 and B2.

Figure 5: Meshes and boundary conditions used to model TMF: (a) 3D thermal transient FEA; (b) 3D mechanical FEA; (c) Detail around the central hole showing the off-centre set of elements used for volumetric heat flux, black circle in (a) and (c) corresponds to the location of the node used for temperature regulation so as to mimic pyrometer.
4. Experimental and numerical analysis of thermomechanical behaviour

To clarify both experiment and quality of model, TMF1 condition will be detailed in the sequel.

4.1. Temperature cycling and temperature field

Temperatures evolution corresponding to thermocouples (TCs) and pyrometer measurements were plotted Figure 6(a) as a function of time. For the sake of clarity, only temperature evolution corresponding to pyrometer, TC1, TC2, TC7 and TC8 are plotted and their locations are displayed on the IRT cartography, Figure 6(b) and (e) and Table 3. First, it is clear that the temperature control through pyrometer was efficient considering minimum, maximum and linearity of temperature evolution. Secondly, for colder areas, a noticeable offset is observed together with non-linear temperature evolution, associated to thermal

![Figure 6: Temperature analysis of TMF1 from experiment and FEA: (a) Evolution of temperature (T) with time for thermocouples and pyrometer for the first five cycles; Temperature fields at maximum heating condition (T_{pyro} = 900 °C), defining high temperature (HT): (b) Measured by IRT and (c) Modelled by FEA; and temperature fields at minimum heating condition (T_{pyro} = 300 °C), defining low temperature (LT): (e) Measured by IRT and (f) Modelled by FEA; Measured and modelled temperature evolutions at HT and LT: (d) Along axis x (g) Along axis y.](image)
diffusion. Despite this non-linear behavior, it is obvious that the cycles after first heating are very similar to each other. Regarding temperatures evolution on thermocouples, Figure 6(a), whether it is a hot area (TC7-orange) or a cold area (TC1-purple), both are well modelled.

Local temperature fields measured by IRT and modelled by FEA for the second thermomechanical cycle are represented respectively Figures 5(b) and (e) and Figures 5(c) and (f). Figures 5(b) and (c) show the experimental and FEA temperature fields at maximum heating conditions, whereas Figures 5(e) and (f) show the experimental and FEA temperature fields at minimum heating conditions respectively. It is worth noting that experimental temperature fields, Figures 5(b) and (e), highlight a heating off-center toward the upper left corner of the central hole. The comparison of temperature fields measured by IRT and modelled by FEA highlights the consistency for both high and low temperature results as well as the off-center heating thanks to the modelling strategy detailed above, see section 3.1.

This last observation is further validated by experimental and simulated temperature plot along profiles x and y for both minimum and maximum heating conditions, Figures 6(d) and (g). The local ortho-radial mechanical strain, derived from local temperature measured by IRT, namely $\varepsilon^m=\alpha(T−T_{ref})$ with $\alpha$ the coefficient of thermal expansion and $T_{ref}$ corresponding to room temperature. Because the resolution of the IRT is lower than the DIC ones, the temperatures measured by the IRT were interpolated to the DIC measurement points in order to calculate the mechanical strain field, $\varepsilon^m$.

4.2. Mechanical cycling and strain field results

The evolution of force as a function of relative elongation is first analyzed in a given direction. The relative elongation is based on the virtual extensometer defined by markers, see black square boxes Figure 7(c) and (f), in the direction corresponding to $\theta=135^\circ$, direction A1-A2 in Figures 3(b) and 5(b). Force evolution is plot as a function of this relative elongation, $\frac{\Delta L}{L_0}$, Figure 2(a). From this plot, hysteresis on cycling could be associated to generalised plasticity. This hysteresis is reached as soon as displacements are prescribed to zero, see first cycle in green, and this plasticity is sustained on cycling, see second cycle in blue.

In addition to that, the evolution of local ortho-radial mechanical strain, $\varepsilon^m_{\theta\theta}$, function of pyrometer temperature has been plotted Figure 7(b). The first heating, see red points, yields to compressive straining due to temperature gradient. The OP-TMF loading is emphasised when displacements are set to zero, see green and blue points, where strain is maximal at minimum heating conditions and minimal at maximum heating conditions. At this macroscopic level, the consistency between model and experiment are satisfactory for temperature, global relative elongation and local ortho-radial mechanical strain amplitude, Figures 7(a) and (b).

The field of displacement through the whole specimen during anisothermal test is obtained thanks to DIC results. The subset of images were sized to 31 pixels and a step was sized to 7 pixels to track the displacement between images, yielding a resolution of 180 µm.

The local mechanical strain $\varepsilon^m$ is deduced from the difference between total strain, $\varepsilon^{tot}$, measured by DIC and thermal strain, $\varepsilon^{th}$, derived from local temperature measured by IRT, namely $\varepsilon^m=\varepsilon^{tot}−\varepsilon^{th}$ with $\varepsilon^{th}=\alpha(T−T_{ref})$ with $\alpha$ the coefficient of thermal expansion and $T_{ref}$ corresponding to room temperature. Because the resolution of the IRT is lower than the DIC ones, the temperatures measured by the IRT were interpolated to the DIC measurement points in order to calculate the mechanical strain field, $\varepsilon^m$.

Figures 7(c) and (d) show the experimental and FEA ortho-radial mechanical strain fields at maximum heating conditions, whereas Figures 7(f) and (g) show the experimental and FEA ortho-radial mechanical strain fields at minimum heating conditions respectively. Local mechanical strain at maximum heating conditions, Figure 7(c), pointed out maximum absolute mechanical strain ($\varepsilon^m_{\theta\theta}=-0.9\%$) where the heating is off-center (for $90<\theta<180^\circ$). Local mechanical strain at minimum heating conditions, Figure 7(f) exhibits four major locations of strain localisation at the edge of the central hole toward specimen fillets.
(lines u and v). Finally, the agreement of the model with the experiment in terms of strain localisation is excellent at the edge of the hole at high temperature, but with a slight deviation of the angular location of maximum local strain at low temperature (compare Figure 7(c) to (d) and Figure 7(f) to (g) respectively).

To detail this comparison, strain profiles are analysed at the location of the angles associated to the measured and modelled maximum local mechanical strain, namely along lines u and v, Figures 7(e) and (h). Absolute mechanical strain level is observed to be higher at maximum heating conditions where the maximum level of compression is reached. Despite this high compression level, no buckling of the thin-sheet specimen was observed. Figures 7(e) and (h) highlight the severe thermomechanical gradient of the TMF test with the variation of mechanical strain amplitude along profiles u and v, at both low

![Figure 7: Mechanical strain field analysis of TMF1: Measured and modelled thermomechanical loading hysteresis curves for first heating (without mechanical constraint) and TMF cycles 1 & 2: (a) Force function of relative elongation; (b) strain function of pyrometer temperature; Ortho-radial mechanical strain $\varepsilon_{\theta\theta}^m$ fields at HT: (c) Measured by DIC; (d) Modelled by FEA; and $\varepsilon_{\theta\theta}^m$ LT: (f) Measured by DIC; (g) Modelled by FEA; Measured and modelled ortho-radial mechanical strain evolution at HT and LT: (e) Along axis u and (b) Along axis v.](image-url)
temperature (see LT blue curve) and high temperature (see HT red curve). Despite local errors in strain level, the strain gradients are consistent between FEA and experiment, Figures 7(e) and (h).

5. Experimental analysis of damage localisation and micro-crack growth rate

5.1. Experimental micro-cracks field characterisation by machine learning

The ML model trained on one SEM image as detailed above, see section 2.6, was applied to assess final damage field of TMF1 specimen after 200 cycles. This image segmentation was performed on a 4000x4000 pixels image representing the entire hole of the specimen reconstituted by stitching of 35 SEM images yielding a resolution of 4 µm, see Figure 8(a). This provides the measurement of 403 micro-cracks initiated on the front face of the specimen during the test. These cracks are located all around the central hole, their observations are improved by the fact that room temperature, tensile stresses open these cracks. The measured micro-cracks density was interpolated between elements of the mesh detailed in section 3, see Figure 5 following a natural neighbor interpolation to obtain a damage field, see Figure 8(b). From this measurement of damage field, it can be concluded that the damage is highly localized at one hotspot of the edge of the hole, corresponding to a major crack of 740 µm long observed in the rectangular box Figure 8(a). More limited damage, corresponding to smaller micro-cracks, are distributed all along the central hole. The damage localization pattern appears to be correlated to both maximum strain measurement at maximum temperature and the strain localization at minimum temperature, compare 8(b) to Figure 7.

Figure 8: Micro-crack post-mortem analysis of TMF1: (a) Stitched SEM images before analysis; (b) Result of ML algorithm, displayed as micro-cracks density field based on the FEA mesh; (c) Histogram of micro-cracks according to their length.

Micro-cracks detected by ML are converted into ellipses using ImageJ, the major axis of ellipse being assumed to provide a good assessment of the length of each micro-crack [19]. Considering relatively straight path of these micro-cracks, Figure 4, this assumption seems sounded. As a result of ML, Figure 8(c) shows a histogram of the number of micro-cracks according to their length. The crack detection yields to an average crack length of 92 µm for a standard deviation of 58 µm.

5.2. Micro-crack growth measurement by digital image correlation

A local displacement field acquisition at the crack scale length was analyzed, using the third camera located in the central axis of the specimen, aligned with the central hole Figure 3. As detailed in section 2.2 and Figure 1(b), a cylindrical coordinates system is based on the center corresponding to the center of the specimen. From this axes system, ortho-radial displacement $U_\theta$ can be measured, here at minimum heating condition.

Subset of images were sized to 41 pixels and a step was sized to 8 pixels yielding to a resolution of 60µm, see Appendix A for sensitivity analysis. On this basis, micro-crack growth could be assessed by the detection of maximum local gradient of ortho-radial displacement $U_\theta$, [18 19]. Micro-crack growth measurement is described here for the TMF1 test.
(a) Measured $U_\theta$ at cycle 200 (LT)

Figure 9: Displacement analysis for crack detection of TMF1: (a) Displacement field $U_\theta$ in the vicinity of the hole at the 200$^{th}$ cycle and low temperature, rectangle highlights the location of the analysis, detailed in zoom with lines L1 to L13; $\nabla U_\theta$ measured for several cycles at (b) Line L4 (180 µm); (c) Line L8 (420 µm); (d) Line L10 (540 µm); (e) Line L13 (720 µm).

To perform this detection, local gradient are analysed along lines numbered from 1 to 13, each line being of 1.5 mm long and equally spaced of 60 µm, Figure 9(a) and associated detailed views. Local gradient is defined as:

$$\nabla U_\theta \simeq \frac{\Delta U_\theta}{\Delta s}$$

$\Delta s$ being the distance between two successive analysed points on the lines L1 to L13.

A criterion for gradient associated to a crack crossing one line should be determined. From lines L1 to line L3, the noise to signal ratio induced by edge effect is too high to achieve robust displacement measurement by DIC. The first line to be considered is the line L4, located at 180 µm from the edge of the hole, Figure 9(b). For this line L4, local oscillations at cycle 1 should be associated to noise level, see blue markers in Figure 9(b). On the other hand, at cycle 200 the chosen gradient evidences the presence of the crack where physical jump in displacement appears as a maximum of local gradient of displacement, see orange markers in Figure 9(b). Based on the final crack length measured ex situ by ML, a crack initiation threshold for detection for $\nabla U_\theta = 0.2$ has been set to reach a final crack consistent in length between DIC and ML based on the gradient at line L13 corresponding to 720 µm. With this method, fatigue crack growth and fatigue crack growth rate (FCGR) can be assessed, see red markers for this TMF1 test in Figures 10(a) and (b) respectively detailed in the following section 6.1.

6. Validation and lifetime modelling methodology

6.1. Validation of the experimental method for thermomechanical fatigue loading

To validate the method developed in this paper, the full-field analysis was also applied to the TMF2 test condition described in section 2.2 and in Table 4. By varying the temperature control point location with the pyrometer, the local variation of temperature $\Delta T$, as well as the temperature at maximum and
minimum heating conditions of the OP-TMF cycle were modified: temperature was ranging from minimal to maximum heating condition, from 330 to 890°C for TMF1 and from 300 to 860°C for TMF2 at the location of the main crack analysed respectively for each test.

Local strains measured at the same location correspond to max($\varepsilon_{\text{mm}}$) = 0.5 ± 0.05%, min($\varepsilon_{\text{mm}}$) = −0.9 ± 0.05% and $\Delta\varepsilon_{\text{mm}}/2 = 0.7 ± 0.05\%$ for both TMF1 and TMF2.

With the proposed micro-crack growth measurement method by DIC, section 5.2, fatigue crack growth and fatigue crack growth rate (FCGR) can be assessed. This has been carried out for TMF1 and TMF2, see red and green markers respectively in Figures 10(a) and (b). Considering, first robust detection of crack, associated to a crack length of 180 µm line L4 in Figure 9(b), the associated number of cycles is similar for both TMF1 and TMF2, Figure 10(a). For longer crack, a slight deviation occurs between the two conditions, this effect being obvious considering the FCGR: TMF1 condition yields to a slightly higher FCGR as compared to TMF2 condition, Figures 10(b).

This ranking is consistent with the maximum temperature reached during cycling, 890°C and 860°C for TMF1 and TMF2 respectively. Even though, this difference in temperature is not that high, the drop in mechanical properties of Ha188 beyond 800°C is noteworthy, see Table 2.

This could be seen as a first validation of the set-up and measurement methodology, especially the crack length measurement based on gradient of displacement: on the one hand, close experimental conditions induce similar damage behaviour, on the other hand, the high resolution of the method enables to distinguish variations induced by local temperature.

6.2. Comparison of thermomechanical fatigue results to isothermal fatigue results

Before considering micro-crack growth model, we propose here to compare the database obtained in isothermal condition to the results obtained in TMF conditions as described above. The isothermal test series corresponds to a broad range of applied strain levels at 900°C. To further compare OP-TMF testings to isothermal test series, it is straightforward to measure strain level using a virtual extensometer within a gage length of 10 mm consistent in size with the gage length used for isothermal testing. This results in $\Delta\varepsilon_{\text{mm}}/2 = 0.4\%$ for both TMF1 and TMF2 tests. At this macroscopic level, TMF testing amplitudes correspond to 0.375% < $\Delta\varepsilon_{\text{mm}}/2$ < 0.75%, Table 4 detailed in section 2.2.

Grey points in Figure 10(a) correspond to isothermal test series. This shows the micro-cracks growth function of the number of cycles, exhibiting a large range in terms of number of cycles to reach a long crack regime. The effect of strain ratio is rather limited for the tested material, the observed lifetime being clearly a function of $\Delta\varepsilon_{\text{mm}}/2$, see Table 7. For LCF test series, the lifetime is chosen here to be the number of cycles required to reach a crack length of 420 µm measured by optical means. This value corresponds to

![Figure 10: Micro-crack growth for TMF1, TMF2 and LCF loadings: (a) Micro-crack length function of the number of cycles N; (b) Micro-crack growth rate da/dN function of $\Delta K_c$.](image)
Table 7: $\Delta \varepsilon_m/2$ and number of cycles to reach a crack length of 420 µm for OP-TMF testing from this study and for isothermal LCF testing from [31]; for OP-TMF the temperature corresponds to the measured temperature at major crack location.

<table>
<thead>
<tr>
<th>Name</th>
<th>T (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMF1</td>
<td>330-890</td>
</tr>
<tr>
<td>TMF2</td>
<td>300-860</td>
</tr>
<tr>
<td>LCF1</td>
<td>900</td>
</tr>
<tr>
<td>LCF2</td>
<td></td>
</tr>
<tr>
<td>LCF3</td>
<td></td>
</tr>
<tr>
<td>LCF4</td>
<td></td>
</tr>
<tr>
<td>LCF5</td>
<td></td>
</tr>
<tr>
<td>LCF6</td>
<td></td>
</tr>
</tbody>
</table>

line L8 used for displacement gradient analysis in TMF testing, Figure 9(c), and enables to take advantage of FCGR measurement for different crack lengths. Thus, based on the gradient of displacement, the same crack length is used to consider the lifetime of OP-TMF tests TMF1 and TMF2. Lifetime of both LCF and OP-TMF tests are detailed in Table 7. Finally, the two OP-TMF tests correspond to lifetime associated to the range $\Delta \varepsilon_m/2=0.150 – 0.20\%$ which are lower strain values as compared to strain measured for TMF conditions.

To represent strain controlled fatigue crack growth rate, the $K_\varepsilon$ concept is straightforward in many cases, e.g. see [50, 51], thus the Figure 10(b) shows the micro-crack growth rate function of $\Delta K_\varepsilon \simeq \Delta \varepsilon \sqrt{\pi a}$. Of course this constitutes a coarse assumption, by ignoring any correction in shape factor associated to each specimen geometry, but should be seen as an attempt to gain knowledge in FCGR sensitivity to TMF loadings. Again, for isothermal testing, consistently with the broad applied strain range, a very broad range of FCGR has been reached. Micro-crack growth rate of the tested TMF1 loading, with $\Delta \varepsilon_m/2=0.4\%$, is consistent with the FCGR of 900°C LCF tests, corresponding to the range $\Delta \varepsilon_m/2=0.375 – 0.75\%$. Thus, the OP-TMF TMF1 loading seems consistent with similar condition experienced in isothermal testing. Besides, the variation of FCGR observed for TMF2 test as compared to TMF1, lies in the range of scatter observed in isothermal conditions. This again shows the consistency, on the one hand between TMF testing and isothermal test series, and on the other hand between TMF1 and TMF2.

Last but not least, we propose here to compare micro-crack patterns obtained for TMF2 condition and isothermal testing corresponding to the maximum applied strain level, namely $\Delta \varepsilon_m/2=0.75\%$, Figure 11. First, a high number of micro-cracks are observed for both testing conditions. These micro-cracks being

![Figure 11: SEM images of multi-cracking around the central hole for: (a) TMF2 ($\Delta \varepsilon_m/2 = 0.4\%$) after 315 cycles, the aspect of the alloy corresponds to sand blasting (see details in section 2.6); (b) LCF6 ($\Delta \varepsilon_m/2 = 0.75\%$) after 97 cycles, this specimen was not sandblasted.](image-url)
either initiated at the edge of the hole or with an obvious distance to this hole. Secondly, it is worthy that the shape of most of micro-cracks could be associated to intergranular damage mechanisms.

These similarities, between TMF and isothermal conditions in both micro-crack mechanisms and range of FCGR, help to gain confidence in further comparison in terms of fatigue crack growth rate and lifetime models.

6.3. Lifetime assessment by micro-crack growth model based on the partition of strain energy

Because thermal strain gradients drive the mechanical state, and that strain amplitudes are associated to LCF domain, stress based damage models are not relevant. Besides, the consistency between OP-TMF test and isothermal test series in terms of FCGR, indicates that similar driving forces can be considered. It is worth noting that the $K_\varepsilon$ criterion shows some limitations, especially here for low strain level: for $\Delta \varepsilon_m/2 = 0.075\%$, the FCGR is higher than for $\Delta \varepsilon_m/2 = 0.1\%$, Figure 10(b). Thus, a distinction should be made between small and large scale yielding conditions to gain in consistency as a function of the applied strain level. A lifetime analysis for this LCF test series was previously performed using a micro-crack growth model based on the partition of strain energy into a hydrostatic part of the elastic strain energy, $W_e$, and the deviatoric part of the plastic strain energy, $W_p$ [52, 31, 29], namely:

$$W_e = \frac{1}{3} \int_{\text{cycle}} (tr(\varepsilon_e))(tr(d\varepsilon_e))$$

$$W_p = \int_{\text{cycle}} \dddot{s} : d\dddot{\varepsilon}$$

where $\sigma_\varepsilon$, $\varepsilon_e$, $\dddot{s}$ and $\dddot{\varepsilon}$ are respectively the stress tensor, the elastic part of the strain tensor, the deviatoric part of the stress tensor and the inelastic part of the strain tensor. The Mackaulay brackets $\langle f \rangle$ correspond to the positive part of the tested function $f$, that is to say that $\langle f \rangle = f$ if $f > 0$ and $\langle f \rangle = 0$ otherwise.

On this basis, the contribution of two power law functions yields the FCGR model:

$$\frac{1}{\lambda} \frac{da}{dN} = \left( \frac{w_e^*}{\gamma_e} \right)^{m_e} + \left( \frac{w_p^*}{\gamma_p} \right)^{m_p}$$

where $\lambda$, $\gamma_e$, $\gamma_p$, $m_e$ and $m_p$ are model parameters function of the considered material.

Terms $w_e^*$ and $w_p^*$ correspond to a simple non local analysis which consists in averaging energy terms in a chosen volume to get rid of mesh size dependency [29]. In this study, quadratic element sized to 1 mm including four Gauss points are used in the region of interest for the sake of computation cost. Therefore, the area of influence of one Gauss point is nearly 300 µm, this value could be compared to an averaging achieved on a sphere of a radius of 300 µm for which fatigue crack growth model parameters have been previously identified.

The crack growth rate equation [8] is integrated using a Runge-Kutta type algorithm, the lifetime $N_f$ being assessed by micro-crack propagation from initial to final crack length, $a_0$ to $a_f$, according to:

$$N_f = \int_{a_0}^{a_f} \frac{da}{(\frac{da}{dN})}$$

We set $a_0$ and $a_f$ considering an initial micro defect $a_0$ sized to 1 µm, corresponding to the value of $a_0$ set for LCF tests lifetime prediction in [31], and a final crack length $a_f$ sized to 420 µm, corresponding to the lifetime defined for TMF and LCF tests in section 6.2. Parameters used in this study for the micro-crack growth model based on the partition of strain energy are summarised in Table 8.
Table 8: Parameters used for the micro-crack growth model based on the partition of strain energy [11] [29].

<table>
<thead>
<tr>
<th>( \lambda ) (m)</th>
<th>( \gamma_e ) (J.m(^{-2}))</th>
<th>( m_e )</th>
<th>( \gamma_p ) (J.m(^{-2}))</th>
<th>( m_p )</th>
<th>( a_0 ) (m)</th>
<th>( a_f ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90 ( 10^{-6} )</td>
<td>11500</td>
<td>1.5</td>
<td>280000</td>
<td>0.9</td>
<td>1 ( 10^{-6} )</td>
<td>420 ( 10^{-6} )</td>
</tr>
</tbody>
</table>

The experimental damage field \( D \) was derived from the micro-cracks density measured by ML, Figure 12(a) and (d) for TMF1 and TMF2 tests respectively. These damage fields are very similar considering the offset for angles \( \theta \approx 135^\circ \), but differ in the area of high damage level, which is higher for TMF1 than for TMF2. This result is consistent with the higher FCCR observed for TMF1 than for TMF2, Figure 10(b).

The TMF2 model is the same as detailed above for TMF1 (thermal FEA and then mechanical FEA), the only difference being the location of the point used to model pyrometer location, and control loop for temperature as a function of time, consistently with experiment.

For both TMF1 and TMF2, the modelled damage field is associated to the number of cycles to failure \( N_f \) obtained by the energy model by \( D = 1/N_f \), Figure 12(b) and (e) for TMF1 and TMF2 conditions respectively. Model damage field is consistent in maximum location, but is clearly over-assessed at some points.

To get more details about damage, Figure 12(c) shows the magnitude and localisation of damage \( D/D_{max} \) along a circular profile of 6 mm in radius for both TMF1 test and related FEA. The modelled damage localisation is observed to be consistent with the experimental one, especially for angles about 80-90\(^{\circ}\) and 180-190\(^{\circ}\) with a typical offset in damage localisation about 5\(^{\circ}\). The model overestimates damage level for points located at angles around 0 and 270\(^{\circ}\), Figure 12(c). Moreover, the crack initiation detection method based on discontinuous displacements from DIC measurement exhibits a 420 \( \mu \)m micro-crack length after 172 cycles, whereas for the same crack size, the lifetime energy based model predicts a
The lifetime of 821 cycles. This overestimation in lifetime appears to be consistent with the observed detrimental effect of TMF condition as compared to isothermal ones. Besides, the angular offset in damage is similar to the one observed for strain localisation, compare Figure 12(a) to Figure 7(f).

For TMF2 test condition, the damage field is similar to the one observed experimentally, Figure 7(f), with a closer assessment of damage level at maximum damage locations (around angles of 90° and 180°) as compared to TMF1.

Finally, comparison of OP-TMF conditions to isothermal testing is plotted in a log-log plot of lifetime assessment as a function of experimental lifetime, Figure 13. The isothermal LCF results are lying in the band $N_f/2$ to $N_f \times 2$, see black empty circles, whereas the TMF results are lying in the band $N_f/4$ to $N_f \times 4$, see colored triangles. Although the model successfully provides a suitable order of magnitude of lifetime, it tends to overestimate the observed TMF results. On the one hand, this confirms the ability of the proposed model to assess lifetime from strain energy partitioning, even for OP-TMF loading in a first attempt. On the other hand, the over-assessment of lifetime is fully consistent with detrimental effect of this TMF loading as compared to isothermal one.

7. Discussion

This discussion will first be focused on the benefit of the chosen methodology in terms of resolution of full-field approaches for very high temperature, and then on the contribution of this method to assess the quality of the finite element analysis. Finally, new data for the Ha188 material in terms of lifetime and fatigue crack growth in OP-TMF conditions will be discussed.

The above set-up yields some high resolution DIC thanks to LASER engraving adapted to both very high temperature and to the targeted spatial resolution. The LASER engraving was previously successfully tested only at 500 °C in [53], and is validated in the present study for the first time up to 900 °C. The macroscopic resolution of displacement is of about 180 µm. Local DIC resolution is of about 60 µm. On this basis, the analysis of gradient of displacement induced by micro-cracking has been achieved yielding a crack resolution of about 60 µm in length. In the reference work of Wang et al. [53], authors have obtained similar resolution for crack size detection (of about 70 µm), but for much lower temperature of test in the range [400-600 °C]. Thus, the set of experimental data obtained in the present study yields for the first time the possibility to describe both fatigue crack growth and local strain driving this crack in a thin sheet from low to above 900 °C using in situ measurement. This constitutes a major step for high temperature testing for which most of experiments are using large markers and flags measurement for macroscopic strain analysis [55].
To validate the in situ crack measurement, ex situ micro-cracks quantification by machine learning (ML) yields robust crack analysis considering the large number of micro-cracks detected, and the accuracy in the crack length detection. It is worth noting that the training set for ML could be achieved on a single image, and is robust enough of course for the set of 35 images toggled together in the present study to obtain the full-field of view, but also to other tests executed on the same material with SEM images to be analysed. From SEM analysis and ML, the associated spatial resolution for crack detection is of about 4 µm in length, and the difference in crack length between in and ex situ is of about 20 µm. This method based on gradient of displacement could face some artefact by the high micro-crack density observed experimentally: the gradient measurement could indeed be the result of several micro-cracks crossing the line chosen for displacement analysis. This pushes also the need to include ML in DIC tools so as to improve the detection of crack.

On the other hand, quality of FEA was improved by controlling both temperature field (by adjusting heat source and exchange values), and temperature evolution with time (by closed-loop controlling the pyrometer point to mimic experiment). Without further fitting of the mechanical behavior model, an excellent consistency was obtained between experiment and numerical analysis both for macroscopic values (force and displacement at markers) and local values (strain fields). However, some observed differences in the angular location, as well as differences in level of maximum strain, should be associated to either local variations of temperature field, emissivity variation and subsequent local variation of strain. Because after calculating damage by ML, the location of the angular deviation related to the maximum damage is similar to the one related to maximum strain, this could be the consequence of a modification of thermal field during experiment. However, gradients are carefully described by FEA, demonstrating the quality of both measurement and model regarding the complexity of the environment. Thus, simultaneous measurement of temperature by IRT and local displacement by DIC will help in improving these aspects. As compared to the state-of-the-art where most of authors have tried to decrease temperature gradient in biaxial TMF facilities [32,50], the present study takes advantage of these gradients.

Last but not least, for the OP-TMF tested conditions, the associated FCGR of Ha188 material is very close to FCGR measured for isothermal strain-controlled testing at the maximum temperature of the OP-TMF test. Whereas, for most of Ni-based superalloy, FCGR of long crack for TMF condition lies between the FCGR associated to the minimum and maximum temperatures of the considered TMF cycle [57,58]. For the studied Ha188 material, existing literature data are scarce for OP-TMF loading. Bonacuse and Kalluri [59], have tested isothermal fatigue, and IP and OP-TMF conditions for maximum temperature of 760 °C and minimum temperature of 316 °C. The chosen methodology uses tubular specimens, and as a failure criterion a load drop of 10 %. For these conditions, both IP and OP-TMF testings yield to similar lifetime as compared to pure cyclic testing for $\Delta e^{\text{sec}}/2=0.4 \%$ at the maximum temperature of the TMF test. In the same way, the present study shows that damage should be associated to a large extent to the maximum temperature of the TMF cycle exhibiting a detrimental effect of OP-TMF compared to LCF isothermal testing. This is quite surprising considering the fact that, at the maximum temperature of 900 °C, clear modification of damage mechanisms is observed where oxidation and creep damage should impact the intergranular cracking. Thus the OP-TMF condition should be driven by cumulated damage and plasticity in high temperature condition, and cracking within low temperature part of the cycle where tension occurs. However, because both damage mechanism and FCGR are very similar in OP-TMF and maximum temperature testing, considering a microcrack growth model identified at the maximum temperature of the TMF cycle is sounded. The observed differences in lifetimes between the experimental and numerical results for the TMF tests could be associated to an effect of thin sheet because the model identification was initially performed using bar from cast alloy. This latter promoting a 3D effect for crack initiation, that can impact the nominal crack length used to assess lifetime from FCGR [31,29].

As a perspective of the present study, explicit meshing of crack growth could also clarify the crack closure effect, and could be straightforward to account for micro-crack network in future work [30].

8. Conclusions
An original set-up has been developed in this study, so as to perform OP-TMF testing on thin sheet material. Three major technical points are demonstrated through this work: i) the chosen testing condition enables large level of compression without buckling; ii) temperature gradient is designed and monitored by IRT and iii) despite oxidative environment, DIC was obtained in a robust manner using LASER engraved speckle.

This provides new tools for validating mechanical behavior and damage models, for TMF loading in gradient conditions. To measure mechanical strain fields at high temperature (≥ 900°C), a hybrid view technique associating IRT and DIC was employed, the quality of the displacement field by DIC being improved to a large extent by a LASER engraved speckle. This enables to access to mechanical strain field with a pretty high resolution in the context of severe temperature gradient. The damage field, here associated to a density of micro-crack, was measured by ML segmentation of SEM images, images being acquired by SEM after completion of the test. The association of mechanical strain and damage at a high resolution have enabled to clarify the role of strain localisation into damage localisation. Besides, micro-crack growth was measured by coupling ex situ crack measurement by ML and in situ displacement gradients measurement by DIC. ML appears as an excellent tool to monitor damage in complex condition, the complementary with DIC improves to a large extent the resolution for crack tracking. This enables to access to FCGR and to compare the impact of OP-TMF to isothermal testing.

The thermomechanical FEA was clearly improved by the temperature control loop used to reproduce experimental temperature regulation. This yields to a straightforward assessment of thermal and mechanical conditions. On this basis, FCGR model integrated into lifetime analysis confirms the damage localisation and its correlation to strain localisation. The interest in fatigue micro-crack growth rate model has been thus demonstrated by the quality of both localisation and lifetime assessment. For the tested material Ha188, this study indicates that OP-TMF condition is close to LCF isothermal testing considering the maximum temperature of the TMF cycle. Moreover, the different OP-TMF conditions presented in this paper shows that lifetime and micro-crack growth rate is rather governed by the maximum temperature due to the substantial decrease of mechanical properties of Ha188 over 800°C. Finaly, OP-TMF on thin sheet of Ha188 is seen to be more detrimental in lifetime as compared to bulk specimen obtained from cast alloy of the same composition. This point is demonstrated by micro-crack growth analysis and integration of FCGR in the perspective of lifetime model.

In a nutshell, combining IRT, DIC with special LASER speckle and machine learning yields new possibilities in both behavior validation and identification as well as damage analysis, based on in situ measurements. Besides, the facility being able to test thin sheet in TMF and very high temperature condition, complementary tests are underway so as to clarify the impact of gradient in FCGR together with fatigue lifetime of thin sheet material testing OP-TMF and isothermal fatigue conditions.

Appendix A. Crack detection sensitivity to DIC resolution

Because DIC is involved in the crack growth detection process, the sensitivity of the method should be tested as a function of the DIC resolution. For this purpose, different subset sizes have been tested for TMF1 condition, from 31 to 71 pixels, Figure [A.14]. It is obvious that the largest the subset, the highest the FCGR is assessed. Besides, the minimum FCGR, well established effect of transition from small to long crack growth behavior, could only be captured for 31 and 41 pixel subset sizes. For lower subset size, the analysis is not relevant. Finally, the noise to signal ratio being improved by increasing the subset size, we chose in this study to keep 41 pixels as a reference subset size.
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