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Abstract
This paper gives some experimental results of low cycle crack growth from artificial through notch in tubular cylindrical specimens of a ferritic stainless steel. Tests were carried out in symmetric tension-compression at 300°C. Tomkins model often used for LCF tests under significant plasticity could not explain the results for the variation in crack length nor the variation in loading parameters. An engineering model based on a partition of energy density into plastic distortion energy density and elastic opening – positive dilation - energy density is proposed for predominant mode I cracking under low cycle fatigue. This energy is computed using a constitutive model with non-linear kinematic hardening. This partition is expected to reflect knowledge of cracking mechanisms on a microscopic level. Functional dependence is assumed to be the same for crack length and each energy contribution. A good description of crack growth tests can be obtained for both rate and crack length variation with the number of cycles. Integration from a grain size can give an estimate of the life of smooth specimens. The influence of number of computation of cycle for a full model with non-linear isotropic hardening is shown to illustrate the robustness of the model. Prediction of mean stress effects is also discussed.
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1 Introduction
The life assessment of industrial components under Low Cycle Fatigue (LCF) loading is still a major challenge for both scientific and industrial community. Coffin and Manson have proposed the use of strain range to describe the life to LCF crack initiation in a component half a century ago [1]. The extension of these concepts to high temperature applications, involving time dependent effects, either environment or creep, give rise to a lot of variations from the original proposal involving modified frequency law [2], variant to include mean-stress effect [3,4], strain-range partitioning [5,6].

Other continuum models use instead stress range and maximum stress: such formulations are able to provide an unified framework for LCF and high cycle fatigue [7-9] and can fairly easily incorporate mean stress effect [10-13]. They can also be extended to multi-axial loading using an appropriate measure of equivalent stress, usually though a double maximum on the loading path. They can make the link with multi-axial models that most often used a critical plane model, with adequate combination of shear and normal stresses [14-17].

All these models have their own capabilities and shortcomings and have shown their validity on limited number of alloys and loading conditions. Design engineers on the other side need efficient structure analysis and simple models. Low cycle fatigue is very difficult to model because non-linear computations are required. The major task is to identify an elasto-plastic...
constitutive model or elasto-visco-plastic model and then to compute a number of cycles for the structure under study. So despite the importance of plastic or viscoplastic behaviour has been recognized more than 50 years ago, the accuracy and reliability of inelastic analysis is still a major concern in industry. Thermo-elasticity is often preferred in most computations with simplified analysis, such as Neuber’s rule or variants, at local critical areas.

As robustness of the method is a crucial keypoint, there is renewed interest in approaches based on energy. It is easily conceived that an error in stress level and inelastic strain can be minimized when energy is used. In low cycle fatigue, numerous authors have proposed to use inelastic energy [18-21] and more recently [22-25] to correlate crack initiation results and dissipated plastic energy. Constantinescu and co-workers [26] have produced convincing evidence that this dissipated plastic energy concept in a post-processing analysis can predict crack locations and give pretty good estimate to life to crack initiation in actual components. On the other hand all these criteria usually consider a damage accumulation in a broad sense without entering too much into the physical details of damage. From experimental studies mostly due to materials scientists, LCF life to engineering crack initiation as simulated by tests on a plain specimens under uniform loading conditions is composed of a crack initiation period defined to some microstructure unit, like a grain size in polycrystals, and a crack propagation period [27-30]. In ductile materials crack growth shows up as striations on the fracture surface growing in most cases perpendicular to the maximum normal stress. At high temperature LCF life is mostly spent in the crack growth regime and the growth law of small cracks is expected to control to a large extent the life to crack initiation (see Skelton for several reviews [31-33]). Numerous rationales have already been proposed like empirical laws, cyclic J integral arguments, or others equations [29,34-36].

This paper presents an engineering model to account for fatigue life under low cycle fatigue conditions (typically for a number of cycles to failure in the range 100 - 100,000 cycles). This model has to comply with industrial requirements for robustness, ease of use, and capability of being transferred to any kind of FE code. A post-processing approach is thus preferred. First experimental results on a ferritic stainless steel are shown at 300°C under low-cycle fatigue conditions. Crack growth tests from a notch under strain-controlled cycles are reported as LCF tests on smooth specimens. Tomkins model [37] is used first to analyse test results. Then a new engineering model is proposed for short crack growth under LCF loading using an energy approach. This model is tested against LCF data on smooth specimens. The capabilities of this model are then further discussed.

2 Material

2-1 Description

The material chosen for this study is an industrial ferritic stainless steel for automotive application, F17TNb (corresponding to AISI 441 or EN 1.4509 grades). Its chemical composition is detailed in Table 1. Specimens were machined from hot rolled plate, which results in a regular grain distribution with equiaxed shape and size about 0.120mm [37].

2-2 Constitutive Behaviour

Strain decomposition is assumed for thermal, elastic and viscoplastic strain. A unified viscoplastic Chaboche model has been used with a conventional power law viscoplastic flow and and two internal variables to describe isotropic and kinematic hardening [39]. The expressions
used are shown in Table 2. Non-linear kinematic hardening was used since it is essential to
describe the Bauschinger effect. Isothermal tests were used combining cyclic incremental
tests at constant frequency, cyclic tests with stress relaxation at maximum strains, and
progressive strain cyclic tests at different temperatures [40]. This material cannot be described
at constant temperature with a constant isotropic hardening \( R = R_0 \). A non linear hardening
contribution (coefficients \( Q \) and \( b \)) has to be included [38,40].

Beside this point, Thermal-Mechanical Fatigue tests show clearly that the hardening
behaviour under non-isothermal loading can only be described using a constant isotropic
hardening. This means that the \( Q \) coefficient should be set to zero under non-isothermal
loadings.

This might have significant effects in a fatigue life post-processing of a finite element
analysis. This point will be considered with some care in this paper, later on.

3 Experimental procedure

3-1 Isothermal Low Cycle Fatigue tests on smooth specimens

Isothermal tests were carried out on LCF specimens with a cylindrical gage length, 6mm in
diameter and 12mm in gage length, using a polished surface, Fig. 1. This geometry was used
both for LCF tests and cyclic tests used to identify constitutive behaviour. These tests include
various loading conditions that have been reported elsewhere at various temperatures from
300 to 850°C [40].

The LCF tests used here were done at 300°C. Specimens were heated by a lamp furnace, with
four 1500W light bulbs, that enables a rapid heating of the specimen to test temperature.
Temperature is controlled by a coaxial thermocouple located at mid height of the specimen
and attached to the cylindrical part. This procedure has been validated by numerous
experiments and calibrations [41]. The longitudinal strain is measured using an extensometer
with a detection capability better than 1\( \mu \)m over a 10mm reference length. Crack initiation in
smooth specimens is monitored through potential drop measurement more sensitive than
tensile load drop. All the LCF reported here were done under controlled axial total
(mechanical) strain under fully reversed strain. Frequency was kept constant at 0.05Hz.

3-2 Low Cycle Fatigue crack growth tests on notched specimens

Low cycle fatigue crack growth tests are usually carried out on standard specimen geometry
using a shallow notch [32,42]. This shallow notch can be made using electro-discharge
machining (EDM). However this has several drawbacks. The potential drop measurement is
usually not sensitive enough to small crack length with a thumbnail surface crack. Further the
 crack front can be rather irregular due to a small number of grains encountered by a small
 crack, or due to tunnelling effects that may occur under certain loading conditions.

During recent investigations [34,43,44] we used instead a tubular specimen used for thermo-
 mechanical fatigue testing [41,45]. The geometry of the specimen is shown in Fig. 2. Wall
 thickness is here 1mm and external diameter is 11mm.

Different notch shapes can be machined at mid-height by EDM. The extensometer is mounted
diametrically opposite to the notch. The extensometer specifications are the same as used for
LCF tests. The initial notch used in this work is 200\( \mu \)m in width and 50\( \mu \)m in height, and
extends through the thickness of the specimens (schematic drawing is shown in Fig. 3). Crack
growth is monitored using direct potential drop measurements with two probes welded apart
from the notch. Optical measurements are made to calibrate the potential measurements, using an optical microscope with a long travelling distance. Furthermore, fatigue striation counting is made after high strain tests to validate the whole measurements. The major advantage is the greater sensitivity of the potential to crack depth and in most cases the crack front has a regular shape through thickness.

The material has been tested in isothermal conditions at T=300°C with a constant frequency f=0.05Hz. The tests are conducted under strain-controlled with a constant strain ratio R=−1.

4 Experimental results

Experimental LCF tests results on smooth cylindrical specimens are reported in Fig. 4 using a Manson Coffin plot of elastic, plastic and total strain amplitude versus number of cycles to failure, in log-log coordinates. Some scatter is observed for the highest strain amplitude, where life scatter is also associated with a scatter in stress range, maybe due to an increase sensitivity to material heterogeneity at high stress (close to 90% of ultimate tensile strength, 400MPa at 300°C).

The LCF crack propagation tests at T=300°C were conducted (with a constant frequency f=0.05Hz and strain-controlled with a constant strain ratio R=−1) for different mechanical strain amplitudes $\Delta\varepsilon/2$ from 0.2% up to 0.55%. The crack length, $a$, was defined as the sum of notch depth and physical crack length, measured from the centre of the notch, as shown in Fig. 3.

The crack growth rate was deduced from crack length - number of cycles curves approximating the tangent to the curve to a secant defined from two points. Crack growth rate is plotted versus crack length in Fig. 5. Specimens were broken in tension after fatigue tests. An example of fracture surface at low magnification in scanning electron microscopy is shown in Fig. 6. The limit between final fatigue crack and monotonic fracture is outlined to illustrate the shape of the crack front (specimen tested at a strain amplitude 0.3%). Striation spacing about 0.8$\mu$m - corresponding to a microscopic growth rate 0.8$\mu$m /cycle- is observed at a crack length of 0.4mm that is identical to macroscopic crack growth rate. A good agreement in areas observed by scanning electron microscopy was actually found between striation spacing and macroscopic crack growth rate in the range 0.5 to a few $\mu$m /cycle.

5 Application of Tomkins crack growth model

Several groups have addressed early growth under displacement control: Solomon and Coffin [31] and especially Skelton [32,33] have produced LCF crack growth tests using smooth specimen (cylindrical, rectangular cross section) with a shallow edge notch. Typical tests start from a depth about 0.1mm or more and are stopped when a significant load drop or cusp in the hysteresis loop has occurred [32]. Studies in steels and alloys with moderate strength, can be described by the empirical law:

$$\frac{da}{dN} = Ba^q$$

where $q$ is often about unity [33] and $B$ is given as:
\[ B = C \cdot (\Delta \varepsilon_p/2)^m \]  

A bit further from this standpoint, early crack growth in the component can be modelled from that occurring in a laboratory specimen, provided crack depth is such that no significant compliance change occurs in the specimen (which is in most cases smaller than the component). At very small depth \((a/w < 0.01)\) equations often break down and fatigue crack growth rates appear to be fairly independent of crack depth [46,47].

Tomkins [37] has proposed an extension of a model proposed by Bilby et al. using dislocation theory [48] and yield zones at the crack tip where the fatigue in mode I is seen as a distribution of plastic zone among lines at \(\pm 45^\circ\) from the direction of infinite loading. This model allows to estimate the damage due to crack growth rate as a function of both the plastic strain range \(\Delta \varepsilon_p\) and the principal tension stress amplitude \(\Delta \sigma/2\) for uni-axial case in pure mode I:

\[
\frac{da}{dN} = \alpha \cdot \Delta \varepsilon_p \cdot a \left[ \cos \left( \frac{\Delta \sigma}{2} \right) - 1 \right] 
\]

where \(\alpha\) is a crack shape factor and \(T\) is the so-called Tomkins parameter. To take care of crack closure effect, the model could be enhanced by using an effective stress \(\sigma_{\text{eff}} = \sigma - \sigma_{\text{open}}\) instead of the principal stress in tension \(\sigma\) [36]. This model is very relevant for LCF crack growth description by the way it mixes plasticity effect and stress effect.

The Tomkins model, equation (3), has been widely used to describe the behaviour of small cracks under LCF case when significant cyclic plasticity occurs [49,50]. The model was applied leaving the parameter \(T\) as a single fit parameter, in principle close to the ultimate tensile strength for tension compression tests.

Application to the present database shows that a major difficulty is that the crack length dependence of growth rate is higher than linear as assumed in this model, Fig. 5. This point has been observed in other steels (ferritic or bainitic) [32]. Further at short crack length the model has some difficulty to account for the spread in crack growth rates over the range of strain amplitudes investigated (look at the highest and lowest amplitudes, Fig. 5).

6 An energy based LCF crack growth model

Since Tomkins model fails to describe the present crack growth results, an alternative model should be used. Purely empirical laws were used as proposed by Skelton [32] that described independently the variation of crack growth rate with length and loading parameters.

On the other hand fracture mechanics is an appropriate tool for sufficiently long cracks. Linear elastic fracture mechanics is limited to elasticity and small scale yielding. Rice’s J integral [51] is very useful to describe situations where gross plasticity occurs. Dowling [52,53] and Lamba [54] proposed to use the J integral to describe fatigue crack growth in yielded specimens, as Paris did previously with K for fatigue of notched members under small scale yielding. This approach was successfully applied originally for deep cracks. Many authors [55-59] tried to extend this approach to small cracks:
\[ \frac{da}{dN} = C J_{cyclic}^m \]  

using the partition of \( J \) into elastic and plastic component as proposed by Shih and Hutchinson [60]: 

\[ J = J_e + J_p \]  

Formulas have been provided for various conditions first by Hutchinson and co-workers [60-62] using an approximation of non-linear elasticity for the plastic component. Actually these formulas were derived using a simple Ramberg-Osgood constitutivebehaviour, \textit{i.e.} a simple power law between plastic strain range and equivalent stress. Using the partition into elastic and plastic components as proposed by Shih and Hutchinson [60], the compliance function in equations for \( J_p \) becomes very sensitive to the exponent of Ramberg – Osgood equation, in plane strain especially [61,62]. 

Successful correlation has been observed correlating different geometries [55-61], or different strain ranges but this approach failed to describe numerous short crack situations [63]. In addition there are severe restrictions on crack length to insure that the singularity is \( J \)-dominated in yielded specimens (like for \( K \)-dominance in linear elastic fracture mechanics [64]). 

The non-linear elasticity approximation is questionable for metallic materials under LCF where considerable hysteresis occurs upon unloading. Further more complex constitutive model than the Ramberg-Osgood model should be used to give a realistic description of metallic alloys under cyclic loading. 

So our crack growth model is based on a description using energy density in LCF specimens. The general formulation of crack growth rate, \( \frac{da}{dN} \), is an expression given as, using energy quantities \( W \) and crack growth length, \( a \): 

\[ \frac{da}{dN} = f(a ; W) \]  

Models have been proposed that used a partition of energy into elastic and plastic components. This partition is considered essential since most plastic energy in a smooth specimen is dissipated into heat and only a part is stored into materials defects, like dislocations, and internal stresses. Reasons for the specific partition used in the case of short LCF cracks are described in the next paragraph, before entering model equations. 

### 6-1 Partition of energy 

The effect of mean stress is very important for uni-axial fatigue tests as for fatigue crack growth tests under conditions where linear elastic fracture mechanics does apply. In the latter case this effect is mostly described as a crack closure effect. In addition crack growth is thought to occur at the microscopic level in metallic materials along active slip planes where intense slip deformation is localised but where mode I macroscopic cracking is dominant [34,65]. This suggests that significant normal stress acts at the same time on planes where microscopic damage occurs involving slip. 

A consequence is that an engineering model should include a distortion component of energy at the macroscopic level, simulating to some extent the plasticity at the microscopic level, inside poly-crystal individual grains. This is very simply understood using a Lin-Taylor homogenising hypothesis to describe the correspondence between micro and macro levels.
The account for crack closure [66,67] and mean stress should imply at least an opening contribution to crack growth. Normal stress is often claimed as dominating crack growth. As a primary objective is to have an engineering model as simple as possible, hydrostatic tensile stress and dilation energy could be used to account for crack opening and mean stress effect on crack growth.

Therefore energy is split into distortion and dilation energy component, referred to as opening component, for a stress-strain loop. The stress tensor $\sigma$ is split first into its deviatoric part $\varepsilon$ and hydrostatic part $tr(\sigma)$:

$$\sigma = \varepsilon + \frac{1}{3} tr(\sigma)$$

Then, we introduce this partition into the classical strain energy density equation:

$$dW = \left[ s + \frac{1}{3} tr(\sigma) \right] : d\varepsilon = \varepsilon : d\varepsilon + \frac{1}{3} tr(d\varepsilon) tr(d\varepsilon) = dW_{\text{dist}} + dW_{\text{open}}$$

where distortion $dW_{\text{dist}}$ and opening $dW_{\text{open}}$ energy density are respectively expressed for the general 3D case.

To take into account the crack closure effect, we propose to keep only the pure dilation for positive hydrostatic tension $dW_{\text{open}}$ using the positive part of the first invariant of the stress tensor $tr(\sigma)$ as follows:

$$dW_{\text{open}} = \frac{1}{3} < \sigma > tr(d\varepsilon)$$

where $< \sigma >$ is related to the positive part of $\sigma$:

$$< \sigma > = \bullet \text{ if } \bullet \geq 0;$$

$$< \sigma > = 0 \text{ if } \bullet < 0.$$  

Finally crack closure and mean-stress effect could be respectively related to opening $W_{\text{open}}$ and distortion energy $W_{\text{dist}}$ which could be expressed for the general 3D case as follow:

$$W_{\text{open}} = \frac{1}{3} \int_{\text{cycle}} < tr(\varepsilon) > tr(d\varepsilon)$$

$$W_{\text{dist}} = \int_{\text{cycle}} \varepsilon : d\varepsilon$$

Because the model should be able to deal with both relatively low and high strain loading, short and long crack, following the partition of cyclic $J$ proposed by Shih and Hutchinson [60], the strain and hence the energy will be also partitioned into elastic and plastic part:

$$W_{\text{open}} = \frac{1}{3} \int_{\text{cycle}} tr(\varepsilon_{\text{elas}}) + tr(\varepsilon_{\text{plas}}) = W_{\text{elas}}$$

where the incompressibility of plastic strain leads to $W_{\text{plas}} = 0$.

$$W_{\text{dist}} = \int_{\text{cycle}} \varepsilon : d\varepsilon = \int_{\text{cycle}} \varepsilon : d\varepsilon_{\text{elas}} + \int_{\text{cycle}} \varepsilon : d\varepsilon_{\text{plas}} = W_{\text{elas}} + W_{\text{plas}}$$

where $\varepsilon_{\text{elas}}$ and $\varepsilon_{\text{plas}}$ are respectively the elastic and the plastic part of the total strain tensor $\varepsilon$.

6-2 Uniaxial form of energy

For the case where the loading and the specimen geometry lead to a tension-compression uniaxial stress state in the specimen, the above equations become for the opening energy density:
\[ dW_{\text{open}} = \frac{1}{3} < tr\sigma > tr(d\varepsilon) = \frac{1}{3} \sigma(1-2\nu)d\varepsilon_{1}, \] (15)

where \( \sigma \) is the stress value for tension-compression and \( \varepsilon_{11} \) is the strain component aligned with the loading direction.

For distortion energy density:

\[ dW_{\text{dist}} = \sigma\left( \frac{2}{3} d\varepsilon_{11} - \frac{1}{3} d\varepsilon_{22} - \frac{1}{3} d\varepsilon_{33} \right), \] (16)

for the elastic part, Poisson ratio \( \nu \) leads to:

\[ dW_{\text{elas}}^{\text{dist}} = \sigma \frac{2}{3} (1+\nu)d\varepsilon_{11} \] (17)

and for the plastic part, incompressibility of plastic strain leads to:

\[ dW_{\text{plas}}^{\text{dist}}.d\varepsilon_{11} \] (18)

The above energetic quantities should be evaluated carefully. In particular, one should pay attention to the fact that the proposed analysis of each energy component should be rigorously integrated over a single and complete cycle. Thus the integration could drive to fake energy value, even negative, Fig. 7. For plastic strain energy, the density stays positive, but for elastic strain energy, the density could be negative and could drive to negative integrated elastic strain energy if the stress-strain loop isn’t completed and/or if this loop isn’t closed. To avoid such discrepancy the equation (15) is replaced for integrated opening elastic energy by the following one:

\[ W_{\text{elas}}^{\text{open}} = \int dW_{\text{elas}}^{\text{open}} \frac{1}{3} \int (1-2\nu) < \sigma_1 > . < d\varepsilon_{11}^{\text{elas}} >, \] (19)

where the use of the stress and strain positive parts insures positive value of energy, Fig. 7, in a similar way of the definition of the elastic strain energy made by Jahed et al. [24]. This approach could also be related to the one proposed by Ellyin and co-workers [20,21] and by Banvillet et al. [68] where the stress and strain maximum are used to describe elastic strain energy. The behaviour model used in this study provides numerically for every experiment the energetic quantities involved in crack growth process. This step makes the proposed crack growth rate model very versatile for complex component computation.

6-3 A damage model using crack growth rate and partition of energy

The experiments done with notch specimen show an almost linear relationship between crack growth rate and crack length in a log-log representation, Fig. 5. Furthermore this relationship is linked to the applied load level. Because the Tomkins model does not grasp all the details involved in crack growth, especially for high load level, we chose to extend our model using a power-law relationship between crack growth rate and crack length, since such a law is found more often observed [33]. At last the model will imply fatigue-damage approach where each increment of damage per cycle \( dD \) is related to a crack increment per cycle \( da \) rationalized by a geometric length \( \lambda \). This parameter is assumed to be the edge of a cubic volume of measure \( \lambda^3 \) with \( \lambda=3a_0 \) where \( a_0 \) is the mean grain diameter of the given material [69].

By this way the model is described by continuum mechanics where the first stage of crack initiation is ignored. The model could also be related to the “process zone” concept initially introduced by McClintock [70] and also used to simulate the growth rate of small crack in polycrystals [71,72] and single crystal superalloys [35,36].

For long cracks the \( J \) concept is very attractive. Therefore it was decided to link the effect of energy density and of crack length on crack growth rate using a product \( W.a \) as for the far
field elastic energy density for a 2D through crack in an infinite medium (short crack in a
center crack panel under tension) under purely elastic uniform uni-axial loading (where \( J = K^2 / E = \sigma^2 \pi a / E \) under plane stress approximation). A power law function is the simplest
equation to relate crack growth rate and this product \( W.a \).

The main idea is to relate the damage at the crack tip to a cracked surface creation. The above
discussion on energy partitioning and on the link between crack growth rate and crack length
lead to the following proposition that is the more complete one:

\[
\frac{dD}{dN} = \frac{1}{\lambda} \frac{da}{dN} = \sum_j \sum_k \left( \beta_j W_j \right) a \tag{20}
\]

where \( k \) indicates elasticity or plasticity and \( j \) indicates opening or distortion part of the
involved energy. \( \gamma_j^k \) and \( m_j^k \) are respectively surface energy and chosen exponent for non
linear crack growth. \( \beta_j^k \) are constants to account for crack geometry effects and allow
convergence with fracture mechanics in the limiting case of long cracks. Even if the above
model could be considered as a fatigue damage model, it allows an explicit dependence
between crack growth rate and crack length. Then the crack length could be estimated by
solving the non-linear equation \( da / dN = f(a, W) \).

For the uni-axial case described in this paper, and especially for pure mode I crack, it seems
reasonable to limit the degrees of freedom left by the model. For that purpose we chose to keep
only plastic distortion contribution and elastic opening contribution for LCF. Elastic distortion
energy has to be considered for high cycle fatigue, as it is well known for multi-axial loading.
This assumption is consistent with the relative evolution of the different energetic component,
Fig. 7. Then the model reduces to the following expression:

\[
\frac{1}{\lambda} \frac{da}{dN} = \left[ \left( \beta_e W_e \right)^{m_e} + \left( \beta_p W_p \right)^{m_p} \right] \tag{21}
\]

where notations are simplified for both surface energies \( \gamma_e = \gamma_e^{\text{open}} \) and \( \gamma_p = \gamma_p^{\text{dist}} \) and power
law exponent \( m_e = m_e^{\text{open}} \) and \( m_p = m_p^{\text{dist}} \). The constants \( \beta_k \) are set to 1 in the crack growth rate
identification procedure (see §5.5) because of its redundancy with the surface energies. This
constant is kept to account for other specimen geometries as for the LCF specimens (see §7).
Then equation (21) leads to only four coefficients to identify \( \gamma_e, \gamma_p, m_e \) and \( m_p \).
The dependence in the elastic term and plastic distortion is expected to be largely different.
Most of the plastic distortion is dissipated in heat and a small of plastic energy is expected to
be recoverable to be used in crack growth that is assumed here to scale with plastic
dissipation.

There, the proposed model uses two terms one dominant for low strain values and related to
elastic dilation energy, the second dominant for large scale yielding and related to plastically
dissipated energy. Power law function should provide sufficient model versatility. Such a
macroscopic equation is not expected to be applicable below some microstructure size like a
grain size in poly-crystals.

6-4 Crack growth rate model identification

To identify the coefficients of the crack growth model, a cost function for optimization
procedure is introduced:
\[
\Psi = \sum_i \sum_j \left( \frac{dN}{dN_{\text{data}(i)}} \left( \frac{dN_{\text{sim}}(i,f)}{dN_{\text{exp}}(i,f)} \right)^{2} \right)
\]

where the simulated crack growth rate \( dN_{\text{sim}}/dN \) is compared to each experimental crack growth rate \( dN_{\text{exp}}/dN \) from the first cycle to the last cycle of each experimental curve \( i \). \( N_{\text{data}(i)} \) is the number of experimental data point available for each loading. As already discussed, the \( \lambda \) parameter is fixed to three times the mean grain size diameter with \( \lambda = 3a_0 \). Indeed the elastic part of the above model (24) could be related to the Paris law where:

\[
\left( \frac{dN}{dN_e} \right)^{m_e} = C(\Delta K)^m \approx C'(\sqrt{a})^m = C'a^{m_e}
\]

Yet for many metallic materials the Paris law exponent is close to 4, then the choice of an elastic exponent \( m_e = 2 \) is consistent with classical database. Thereby only three parameters have to be identified with the cost function \( \Psi \) built to carry with each considered experimental curve \( i \).

Moreover for practical applications in a structural analysis where one wants to minimize the number of cycles to compute, one can use the behaviour model (§2-2) with a constant isotropic hardening variable R (where Q is set to zero) that offers a great stability and efficiency of the computation, this point will be discussed later on. The identified model for the four experimental curves leads to the values, table 3 and the graphical fit, Fig. 8.

For this case study, the energetic crack growth rate model is more sensitive to load ratio than the Tomkins one and is able to follow the complete curve in a \( da/dN \) versus \( a \) plot. Despite of the experimental noise on experimental crack growth rate the model gives a good approximation of those points.

### 6-5 Crack growth integration

The next step is the integration of the model, which should be done carefully. Indeed the ordinary differential equation to solve leads to a very non-linear crack growth law, which values go to infinity with \( N \). This step could be seen as a validation one by the way there is no modification of the parameter identified on crack growth rate curves. To be consistent with experimental data, the crack growth curves are integrated with \( a_0 = \min (a_{\text{exp}}) = \lambda \).

The model leads to a mostly conservative fit of the experimental database, Fig. 9. Furthermore, the model encompasses the broad range of crack growth curves. The fit is better for higher load than for low strain values. Crack growth is slightly underestimated for the strain values \( \Delta \varepsilon = 0.2\% \) and \( 0.3\% \). This effect could be due to insufficient accuracy of the constitutive model at small strain ranges. This point will be considered further later on.

### 7 Low Cycle Fatigue life assessment

#### 7-1 Application of the microcrack growth model

To assess the life of the LCF specimen, the procedure needs to integrate the crack growth rate model to obtain the crack length versus the cycle number:
\[ N_f = \int_{a_0}^{a_f} \frac{da}{dN} (W(a)) \]  

where \( \frac{da}{dN} \) is given by equation (21) and where the behaviour model (§2-2) is used with a constant isotropic hardening variable R. As the through crack is small in the notched specimens, the geometric correction for the elastic contribution \( \beta_E \) is of the order of \( \pi \), see for instance [64]. For a semi-circular surface crack, a superposition principle in elasticity yields a factor \( (1.122 \times 2/\pi)^2 = \pi \) hence a factor 0.51 between geometric factors in elasticity for the smooth and notched tubular specimens for long crack solutions. In a first approximation, the same correction can be used for the plastic term leading to the choice of the \( \beta \) constant \( \beta=0.51 \) in equation (21) [61,62].

Lifetime corresponds to a chosen critical length \( a_f \). To be consistent with the identification procedure the critical length is given for the maximum crack length observed with notch specimen \( a_f=2\text{mm} \). The LCF specimen are assumed to be without any macroscopic defect, then the initial length used in integration procedure is set to \( a_{init}=1/2 \times d_g \), where \( d_g \) is the mean grain size. This initiation length helps to overcome the difficulty due to a complex transition between the initiation stage and the propagation that is actually described by our model.

Integration of the model should therefore give a lower bound of the average fatigue life. Results are given in Fig. 10 where a good agreement is obtained with experimental data for a broad range of loading conditions and crack length. Furthermore, most predictions are conservative with a good approximation of experimental life.

7-2 Discussion about the robustness of the model

This ferritic steel exhibits significant strain-hardening during continuous cycling at 300°C. The constitutive model uses a non-linear isotropic hardening variable \( R \) with a non-zero \( Q \) parameter to account for this effect (see table 1). The evolution of the stress-strain loops under uni-axial tension compression loading is shown for two strain ranges in Fig. 11 (respectively the total strain range is equal to 0.2% and 0.5% for Fig. 11(a) and Fig. 11(b)) over 200 cycles, that correspond to stabilized behaviour.

In design practice, computation cost should be kept to a minimum in structural analysis and the number of computation cycles to achieve a stabilised condition for damage analysis should be small. A constitutive model with a constant isotropic hardening (with \( Q=0 \)) is therefore preferred for cost efficiency and was used for microcrack growth model and LCF assessment (§6-4, 6-5 and 7-1). However the degree of inaccuracy due to this procedure has to be estimated.

The stress range is clearly underestimated, by an amount up to 25%, when the number of cycles used to compute the stress-strain loops is small, with respect to the stabilised conditions achieved in 200 cycles, as shown in Fig. 11. The corresponding variation in the energy components \( W^{dist} \) and \( W^{open} \) is shown as a function of the number of cycles used to compute the stress-strain response under uni-axial tension-compression in Fig. 12. The elastic opening contribution increases significantly when the number of cycles used in the computation is increased. The plastic distortion energy shows different variations with the number of cycles, depending on the stress range considered.

The number of cycles to failure is evaluated using equations 21 and 24 that were computed for different number of cycles giving rise to significantly different stress-strain loops. The results are given Fig. 13 where cycle to failure is evaluated for different energetic quantities function of the cycle of evaluation.

The fatigue life is slightly overestimated using the model parameters identified with the simpler constitutive model, with no isotropic hardening term. Nevertheless the error remains always small, especially for the lower strain ranges.
Therefore life estimation using this model is expected to be fairly robust against such simplifications made in order to reduce computation time. A full computation of all cycles necessary to reach stabilised cyclic response could be avoided in most cases.

**Conclusion**

A new engineering model has been proposed for low cycle fatigue life prediction. This model is based on micro-crack growth and uses an energetic description to describe damage accumulation. A ferritic stainless steel tested at 300°C was used as an example.

A partition of energy, in pure mode I, is used to describe correctly elasticity and plasticity contributions, associated respectively with large and low number of cycles prior to fatigue failure. The model combining two power-law terms is rich enough to describe micro-crack growth from small artificial notch in a wide range of loading, while Tomkins model fails to do it.

Fatigue life is computed from the integration of the micro-crack growth law between a constant initial crack length approximated to a microstructure element size and a final crack length. This energy approach can be easily implemented in a post-processor of a structure computation. A good description of experimental results of LCF life is achieved for the investigated ferritic steel.

This model leads to a great robustness of the life assessment despite of the non-linear hardening material behaviour. A reduced number of computation cycles can be used to compute fatigue life with acceptable accuracy.
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**Figure Captions**

figure 1: LCF specimen used.

figure 2 : Tubular specimen with notch, used for LCF (and TMF).

Figure 3: sketch of the notch and geometric crack description in tubular notched specimen.

Figure 4: Manson-Coffin plot of LCF results of Fe17Nb alloy at 300°C under fully reversed condition.

figure 5: Experimental crack growth rate versus crack length. Crack test performed on F17Nb at T=300°C, f=0.05Hz, Re=-1. Tomkins model (line) versus experiment (symbols) applied for specimens loaded at [0.2, 0.3, 0.45, 0.55]%.

figure 6: notch and fracture surface in a specimen submitted to a mechanical strain amplitude 0.3% . (a) crack front (b) fatigue striation

Figure 7: Incremental evolution of energy density components along normalised time (divided by cycle period) in one cycle.

Figure 8: Crack growth rate as a function of crack length: comparison between experiments (symbols) and model, equation 18 (curves).
Figure 9: Comparison between experimental crack length (symbols) and model predictions (curves) as a function of cycle number in crack growth tests.

Figure 10: Predicted LCF life as a function of experimental values for LCF tests on smooth cylindrical specimens.

Figure 11: Stress-strain loops computed using the constitutive model with isotropic hardening term for various number of cycles: total strain amplitude 0.2% and 0.5% respectively.

Figure 12: Variation of energy components with the number of computation cycles used to evaluate the stress-strain response of the alloy.

Figure 13: Variation of fatigue life $N_f$ with the number of computation cycles used to evaluate the stress-strain response of the alloy.

**Tables**

<table>
<thead>
<tr>
<th>C</th>
<th>N</th>
<th>Cr</th>
<th>Ti</th>
<th>Nb</th>
<th>Si</th>
<th>Mn</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.02</td>
<td>17.67</td>
<td>0.15</td>
<td>0.50</td>
<td>0.59</td>
<td>0.42</td>
<td>bal.</td>
</tr>
</tbody>
</table>

Table 1: chemical compound of the studied ferritic stainless steel (at. weight) [40]

Strain decomposition

\[ \varepsilon = \varepsilon_{th} + \varepsilon_e + \varepsilon_{vp} \]

Thermal strain

\[ \varepsilon_{th} = \alpha_f (T - T_{ref}) I \]

Elastic strain

\[ \varepsilon_e = \frac{1 - \nu}{E} \sigma - \nu \frac{1}{E} J_2(\sigma) I \]

Flow rule

\[ \varepsilon_{vp} = \frac{3}{2} p \frac{\sigma' - X'}{J_2(\sigma - X')} \]

Flow function

\[ p = \left( J_2(\sigma - X) - R \right)^n \]

Isotropic hardening

\[ R = R_0 + Q(1 - e^{-bp}) \]

Kinematic hardening

\[ X = C \dot{\alpha} \]

\[ \dot{\alpha} = \varepsilon_{vp} - \frac{3}{2} \frac{D}{C} X \dot{p} \]

Table 2: Governing equations of the Chaboche model [39]
<table>
<thead>
<tr>
<th>$\gamma_c (J/m^2)$</th>
<th>$\gamma_p (J/m^2)$</th>
<th>$m_c$</th>
<th>$m_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.25 \times 10^1$</td>
<td>$3.22 \times 10^4$</td>
<td>2</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Table 3: identified parameters from crack growth rates curves.
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