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Abstract

Given a digraph and a subset of vertices representing initial positions,
we study the existence problem of infinitely long walks, one starting from
each initial position, that never meet. We show that the subsets for which
this is possible constitute the independent sets of a matroid. We prove
that the independence oracle is polynomial-time. We also provide a more
efficient algorithm to compute the size of a basis. Then we focus on the
orientation problem of the undirected edges of a mixed graph to either
maximize or minimize the rank of a subset. Some NP-hardness results
and inapproximability results are proved in the general case. Polynomial-
time algorithms are described for subsets of size 1. We also report several
connections with other matroid classes. For example, we show that the
class of no-meet matroids strictly contains transversal matroids while it
is strictly contained inside gammoids. Some extensions and related appli-
cations are also discussed.
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1 Introduction

Let G = (V, E) denote a digraph (directed graph) with vertex set V' and edge
set F. The graph G may contain loops. Let S C V. A vertex subset S’ is called
a successor of S if S’ can be obtained from S by replacing each vertex in S by
one of its successors. And S’ is called valid successor of S if |S’| = |S|. The set
of all valid successors of S is denoted by M(S).

Formally, S" € M(S) if and only if there exists a bijection ¢ : S — S’ such
that o(v) € T't(v),Vv € S where 't (v) = {w € V : (v,w) € E}. A vertex
subset S C V is called independent if there exists an infinite sequence (S;);en 0
with S = S and S;11 € M (S;),Vi. Notice that an independent set is not
necessarily a stable set (we are here using the terminology related to matroid



theory). S is independent if it possible to find |S| infinitely long walks, one
starting at each vertex of S, such that for each integer number k, the vertices
appearing in the k' position in the |S| walks are all different. Assume |S]
vehicles moving on a (directed) network: they start from S (one vehicle at each
vertex of S) and at every step they move simultaneously to a neighbour vertex,
we want to study if they can do this infinitely many times without ever meeting
at any vertex. Independent sets are subsets for which this is possible.

We note that the meeting problem on graphs has gained its interest previ-
ously. Various results have been obtained in the area of merging or meeting
of two or more tokens (or vehicles / robots in the literature). In particular,
the interested reader can refer to a (deterministic) rendezvous problem where
two given robots should meet at some point, given a set of instructions (see for
example, [1]). The meeting time for random walks and an arbitrary number of
tokens (for connected undirected graphs) has been also evaluated [2]. The au-
thors however, are not aware of any works devoted to the contrary, i.e., no-meet
problem which we state and solve in this paper.

The set of all independent subsets in G is denoted by Z. The number of
vertices of G is denoted by n.

Let N(G) (N for no-meet) be the pair (V,Z). The paper is dedicated to
the study of N(G). We will prove in Section 2 that N(G) is a matroid. Then
we show in Section 3 that the independence oracle is polynomial-time. A more
efficient algorithm is proposed in Section 4 to compute the size of a basis of the
matroid. Section 5 is dedicated to mixed graphs where we study the orientation
problem of undirected edges to minimize or to maximize the rank of some set in
the related matroid. Connections with other classes of matroids are investigated
in Section 6. Extensions and applications are presented in Section 7. Further
open questions are proposed in the last section.

2 N(G) is a matroid

Unless otherwise stated, we assume that G = (V, E) is a digraph on n vertices
and S C V. We are going to prove that N(G) is a matroid. It will then be
called the no-meet matroid.

Let L denote a positive integer. Let B denote the digraph having for
vertex set V! U V2 with V' = {vi: v E V} for ¢ = 1,2 and for edge set
E = {(v',v?):veV}. Fori=12,...,L B = (V(B),E(B")) denotes
a copy of B. The vertices of B? are denoted v} (resp. v?) for the i-th copy of
v! (resp. v?). Then, let G5 denote the digraph with

L
e vertex set V (Gg) = {s,t} U |J V(B?)
=1

1=

e edge set E (Gg) = LLJE(Bi)U{(s,v%) cveSU{(vi, t):veV}U

i=1

L.L_Jll{(“zzawilﬂ) : (v,w) € E}.
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Figure 1: Construction of the graph Gg. For readability, only two edges of G
are represented, including the edge (v, w).

G will also be seen as a flow network where the capacity of each edge is set
to 1.

Proposition 2.1. Let S CV and set L:=1+ (‘g‘), The set S is independent
if and only if the mazimum st-flow value in Gg is |S|.

Proof. [«<]. Assume that there exists a maximum st-flow f in Gg of value
|S|. For each i € {1,2,...,L} define W; = {U eVv:f (vil,vf) = 1}. We then
have W7 = S. Due to the number L of layers and to the capacity constraints,
there must exist two indices i1,io such that W;, = W,,. This implies the
existence of an infinite sequence (.5;);en+ with S; = S and S;41 € M (S;),Vi
(e.g. considering the repetition of the sequence Wi, , W;, +1,..., W;, after S =
le ey Wil—l)-

[=]. Assume that S is an independent set. Then an st-flow of value |S| in G
may be defined as follows from any infinite sequence of independent sets (S;);c -
starting with S. Consider then the first L sets of the sequence:

stl—>Sg—>53—>...—)SL.

Let ¢’ denote a bijection from S; to S;y; as described in the introduction, for
t=1,...,L —1. Then a maximum flow in Gg is obtained by sending a unit
flow on each of the |S| paths (represented by their set of vertices):

(s, vl v3, ((Tl(’l))); , (Ul(’l)))z N A Caln (O (v))))i 7t) ,vES. O
Theorem 2.2. N(G) = (V,Z) is a matroid.

Proof. Following the proof of Proposition 2.1, one can easily check that if S is
independent, then the same holds for any subset of S. So (V,Z) is an indepen-
dence system. We now prove that the augmentation property holds for (V7).
Let T C V such that |S| < |T) and T € Z.



To do so, we build an auxiliary graph Hg which is obtained from Gg by
adding a vertex s’ and the following set of edges, all having unit capacity:
(s,s") and (s',v}),Vv € T\ S. The number of layers in Hg is L = 1 + (\gl)'

Assume that the minimum cut value in Hg is less than or equal to |S|, and
let C denote such a minimum cut in Hg. If (s,s’) € C, then this would imply the
existence of an st-cut in Gg of size at most |S| —1, a contradiction with S being
independent (see Proposition 2.1). So (s,s’) does not belong to any minimum
cut in Hg. But then, the minimum cut value in Hg is also the same as the one
of Gryg (since by contracting the nodes s and s' in Hg we get Gryg). Since T
is assumed to be independent, then by Proposition 2.1, the minimum cut value
cannot be less than |T'| > |S|, a contradiction.

So there exists in Hg an integral flow of value |S|+1. And by Proposition 2.1,
it follows that S'U {z} is independent with z = {w: f (s',w}) =1,w € T'\ S},
where f denotes a maximum flow in Hg. O

To illustrate the independent sets of the matroid, let us consider the graph
of Figure 2 (left part) where the outdegree of each vertex is equal to 1. We
also show the graphs G2 and G3 obtained from G as follows. The vertices
of G correspond with subsets of vertices of G of size 2. If §' € M(S) with
|S| = |S'] = 2 then G2 contains an edge from S to S’. If the outdegree of
some vertex S (a subset S is identified with the vertex representing it in Ga)
is equal to 0, then all edges going into S are eliminated since going through
S will never help to identify independent sets. This procedure is recursively
repeated to simplify Gg. Observe for example that the set M({1,6}) = 0 and
that is why there is no edge from {5,3} to {1,6} even if {1,6} € M({5,3}).
Independent sets of size 2 are then simply the sets that are not isolated in Gs.
Thus, {3,5}, {2,4} and {1,6} are the only dependent sets of size 2. In fact,
{3,5}, {2,4} and {1,6} are the circuits of N(G) (minimal dependent sets). G3
is constructed in similar way by considering subsets of size 3. One can see here
that there are 8 independent sets of size 3: {1,2,3}, {1,2,5}, {1, 3,4}, {1,4, 5},
{2,3,6}, {2,5,6}, {3,4,6} and {4,5,6}. In fact, each one of these 8 subsets
is a basis (a maximal independent set). This means that if we build G4, we
get a graph with 0 edges (after application of the recursive edge elimination
procedure described above). Observe that there is a loop involving {1, 2,3}
since {1,2,3} € M({1,2,3}). In fact, it is easy to show that for any digraph G
for which the outdegree of each vertex is equal to 1, each connected component
contains exactly one directed cycle whose size is equal to the size of maximal
independent sets inside the connected component. The basis size is just the sum
of cycle sizes through the connected components of the graph. It is also a simple
exercise to show that all circuits are of size 2. A subset S = {v,w} of size 2 is
a circuit if the paths starting from v and w (these paths are unique here since
the outdegree is 1) meet inside the directed cycle. In the example of Figure
2 there is only one connected component and the directed cycle goes through
vertices 1, 2 and 3. The sets {3,5}, {2,4} and {1,6} are obviously circuits.
More generally, to check whether a subset S = {v,w} is a circuit where v and
w belong to the same connected component, one can select any vertex u inside
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Figure 2: A digraph G where the outdegrees are equal to 1, and the corre-
sponding digraphs G2 and G3. For readability, nodes with degree 0 in those two
graphs were removed.

the cycle (for example, vertex 1 in our case) and compute [(v,u) and I(w,u)
respectively denoting the length of the unique path from v to v and from w
to u. Then S = {v,w} is a circuit if and only if v and w belong to the same
connected component and (v, u) = l(w, u)(mod I.) where I. is the length of the
directed cycle contained in the same component as v and w. In the example of
Figure 2, we have I, = 3, [(5,1) = 4 and {(3,1) = 1 implying that {3,5} is a
circuit. The example of graphs where outdegrees are equal to 1 is then easy to
handle: circuits are easy to find and their number is quadratically bounded, the
size of the basis is just the sum of size of directed cycles, and a set is independent
if and only if it does not contain any circuit.

3 Independence oracle

We have seen at the end of Section 2 that one can easily determine whether
a set is independent when outdegrees are equal to 1. In the general case, we
can either use the characterization provided in Proposition 2.1 or try to build
graphs of type Gy as described in Section 2. However, it might seem that we
should assume that |S| is upper bounded by a constant not depending on the
instance to get polynomial-time algorithms (otherwise both the number of layers
in the graph of Figure 1 and the number of vertices in Gy with k& = |S| are not
polynomially bounded). We will nevertheless prove that there is a polynomial-
time independence oracle by showing that the number of layers considered in
the graph G'g can be polynomially bounded. We will first prove the result for
strongly-connected digraphs and then generalize it to all digraphs.

Let us introduce some notation. Consider the standard Boolean operators @
(the "or” operator) and ® (the "and” operator). Given two Boolean matrices A
and B where the number of columns of A and the number of rows of B are both

P
equal to some p, A® B denotes the matrix where (A® B);; = @ a;, ®bi;. The
k=1

k" Boolean power of a square matrix A is then A®F = A%k~ 1A = Ag A®k-1,



If A represents the adjacency matrix of a digraph G, then (A®k)ij = 1 if and
only if there is in G a walk of length k from ¢ to j. Since the number of Boolean
n-square matrices is finite, some cyclicity should be expected when we compute
the powers of the adjacency matrix. This can be precisely stated by considering
the index of imprimitivity (sometimes called the index of cyclicity) defined as
the greatest common divisor of the lengths of all the directed cycles of the given
graph [3]. The index of imprimitivity is obviously less than or equal to n where
n is the number of vertices.

Lemma 3.1. [3] Let G = (V, E) be a strongly connected digraph. Let A be
the adjacency matriz of G, ¢ = ¢(A) > 0 the index of imprimitivity and n the
number of vertices of G, then there exists some number k,, . defined by

(n—12+1 ife=1 (1)

kn,c: 2_1 2
max(n—l,n2 +n——3n—|—2c) ifc>2, (2)
c

such that A®*+e = A®F for all k > ki, ..

Roughly speaking, since ¢ < n, we can say from Lemma 3.1 that for k& above
O(n?), there exists k' < k such that A®% = A®k,

Proposition 3.2. Assume that G is a strongly-connected digraph. Indepen-
dence can be checked in polynomial time.

Proof. Let S be a subset of vertices and consider the graph Gg introduced in
Section 2 and represented in Figure 1. Consider a minimum cut separating s
and ¢. The size of the cut is less than or equal to |S|. Suppose that (vZ,w}, ;)
belongs to such cut. Since all s-t paths going through (vZ,w} 1) necessarily
contain (v}, v?), we can replace (v, w} ;) by (v},v?). An edge of type (s,v7)
can also be replaced by the edge (vi,v%). In other words, we can assume that
the minimum cut contains only edges inside the graphs B?. The edges of the
minimum cut can be numbered e1, es,..., ¢ (with I <|S|). For j =1,...,1, let
i; be the index such that e; € B%.

Among all possible minimum cuts separating s and ¢, consider one minimiz-
ing the largest index of graphs B* containing one edge of the cut. Said another
way, B% contains an edge of the minimum cut (e;) while B does not contain
any such edge for ¢ > 4;, and we consider a minimum cut for which the index %;
is as small as possible.

We may assume that i; < o < ... < 4;,Suppose that for some j we have
e; € BY, eji11 € B+ and ij11 > ij. Observe that the walks between ver-
tices of B% and vertices of B%+! can be seen as walks of length i;,1 — i; in
the original graph G. From Lemma 3.1 (and the remark following it), since we
are minimizing 4;, the gap ;41 — ¢; cannot be above O(n?) due to the cyclic
behaviour of the powers of the adjacency matrix A. We give here a formal proof
of this fact.

Assume for a contradiction that i;4; —i; = k + ¢, for some integer k such
that k > ky,, with ¢ and k,, . as described in Lemma 3.1. Given any edge



e = (v},v?) in B with i > ij11, let ‘e denote the edge (v}_o,v? ) in B¢
1,2

Similarly, given any edge e = (’Ui ,vi) in B with i < L — ¢, let € denote the
edge (vi.,v2..) in B

. L
Claim. The set of edges £ = {el,ez,...,ej,%j+1,<€j+2,...,<€l} defines an
st-cut in Gg.

Proof of the claim. -
Assume for contradiction that £ does not define an st-cut in GGg. Then there
exists some st-path P in G not containing any edge in €. Let (p}, _.,p? _,) de-

note the edge of P contained in B“~¢. Also, let (wzlj , wi) (resp. (z}j+k, z?ﬁ_k))
denote the edge of P in B (resp. B%1F). Assume that ‘e ;; = (Til_j+k7 T1-2_7.+k)-

Then, since %jJr] ¢ P, necessarily z # r. Let Py (resp. P2) denote the part
of the path P from s to wi (resp. from Zil_7+k to p?_,). Since AFte = A
1

(j+1)
any edge in £. Assuming that Ps corresponds to the sequence of edges (f;)icr

there also exists a path @ in Gs from wi to z = z}j+k+c not containing

for some index set I, let Py denote the path corresponding to the sequence of
%
edges (?J E Since P, does not intersect &, Bg does not intersect £. Then,
ie

the concatenation of Py, Q and 32 is a path from s to pi in Gg not containing
any edge in €. Since £ does not contain any edge in B* for ¢ > ¢; and since any
node different from ¢ has outdegree at least one in Gg there must exist a path
from p?l to t in Gg. The concatenation of this path together with Py, @@ and

2 leads to an st-path in Gg not intersecting £, a contradiction with £ being
an st-cut in Gg. This terminates the proof of the claim.

It follows from the last claim that i;41 —%; < kpc+c¢, forall j € {1,2,...,L—1}.
Also, with an argumentation similar to the one used in the proof of the claim
we can easily show that necessarily 7; < k,, . + c.

In the worst case i;+1 —i; = O(n?). Since this holds for any pair of consecu-
tive edges of the cut and also for the first edge (if e; is in B;,, then i; = O(n?)),
we deduce that i, = O(]S| - n?) = O(n?). The number of layers that we should
consider in Gg is then only O(n?) implying the polynomiality of the indepen-
dence oracle. O

To handle the general case of graphs containing several strongly-connected
components, one might try to use a generalization of Lemma 3.1 found in [3].
The index of imprimitivity of general graphs is defined as the least common mul-
tiple of the nonzero imprimitivity indexes of all strongly-connected components
of the graphs. A theorem of [3] states that A®*+¢ = A®F for all k > 2n2 —3n+2.
However, the best upper bounds for the index of imprimitivity ¢ are only of
exponential type for general graphs [4]. Another approach is then needed to
generalize the previous proposition.

We can see from the proof of Proposition 3.2 that given a strongly-connected



digraph G, the number of layers does not need to be more than O(n?). This
is in fact equivalent to say that starting from a dependent set .S, any set of |S]|
walks will necessarily meet in O(n?) steps.

Corollary 3.3. Assume that G is strongly-connected and let S be a dependent
set of N(G). Any set of |S| walks starting at S will necessarily meet after at
most O(n3) steps.

Proof. By Proposition 2.1, since S is assumed to be dependent, the maximum
st-flow value in Gg is at most |S|—1. By the proof of Proposition 3.2, there exists
a minimum cut in Gg that is composed of edges contained in the subgraphs B’
of G with i = O(n3). It follows that for any set of |S| st-paths in G at least
two of them must intersect after at most O(n?®) layers. This is equivalent to
say that at least two of the corresponding walks in G meet after at most O(n?)
steps. O

Another way to rephrase the corollary is to say that there exists a constant C'
such that for any strongly-connected digraph G = (V, E), for any set of vertices
S C V that is dependent in N(G), and for any set of |S| walks starting at
S, there are at least two walks that contain the same vertex at some position
k < Cn? (i.e., they meet).

Assume that G has r strongly-connected components Hy, Hs,..,H,. Let
S C V be a subset of vertices of G. Let S7 C S be the set of vertices of S
belonging to the strongly-connected component H;.

Lemma 3.4. If S is dependent in N(G), then there exists at least one compo-
nent H; such that S7 = SNV (H;) is dependent in N(H,).

Proof. 1f S7 is independent, then one can build |S7| walks inside H; starting
from S7 that never meet (in the sense introduced in Section 1). If all S7 are inde-
pendent, then we can build no-meeting |S| walks starting from .S, contradicting
the dependency of S. O

Theorem 3.5. Let G be any digraph. Independence can be checked in polyno-
mial time.

Proof. Let S = {vl,vg, e ,’U|S|} be any dependent set. Consider a longest
sequence S = S; — S, — S3 — ... — S starting from S such that S;4; €
M(S;). We obviously have M(Sy) = 0 and S; # S; for any ¢ < j. Also,

to the sequence (Si){“:l we can associate a set of |S| walks (Pq)‘s‘ with P9

q=1
corresponding to the sequence of vertices (wf)X ; such that w{ = v, and w{ is
the vertex appearing in position i for ¢ = 1,..., L in the walk P49.
Assume that G has r strongly connected components Hy, ..., H,. Since the

graph G’ obtained by shrinking these strongly-connected components does not
contain directed cycles, once a walk P? leaves a component H, it can never go
back to it. This implies that the number of indices i for which w! and w{ ; do
not belong to the same component is at most » — 1. Consequently, there are at
most (r — 1) - |S| = O(n?) indices i among {1,..., L} for which there exists at



least one walk P? moving from one component to another one.

Let us consider two indices a and b for which such moves occur and such that
there are no moves between a and b. In other words, for each ¢ € {1,...,]S|}
and each index i € {a+1,...,b—1}, w! and w! ; belong to the same component

while there exists at least one index ¢’ (resp. ¢”) such that wg, and wz/_l (resp.

wZ” and wgil) are not in the same component.
Let S =S, N H;. From Lemma 3.4, we know that there is at least one index
j€{1,2,...,r} such that SZ is dependent in N(ij). Then, from Corollary 3.3,
we necessarily have b — a = O(n?).

We consequently have L = O(n?-n?) = O(n®). This means that the number
of layers in the graph Gs does not need to be more than O(n?). O

4 Basis size

The size of a basis can obviously be computed using the independence oracle
described in Section 3. A more efficient algorithm is described in this section.

Following [5], a cycle subdigraph is defined as a collection of vertex-disjoint
directed cycles {C1,...,Ct} of G = (V, E), such that V(C;) CV and V(C;) N
V(C;) =0 for every i,j = 1,.., k. Notice that a cycle subdigraph does not need
to span all graph vertices. The size of the cycle subdigraph is the number of
edges contained in the cycles of the collection.

Let d*(v) (resp. d~(v)) denote the number of edges leaving (resp. entering)
v. Let us first recall this well-known decomposition result of k-regular digraphs
(a digraph where d*(v) = d~(v) = k for any v € V). Notice that loops and
parallel edges are allowed. The proof is given for sake of completeness.

Lemma 4.1. The set of edges of every k-regular digraph G = (V,E) can be
partitioned into the edge sets of k cycle subdigraphs of G.

Proof. Build a bipartite graph B by replacing each vertex v € V' by two vertices
v and v” and adding edge (v',w”) whenever (v,w) € E. This bipartite graph
is k-regular. From Koénig-Hall Theorem, B contains a perfect matching. Then
by deleting the edges of the perfect matching we get another regular bipartite
graph for which we can apply the same decomposition result. This leads to a
decomposition of the set of edges of B into k edge-disjoint perfect matchings.
Each perfect matching of B is obviously equivalent to a cycle subdigraph of
G. O

Lemma 4.2. Let G = (V, E) be a digraph such that d*(v) = d~ (v) < for any
E

v € V. Then there is a cycle subdigraph of G containing at least [u—‘ edges

of G.

Proof. 1t is possible to build a d-regular digraph G’ from G, by simply adding
enough loops. From Lemma 4.1, the edges of G’ can be partitioned into the edge
sets of 0 cycle subdigraphs (of G’). Among these cycle subdigraphs, there must
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Figure 3: A digraph G = (V, A), and the corresponding digraph G7

E
be one using at least [%l—‘ edges of G. Notice this cycle subdigraph might
contain some of the loops that have been added. However, by deleting the loops
we still get a cycle subdigraph of G and the number of edges inside G does not
change since the deleted edges were not in G. O

Theorem 4.3. Let G = (V, E) be a digraph. The size of a basis of N(G) (i.e.,
rank(V')) is equal to the size of the largest cycle subdigraph of G.

Proof. 1t is straightforward to verify that the set of vertices of a cycle subdigraph
X is an independent set since V(X) € M(V(X)).

Let S be an independent set. Let S; = S, So,..., S;,...be an infinite se-
quence of independent sets such that S;; € M(S;). Since the number of subsets
of size |S| is limited, this sequence contains at least one cyclic subsequence, say
Sigs Sig+1s - - ig+e—1, Sig+e = Sig-

Let o' be the bijection from S; to S;11. Remember that for each v € 5;,
o'(v) € Siy1 and (v, 0% (v)) € E.

Consider the digraph F' having as vertex set S;, U...US;,+.—1 and as edge
set all the edges of G related to bijections o® (for ig < i <ig+c—1). An edge
that appears in p bijections has p parallel copies in F'. Observe that F' contains
|S] - ¢ edges. Moreover, for each vertex v € V(F), we have dt(v) = d~(v) and
both are equal to the number of subsets S;,,...,Si,+c—1 containing v. This
immediately implies that d*(v) = d~(v) < c¢. Therefore by Lemma 4.2, F
contains a cycle subdigraph X’ such that |V (X’)| > % Notice that a cycle
subdigraph of F is also a cycle subdigraph of G (even if F' can contain different
copies of the same edge, a cycle subdigraph cannot contain more than a copy
of any edge). O

Computing a largest cycle subdigraph is a well-know problem that can be
solved, for example, by computing a maximum weight perfect matching in a
bipartite graph whose complexity is O(n?) [5]

To illustrate the results above, we consider a directed graph having 8 vertices
and 12 edges (Figure 3). The set of bases of N(G) contains {1,2,3,4,5,7,8},
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{1,2,3,5,6,7,8} and {1,3,4,5,6,7,8}. We also show the graph G (obtained as
described at Section 2). Observe that there is a loop around the set {1, 2,3, 5,6, 7,8}
which corresponds to the vertex set of a cycle subdigraph. N(G) has here only
one circuit given by the set {2,4,6}.

5 Mixed-graph orientation for no-meet

Given an undirected graph H, one might be interested in orienting the graph
to get a directed graph H such that the size of the basis of N(H) is maximized.
This problem is easy to solve since it can be seen as a maximum-weight 2-factor
problem (by adding 0-weight loops to H) and transformed into a maximum
matching using the construction of Tutte [6]. Then we only have to orient the
edges of the undirected cycles to get a cycle subdigraph.

A less trivial problem is to orient the edges of some mixed graph such that
some given subset S is independent in the corresponding no-meet matroid. More
formally, let H = (V, ﬁ, U) be a mixed graph where ﬁ is a set of directed edges
while U is a set of undirected edges. Given a subset of vertices S C V', we would
like to check whether it is possible to orient the undirected edges U such that .S is
independent in N (H) where H is the obtained directed graph H = (V, Eu ﬁ)
Let us call this problem, the no-meet mized graph orientation problem.

Theorem 5.1. Deciding whether there is an orientation of the undirected edges
of a mized graph such that a given subset S is independent in the related no-meet
matroid is NP-complete.

Proof. The decision problem is clearly in NP: given any orientation, it is possible
to check independence in polynomial time using the algorithm of Section 3.

A reduction from 3-SAT is proposed here. Let us consider a 3-SAT formula
that is a conjunction of m clauses C1, ..., C,, where each C; is a disjunction of
at most 3 variables among r Boolean variables x1,..,x,.. A mixed graph H is
built as follows. For each variable x;, 4 vertices u;, v;, w; and z; are considered.
An undirected edge u;v; has to be oriented: if it is oriented from u; to v;, then x;
receives the value true, otherwise z; is false. As shown in Figure 4, H contains
the directed edges (u;, w;) and (v;, z;). We add for each clause C; two vertices
s; and t;. Assume that clause C; contains the variable z; in positive form
(Cj = z;V...) while Cj contains z; in negative form (Cy = Z;V...). Then s; is
connected to u; through a path of length a; where a; is a number that will be
determined later. Two vertices f;; and g;; are also considered. f;; is connected
to w; through a path of length 1+a,; and a directed edge (w;, g;;) is added. The
graph H contains also an edge directed from z; to t;. Loops around t; and g;;
are also considered. Since clause C contains Z;, the vertices and edges relating
C and x; are symmetric to those defined for Cj: there is a path of length ay,
from sy, to v;, a path of length 1+ ay, connecting fx ; to z;, an edge (2;, gr,;) and
an edge (w;, tx). The numbers a; are chosen such that a; # a;, and a; # ag + 1
for any pair of clauses C; and C. We can, for example, take a; = j. Observe
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Figure 4: Gadget of the reduction from 3-SAT to the no-meet mixed graph
orientation problem. Note that the nodes s;, t;, s, and t; are attached to two
other such gadgets corresponding to their two other respective literals. Similarly,
the nodes u; and v; are connected to other nodes s; for each clause containing
respectively z; and Z;.

that the number of vertices of H is at most 47 +2m+33_"" | (2a; +1) = O(m?)
implying the polynomiality of the construction. _

Let 8 = Ujz {s; ) UUSZ Tmd fi = 20 € CiY UULZ i = @i € O} Let
us show that there is an orientation of the undirected edges w;v; of the mixed
graph H such that S is independent, if and only if, the 3-SAT formula can be
satisfied.

Let us assume that the 3-SAT formula is satisfiable and consider a truth
assignment satisfying it. As mentioned above, if the value of x; is true, then
edge w;v; is oriented from wu; to v;, otherwise it it oriented in the opposite
direction. Let us build |S| walks starting from S. First of all, for every j and
every ¢ such that z; € C; (resp. Z; € C;) we can construct walks from f;; going
through w; (resp. z;), ending at g;; and staying there forever (there is a loop in
gj,i)- Since the 3-SAT formula is satisfied, there must exist for each clause C; a
literal such that either x; € C; and w; is true or z; € C; and =z; is false. In the
first case, we consider the walk starting at s;, going through u;, v;, 2;, t; and
staying forever in t; (there is a loop in ¢;). In the second case, when x; appears
in negative form in a C; and z; is false, then one can build a walk starting at
55, going through v;, u;, w;, t; and staying there forever. These two families
of walks do not meet (in the sense defined in this paper) the walks starting in
fj,i- Observe that when j # k the two walks starting from s; and s, do not
meet since a; # ag. Observe also that if the walk starting at s; contains (u;, v;),
then it goes through z;, but the walk starting from fy ; goes also through z; (if
C contains Z;). However, since a; # 1+ ay, these walks do not reach z; in
the same time. Similarly, if the walk starting at s; contains (v;, u;), it will not
meet the walk starting from f;; (in w;). The |S| walks built in this way do
not meet showing that S is independent in the matroid related to the directed
graph obtained by orienting the edge u;v; according to the truth values.
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Let us now assume that there is an orientation such that S is independent
in the related no-meet matroid. There is a walk starting from each vertex of S
and these |S| walks do not meet. Observe that, by construction, if x; appears
in positive (resp. negative) form in C;, then the walk starting at s; cannot go
through edge (u;, w;) (resp. (vy, 2;)), otherwise it will meet at w; (resp. z;) with
the walk starting at f;;. Therefore, either the walk starting from s; uses an
edge (u;,v;) and x; € Cj, or it uses an edge (vi,u;) and T; € C;. It follows that
the orientation defines a satisfying truth assignment. O

A natural extension of the independence problem considered in Theorem 5.1
is to find an edge orientation maximizing the rank of a given subset S C V.
Remember that the rank of set is the size of the largest independent subset
contained in the set. Let us use r**(S) to denote such maximum rank (there
exists an orientation such that 77%(S) = rank(S) in N(H) where H is the
directed graph obtained after the orientation of H).

To study the complexity of computing r}**(.S), we are going to use the PCP
theorem [7]. Given a 3-SAT formula ¢, let val(¢) be the maximum number of
clauses that can be satisfied. The PCP theorem states that there is a constant
0 < p < 1 such that for any language L. € NP, there is a mapping f from
NP to 3-SAT instances, computable in polynomial time, such that y € L =
val(f(y)) = m while y ¢ L = wal(f(y)) < pm where m is the number of
clauses of f(y). Roughly speaking, it is NP-hard to distinguish between 3-SAT
instances that can be satisfied and those for which it is not possible to satisfy a

proportion p of its clauses.

Theorem 5.2. There is a constant 0 < o < 1 such that it is NP-hard to
approzimate ri** (S) within a ratio o.

Proof. Let us consider again the reduction used in the proof of Theorem 5.1.
We consider a 3-SAT formula ¢, build the corresponding mixed graph, and take
S = Ui (s} UUZy m s s € Gy UUTZY 7 i s @ € Oy

Since each clause contains either 1, 2 or 3 literals, |S| = m + m’ where
m <m’ < 3m.

Is is also easy to check from the proof of Theorem 5.1 that given any ori-
entation and the corresponding truth assignment, rank(S) is equal to m’ plus
the number of clauses that are satisfied. Indeed, if S’ C S is a maximum inde-
pendent set (so |S’| = rank(S)), then for each clause C; that is not satisfied,
we can assume that s; ¢ S’ (since otherwise, there is some f;; that is not in
S’, and S’ can be modified by inserting f;; and deleting s; from it, leading to
another independent set having the same size). In other words, S’ contains all
fi; vertices in addition to s; vertices corresponding to the satisfied clauses. As
a consequence, we can write that r7**(S) = val(¢) +m/.

Let us now assume that we have a polynomial-time a-approximation algo-
rithm for the rank-maximization problem, where « is some positive constant
0 < a < 1. Let #(S) be the value provided by the approximation algorithm.
Then we have r}**(S) > 7(S) > arf**(S).
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If #(S) > m/ 4+ mp, then 1% (S) > m' +mp. Using r#°*(S) = val(¢) +m/,
we get that val(¢) > mp.
On the other hand, if 7(S) < m'+mp, we can deduce that arf}*(S) < m'+mp

leading to r**(S) < W. Let us take a = %. Observe that a > ’Z;t’fnp
for any value of m' such that m < m’ < 3m. This immediately implies that
rer(S) < m’ +m which is equivalent to val(¢) < m.

Consequently, an a-approximation algorithm (with a = 3#) allows to dis-
tinguish between 3-SAT instances that can be fully satisfied and those for which
the proportion of satisfied clauses is less than p. We know from PCP theorem

that this is NP-hard, showing the difficulty of the approximation within «. [

The NP-hardness results holds for general subsets S. In fact, we can see in
the reduction above that the sets S considered there are of arbitrary large size.
One can wonder whether computing r77%*(S) is still NP-hard even if the size of
S is bounded by some constant. We answer this question when |S| = 1.

Proposition 5.3. r}**(S) can be computed in polynomial time when |S| = 1.

Proof. Let H = (V, ﬁ, U) be the mixed graph and let S = {s} C V. Let G be
the digraph G = (V, Eu U’) where each undirected edge e = uv € U is replaced
in U’ by two directed edges (u,v) and (v,u). Let W be the set of vertices that
can be reached from s in G. For each vertex u € W, we check in polynomial
time whether u belongs to a directed cycle of G. One can proceed as follows: for
each directed edge (u,v) € E UU’, we delete (u,v) and we check the existence

of a path from v to u in G. Notice that if (u,v) € U"\ E and (v,u) ¢ ﬁ, we
also delete (v,u) from G when we are looking for a path from v to u (this is
to avoid cycles containing only the two edges (u,v) and (v, u); observe however
that such a cycle is accepted if either (u,v) or (v,u) belongs to E).

Assume that there exists at least one vertex u € W belonging to a directed
cycle C of G as defined above. Since u € W, there exists a path P in G joining
s to u. Let u’ be the first common vertex of C and P and let P’ be the subpath
of P connecting s to u'. Since P’ and C' do not have common edges, each edge
ab € U such that (a,b) € P’ UC can be oriented from a to b. This means
that there exists an orientation allowing the existence of an infinitely long walk
starting at s. In other words, r7**(S) = 1.

It is also obvious that if all vertices of W do not belong to any directed cycle
in G, then S = {s} cannot be independent, implying that r7%*(S) = 0. O

Another natural extension is to find an edge orientation minimizing the rank
of a given subset S C V. Let 7" (S) denote such minimum rank.

Theorem 5.4. Computing r'#"(S) is NP-hard.

Proof. We use again the reduction of Theorem 5.1. As observed in the proof
of Theorem 5.2, given any orientation and the corresponding truth assignment,
rank(S) is equal to m’ plus the number of clauses that are satisfied. It is
then clear that minimizing rank(S) is equivalent to minimizing the number
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of satisfied clauses. The NP-hardness of Min 3-SAT [8] implies the wanted
result. O

One can similarly study the complexity of computing r%#"(S) when |S| = 1.

Proposition 5.5. 2" (S) can be computed in polynomial time when |S| = 1.

Proof. Let H = (V, B, U) be the mixed graph and let S = {s} C V. Let W C V

be the set of vertices that can be reached from s in the digraph G = (V, E)
(i.e., there is at least one directed path from s to each vertex of W). Let GV
be the subgraph of G induced by W: GW = (W, EW) where EW C E is the
set of directed edges whose two extremities are in W. If G contains a directed
cycle, then there is already a walk starting at s and reaching a directed cycle.
This clearly implies that the rank of {s} is equal to 1, and this rank does not
depend on the orientation of the undirected edges. Consequently, 77" (S) = 1.

Let us now assume that G" does not contain any directed cycle. Consider
then a topological ordering of the vertices of GW: wy,. .. ,w;. Notice that w; = s
since every vertex of W can be reached from s and G" is acyclic. Let us orient
the edges of U as follows. If e = w;w; with j > ¢, then e is oriented from w; to
w;. Moreover, if e = wv with v € W and v € V'\ W, then orient e from v to u.
Finally, if both extremities of an undirected edge e are in V'\ W, then orient e in
arbitrary way. One can easily see that in the obtained oriented graph H, there
is no any path starting from s that can reach any directed cycle. This clearly
implies that there is an orientation such that S = {s} is dependent, implying
that r7(S) = 0. O

6 Connections with other matroids

We provide here some connections with some well-known matroids. Let us start
with transversal matroids. A transversal matroid whose ground set is V' can be
defined through a bipartite graph (V UU, E). A subset I C V is independent if
it can be matched with a subset of U. Our first result states that the class of
transversal matroids is included in the class of no-meet matroids.

Theorem 6.1. Fach transversal matroid is a no-meet matroid.

Proof. Consider a transversal matroid M defined as recalled above. Consider
a basis B of M where B = {vy,vs,...,0,} CV = {v1,v2,...,v,} and r is the
rank of M. A well-known result of [9] states that we can assume that |U| = r
(see, e.g., Theorem 22.5 of [10]). Assume then that v; is matched with u; for
1< <r.

Let us build a digraph G = (V, E) as follows. For each vertex v € V| E
contains an edge (v,v;), if and only if, v and u; are adjacent in the bipartite
graph related to M. Observe that F contains a loop (v;,v;) for each v; € B (i.e.,
for 1 < i <r). We are going to show that M = N(G). Observe that the rank
of N(G) is also r. Consider any basis {vs,,...,0s,} of M and assume that v,
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Figure 5: A laminar matroid that is not a no-meet (left); a no-meet matroid
that is not transversal (right)

is matched with u; for 1 <¢ <r. Then G contains an edge from v,, to v;, and
since there is a loop around each v; for 1 < i < r, we get that {vy,,...,v5, }isa
basis of N(G). Conversely, assume that {v,,, ..., v, } is a basis of N(G). Then
{v1,...,v.} is a successor of {vy,,...,0s.} (as defined in Section 1). We can
then assume that F contains an edge (v,,,v;) for 1 <4 < r. This implies that
each vertex v,, is adjacent to u; in the bipartite graph. The set {vg,,..., Vs, }
is consequently a basis of the transversal matroid M. The matroids M and
N(G) have then the same ground set and the same set of bases. They are hence
equal. O

We prove now that the inclusion in Theorem 6.1 is strict.
Proposition 6.2. There is a no-meet matroid that is not transversal.

Proof. Consider the no-meet matroid whose underlying digraph is represented
on the right part of Figure 5. Assume for contradiction that this matroid is
transversal. Then its restriction to {a,b,c,d, e, f} would be transversal (since
the class of transversal matroids is restriction-closed). Observe that the matroid
obtained through this restriction is exactly the graphic matroid shown on the
left part of Figure 5. This matroid is however known to be non-transversal (see,
e.g., Example 1.6.3 of [11]). O

A laminar matroid (see, e.g., [12]) is defined through a laminar family F,
i.e., a collection of subsets of a set E such that, for any two intersecting sets,
one is contained in the other. For a capacity function c on F, a set I C E is
independent if [I N F| < ¢(F) for all F € F.

Next proposition states that the set of no-meet matroids is not included in
the set of laminar matroids.

Proposition 6.3. There is a no-meet matroid that is not laminar.

Proof. Consider the no-meet matroid related to the digraph represented on the
right part of Figure 6. It is in fact equal to the graphic matroid represented
on the left part of Figure 6. Observe that {a,d, e} and {a,b, c} are two circuits
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d €

Figure 6: A no-meet matroid that is not laminar

of this matroid having a non-empty intersection. By a theorem of [12], two
intersecting circuits C7 and C5 of a laminar matroid necessarily satisfy the
following: the closure of C is either contained in or containing the closure of
Cy. Observe that the two circuits {a,d, e} and {a,b, c} are closed (flat). They
clearly do not satisfy the condition above, implying that the matroid is not
laminar. O

We also show that the set of laminar matroids is not a subset of no-meet
matroids. We will use 1 (a) to denote the set edges going out of a vertex a.

Proposition 6.4. There is a laminar matroid that is not a no-meet matroid.

Proof. Let us consider the graph of Figure 5 (left part). The graphic ma-
troid related to this graph is laminar. Any independent set I should satisfy
[IN{a, b} <1, [In{e,d}| <1, [INn{e, f}| <1and [IN{a,b,cde, f} <2
Suppose for contradiction that this laminar matroid is a no-meet matroid N(G)
where G = (V, E) is a digraph with V = {a,b,¢,d, e, f}. Since the rank of the
matroid is equal to 2, G contains a cycle subdigraph of size 2 (Section 4). More-
over, N(G) does not contain any circuit of size 1 (a loop in the matroid sense)
implying that the outdegree of each vertex in G is at least 1. Let us consider
all possible alternatives.

Case 1. Assume that G does not contain loops. Then G contains one cycle of
size 2. For symmetry reasons, we can assume that F contains (a,c) and (c,a).
Observe that if there is another edge in 67 (a) (say (a,z) for some = ¢ {a,c}),
and since the outdegree of all vertices is at least 1, then G contains also the
edge (z,a) (otherwise, we get a cycle subdigraph of size strictly larger than 2).
The same conclusion holds for ¢. Observe however that if G simultaneously
contains (a, z), (z,a), (¢,y) and (y, ¢) for some y ¢ {a,c}, then G contains two
disjoint cycles of size 2 (or a cycle of size 3, when z = y) contradicting the rank
condition. We can then assume that the outdegree of ¢ is exactly 1 (i.e., the
only edge of 6% (c) is (¢,a)). This implies that any walk starting at ¢ should
necessarily contain a in the second step. Observe that G does not contain the
edge (e, f) (resp. (f,e)), for otherwise this edge, in combination with a path
from f (resp. e) to {a,c}, would imply the independence of {e, f}. Moreover,
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{e, c} is a basis of N(G). Then G necessarily contains edges of type (e, x) where
x € {c,d}, since otherwise a walk starting at e and a walk starting at ¢ will
either meet at a or move to two new positions {a, b} (if (e,b) € E). Since {a, b}
is a circuit, we get a contradiction with the independence of {e, c}. The same
can also be deduced for f. Hence, we know that E contains at least an edge
of type (e,x) for some z € {c,d} and at least an edge of type (f,z) for some
z € {¢,d}. Suppose now that E contains also an edge of type (e,y) where
y € {a,b} (resp. (f,w) where w € {a,b}). Then starting at {e, f} we can move
to {y,z} where y € {a,b} and z € {¢,d} (resp. to {z,w} where z € {c,d} and
w € {a,b}). This leads to the erroneous conclusion that the circuit {e, f} has a
basis {y, z} (resp. {z,w}) among its successors. We can therefore say that all
edges of 6T (e) (resp. d1(f)) are of type (e,z) (resp. (f,z)) where z € {c,d}.
This holds if the outdegree of ¢ is exactly 1. Similarly, if we also assume that the
outdegree of a is exactly 1, we get that the edges of 67 (e) and 6 (f) necessarily
have an extremity in {a,b}. This leads again to contradiction with the previous
conclusion. We can then assume that the outdegree of a is strictly larger than 1.
As said in the beginning of the proof, E contains (a,z) and also (z,a). Observe
now that z ¢ {a,c,e, f} (using what we know about the edges of §*(e) and
3FT(f)). Then, x = d and the outdegree of a is exactly equal to 2. This implies
that any walk starting at a will either move to ¢ or to d. Now using the fact that
the edges of 5% (e) have their terminal extremity in {c, d}, we get that any pair
of walks starting at {a, e} will either meet at ¢, or d, or move to {c¢,d} leading
to another contradiction (since {c,d} is a circuit and {a, e} is a basis).

Case 2. Assume that G contains a cyle of length 2 in addition to at least
one loop. Without generality loss, assume that E contains (a,c) and (c,a).
Loops should be around either a or ¢ (otherwise, we get cycle subdigraph whose
size is at least 3). Assume then that G contains at least the loop (¢, c¢). Let
(d,x) € E be any edge. Observe that whatever z is, either {z,a} or {z,c} is a
basis. Hence, the circuit {d, c} has as least one successor that is a basis. This
is of course impossible.

Case 3. Assume now that G does not contain cycles of size 2. Then G con-
tains exactly two loops (z, ) and (y,y). Notice that {z,y} should be a basis.
Without loss of generality we can assume that = a and y = ¢. Since {b} is
independent in N(G), there should be at least a path from b to either a or c.
Assume that there is a path P from b to ¢. If P does not go through a, then
one can build a walk starting at a and staying there and a walk starting at b,
moving to ¢ through P and then staying at c¢. This contradicts the fact that
{a,b} is a circuit of the matroid. Assume now that P goes through a. Hence
P contains a subpath P; connecting b to a and a subpath P, connecting a to c.
One can again build a walk starting at b, going through P; and then staying at
a, and a walk starting at a staying there until the first walk reaches a and then
going through P, and staying at ¢. This contradicts again the fact that {a,b}
is a circuit. Consequently, G contains a path ) connecting b to a and there
are no paths connecting b to c. Notice that this implies that there are no paths
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connecting a to c. Similarly, there is a path @’ connecting d to ¢ and there
are no paths connecting d to a. Observe that ) and Q' are necessarily disjoint
and there is no path from any vertex of @ to any vertex of @’ and vice-versa.
Observe that QU Q' contains at least {a, b, ¢, d}. Notice that the outdegree of a
is equal to 1 since any infinite walk starting at a and leaving a can not reach @’
so it should go back to a which is not possible due to lack of cycles and loops.
The same holds for c.

Assume that E contains an edge of type (e, z) where x belongs to @) and an edge
of type (f,y) where y belongs to Q'. Then one can obviously build two disjoint
walks starting at e and f contradicting the circuit status of {e, f}. We can then
assume without generality loss that all edges of type (e, z) satisfy z € V(Q)
while all edges of type (f,y) satisfy y € V(Q) U {e}. Observe that any infi-
nite walk starting at e should reach a and stay there implying that {e,a} is
dependent which is again not possible. O

Let us now recall the definition of gammoid. A gammoid is defined using
a directed graph G = (V| E), a subset of sources S C V and a subset of sinks
T C V. The ground set of the gammoid is S and a subset I C S is independent
if I can be linked to |I| vertices of T through vertex-disjoint paths. The class
of gammoids is minor-closed and dual-closed. It contains laminar matroids and
transversal matroids. When there is no restriction related to S (i.e., S = V),
we get the subclass of strict gammoids [7, 10].

Proposition 6.5. Fach no-meet matroid is a gammoid.

Proof. Consider the multi-layered graph of Figure 1. The graph can be slightly
modified by merging vertices v} and v? and eliminating the source s and the
sink t. Consider then the gammoid defined using this graph where the set of
sources S is the set of vertices of the first layer (B!) while the set of sinks is the
set of vertices of the last layer (B%). There is here a one-to-one correspondence
between independent sets of this gammoid and independent sets of N(G). O

Notice that Proposition 6.5 gives a more direct proof of the fact that no-
meets are matroids. Let us now focus on the connection with strict gammoids.

Proposition 6.6. There is a no-meet matroid that is not a strict gammoid.

Proof. An example given in [11] (Fig 2.18) shows that there is a transversal
matroid that is not a strict gammoid. The example is in fact the dual of the
laminar (and graphic) matroid given in Figure 5. Since each transversal matroid
is a no-meet, we have a no-meet that is not a strict gammoid. O

Proposition 6.7. There is a strict gammoid that is not a no-meet matroid.

Proof. Consider again the graphic matroid of Figure 5. We already proved in
Proposition 6.4 that this matroid is not a no-meet matroid. On the other hand,
it is already proved in [11] (Fig 2.18) that this matroid is a strict gammoid. O

Let us finally consider the minors of no-meet matroids:
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Transversal | No-meet

Gammoid =
no-meet minor

Figure 7: Connections of no-meet with other matroid classes

Proposition 6.8. The class of no-meet minors is exactly the class of gammoids.

Proof. Gammoids are known to be exactly the contractions of transversal ma-
troids (see, e.g., [10], Corollary 39.5a). Combining with Theorem 6.1, we get
that gammoids are minors of no-meet matroids. Moreover, since no-meet ma-
troids are gammoids (Proposition 6.5), their minors are also minors of gam-
moids. Using that the class of gammoids is minor-closed, we deduce that all
no-meet minors are gammoids. Combination of the two inclusions proves the
wanted result. O

Figure 7 summarizes the main connections presented in this section. Ob-
serve that the class of partition matroids is a subset of all mentioned classes
of matroids. We could also add that no-meet matroids can be connected or
disconnected. It is also easy to see that the direct sum of two no-meet matroids
is a no-meet matroid (see [11] for definitions). Since no-meet matroids are gam-

moids, they are representable over all fields, except for a finite number of finite
fields [13, 14].

7 Extensions and related applications

7.1 A no-meet edge version

One can naturally consider the variant where some vehicles placed on the graph
nodes should move without having more than one robot/vehicle on the same
edge. Notice that many vehicles can potentially be on the same node. This edge
version can be easily transformed into the no-meet problem (the vertex version)
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by considering the line digraph L(G). Recall that given a digraph G = (V, E),
the line digraph of G has E as vertex set and an edge from e; = (i1,71) € F to
es = (i2,j2) € F if and only if j; = i5. Note that vertex-disjoint cycles in L(G)
correspond to edge-disjoint cycles in G. Consequently, the maximum number
of walks that never meet in edges (or the maximum number of vehicles that we
can place on the graph nodes) is equal to the size of the largest cycle subdigraph
of L(G).

We can also define a no-meet edge matroid denoted by Ne(G). Given a
digraph G = (V, E), let Ne(G) = (E,J) where a subset F' C F belongs to J
if and only if {v.,e € F'} is independent in N(L(G)) where v, is the vertex of
L(G) corresponding to the edge e € E.

Let us focus on the specific problem where we consider a set of vertices S C V
and a number n; of vehicles placed in each vertex of i € S. We would like to know
whether it is possible for these vehicles to move forever without meeting in edges.
Remember that each edge (i, j) € F is represented by a vertex v(; ;) € V(L(G)).
The problem above is equivalent to check whether there is a set S’ C V(L(G))
that is independent in N (L(G)) such that [{v; ;) € S": (i,7) € E(G)}| = n; for
each ¢ € S. One way to answer this question is to create a graph G’ obtained
from the line graph L(G) by adding n; copies of each vertex ¢ € S and adding
edges from each copy of i to all vertices of type v(; ;). The vehicles starting
at S (n; vehicles at each vertex ¢ € S) can move forever without meeting in
edges, if and only if, the subset S” containing the n; copies of each vertex i
of S is independent in N(G%). Notice that G and L(G) have the same cycle
subdigraphs since the vertices of S” do not belong to cycles. Checking the
independence of S” can be done in polynomial time using the techniques of
Section 3.

7.2 A capacitated version and related applications

A slightly more general version of the no-meet problem is obtained by consid-
ering limited meeting capacities for vertices. Say that each vertex v € V has
a capacity ¢,. Then we require the number of vehicles traversing vertex v at
the same time to be less than or equal to ¢,. Capacities are naturally assumed
to be positive integer numbers. One can define an extended graph G’ where ¢,
copies of each vertex v € V are considered and an edge from each copy of v to
each copy of w is added whenever (v,w) € E(G). By considering the matroid
N(G"), we get the wanted information about the acceptable starting positions
with the number of vehicles at each position.

More generally, in addition to vertex meeting capacities, we can also consider
edge meeting capacities ¢, (the number of walks using edge e in the same time
cannot be above c¢.). We can also consider a specific length of the walks (L is
equal to some fixed constant). This situation can still be easily modeled using
a multi-layer graph that is similar to the graph Gg of Figure 1. We update
the capacity of edges inside the graphs B® (¢, for edge (v}, v?)) and edges from
Bt to B! (c, for edge (v, w}, ;) where e = (v,w)). We might also consider
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lower bounds for the flow on edges of type (v},v?) and edges of type (vZ, w}+1).
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Vertex s can be connected to all vertices v{ of Bl. The capacity of the edges
originating from s might be chosen depending on specific constraints related to
the number of walks (vehicles) that can start at some vertex. The capacity of
edges terminating at ¢ are also updated in the same way. Any integer flow from
s to t can be decomposed into walks satisfying the requirements.

A straightforward application of the model might be the following coordi-
nated multi-bus routing. Given a set of routes, crossroads and depots, and k
buses, we would like to design the itinerary of each bus such that, at each time
slot and each route, the number of buses going through the route is higher than
some lower bound (potentially depending on the time slot and the route) and
lower than some upper bound (some kind of meeting capacity). Some limits
are also considered for crossroads and depots. Buses should start at time slot
1 and stop at time slot L. Loops might also exist to model the fact that a bus
might stay for sometime at some points (important bus stations, depots, etc.).
If some routes need more time to be travelled, one can replace some edges by
a sequence of consecutive edges. Weights can also be integrated to model some
travelling cost. This coordinated multi-bus routing problem can then be solved
by considering a minimum-cost flow problem where the flow value is fixed to k
(the number of buses). The problem falls in the framework of vehicle routing
problems (see, e.g., [15]). It can also be seen as a variant of the multiple chi-
nese postman problem for which several integer programming formulations are
generally proposed to integrate more specific constraints (see, e.g., [16] and the
references therein).

7.3 Automata and FSMs related applications

Finite State Machines (FSMs) and Automata are widely used in modeling dis-
crete event systems and in fact, allow to simulate the behavior of a system that
moves from one state to another when an input is applied or an action is taken.
FSMs are sometimes referred to as automata with outputs as an applied input
at a current state requires an output to be produced. A transition diagram of
an automaton is then represented by a graph where each state is represented
by a vertex and each edge is labelled by an input ¢; while in FSMs, an edge is
labelled by an input/output pair i/o.

State identification of FSMs generally concerns the following problem: given
an FSM, one should derive an input sequence o = iy,...,7 such that af-
ter its application and the observation of the output response (FSM reaction)
B = o01,...,0r the initial or the final/current FSM state can be uniquely iden-
tified (see, for example, [17, 18, 19] for more details). In automata, no output
responses are considered, and thus their state identification focuses on the final
state, namely an input sequence o = 1i1,...,%; should be derived, such that
its application brings the automaton to a unique final state; this sequence is
referred to as a synchronizing sequence.

We are then interested in checking the existence and deriving synchronizing
sequences for finite automata and so called distinguishing sequences for FSMs.
Note that even if the derivation of such sequences is well studied, the problem
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remains of the interest of the community as the existence check of a distinguish-
ing sequence is PSPACE-complete [18], even for deterministic FSMs; derivation
of a shortest synchronizing sequence is NP-hard [19].

Since the observations can be highly corrupted, one might look for a robust
distinguishing sequence that leads to sufficiently different observations. Assum-
ing that S is the set of possible initial states and h is some chosen thresh-
old, we refer to an input sequence « as an h-robust distinguishing sequence, if
Vs1, 82 € S, d(out(s1, @), out(s2, a)) > h where out(s, a) is the observed output
sequence when we start at s and d is the Hamming distance (the number of
different components between two sequences).

Consider the matroid N(G) where G is the graph related to the FSM. If S
is dependent, then any set of |S| walks starting at S will meet after at most
O(n®) steps. This means that there exists at least two states s; and sy such
that d(out(sy,a),out(sz,a)) = O(n®). Therefore, an h-robust distinguishing
sequence does not exist when h is chosen such that n° = o(h).

Transition graphs with the set S which is dependent, have indeed interesting
state identification properties for FSMs and automata. Similarly to the distin-
guishing sequence, we can consider the matroid N(G) where G is the transition
graph of an automaton. If each pair of vertices is dependent, rank(S) = 1, then
each state pair of the automaton has a synchronizing (merging) sequence. If the
automaton is complete and deterministic, then there always exists a synchro-
nizing sequence for it.

Another property of independent state sets can be observed when consider-
ing a power automaton for a non-deterministic single-input automaton A. The
states of such power automaton are state subsets of A, and there is a transition
from S to S’ (where |S’| < |S]) if S is a successor of S (as defined in Section
1) in the digraph G representing the possible transitions of A. Assume that
this power automaton is a Biichi automaton where the final states are those
corresponding to the subsets of size k£ and the initial state is any subset Sy of
size k. Consider again the matroid N(G). In this case, the language of the
constructed Biichi automaton is not empty, if and only if Sy is independent
in N(G). Note here the remarkable fact that even if the number of states of
the power automaton is exponential, the non-emptiness of its language can be
checked in polynomial time.

8 Further questions

To conclude this paper, let us discuss some open questions that require further
study.

We used the index of imprimitivity in Section 3 to show that the number
of layers in the graph Gg of Figure 1 can be O(n?) for strongly-connected
components and O(n°) for general graphs. It would be nice to give better
bounds of the number of layers and to show that they are tight.

In fact, it is easy to see that in our proofs, we do not really need to have
A®kte = A®k for all k > k, . as announced in Lemma 3.1. It is enough to
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have A®k+e > A®F for | larger than some number. This leads to the following
algebraic problem that might be studied for any Boolean matrix A:

mink + ¢
A®k+CZA®k’
k>1,c>1,keN,ce NN.

Many problems related to no-meet mixed graph orientation deserve more
study. What is, for example, the complexity of computing r74%(S) and r7"(S)
when | S| is bounded by a constant. Approximation algorithms with performance
guarantees can also be proposed. Integer programming approaches for the NP-
hard variants might also be developed.

Finally, the recognition problem of no-meet matroids still needs to be studied
(given a matroid M, check whether it is a no-meet and find a digraph G such
that M = N(G)). More structural properties of the no-meet matroids need to
be explored and the exact intersection with other classes of matroids deserves
further study.
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