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Abstract

Radio interferometers are phased arrays producing high-resolution images from the covariance matrix of
measurements. Calibration of such instruments is necessary and is a critical task. This is how the estimation
of instrumental errors is usually done thanks to the knowledge of referenced celestial sources. However, the
use of high sensitive antennas in modern radio interferometers (LOFAR, SKA) brings a new challenge in
radio astronomy because they are more sensitive to Radio Frequency Interferences (RFI). The presence of
RFI during the calibration process generally induces biases in state-of-the-art solutions. The purpose of
this paper is to propose an alternative to alleviate the effects of RFI. For that, we first propose a model to
take into account the presence of RFI in the data across multiple frequency channels thanks to a low-rank
structured noise. We then achieve maximum likelihood estimation of the calibration parameters with a
Space Alternating Generalized Expectation-Maximization (SAGE) algorithm for which we derive originally
two sets of complete data allowing closed-form expressions for the updates. Numerical simulations show a
significant gain in performance for RFI corrupted data in comparison with some more classical methods.

Keywords: Radio astronomy, calibration, SAGE, RFI mitigation, array signal processing

1. Introduction

Radio astronomy uses radio telescopes to detect weak emissions from celestial sources in the radio
spectrum. Since the first radio observation of the sky in 1931 by Karl Jansky [1], we have been able to monitor
the sky in unprecedented detail with growing resolution, bringing new insights in various scientific domains
such as solar monitoring, planetology, and astrophysics. Moreover, there has been major improvements in
the technology used by radio interferometers, making possible the first imaging of a black hole [2]. A radio
interferometer is an array of antennas that are placed far apart from each other. Thanks to the correlations
(called visibilities) between signals at each sensor it produces a high-resolution image of the sky [3]. A
new generation of radio interferometers, such as the LOFAR or the SKA, are designed to further improve
the sensitivity of radio observations over a large bandwidth using multiple sensors placed on a large area.
These technological advances bring several array processing challenges to exploit the full scientific potential
of such instruments. In this paper, we consider the problem of array calibration, which is a necessary step
to produce reliable observations of the sky with high sensitivity.

Array calibration consists in finding an estimate of the systematic instrumental errors affecting the
measurements. Such perturbations range from antenna electronic gains to atmospheric perturbations and
can be modeled using the Jones framework [4][5]. Array calibration methods can usually be classified into two
types of approaches depending on the presence or not of calibrator sources. Radio interferometer calibration
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lies in the first category where we rely on the position and flux of strong celestial sources as calibrators to
estimate the parameters of the model. The field of radio astronomy has seen several successive generations
of calibration algorithms. The latest tendency brings the focus on statistical modeling by the formulation
of robust calibration algorithms as the solution of a maximum likelihood problem. In the literature, we
can find numerous non-linear least square approaches [6][7][8][9] that assume an additive Gaussian noise on
the visibilities. Some alternate modeling of the noise has been proposed, notably, a Student’s t-distribution
[10][11][12][13][14] to take into account the eventual presence of outliers.

One of the main limitations to the sensitivity of radio telescopes is Radio Frequency Interferences (RFI)
which are mostly due to man-made radio waves. RFI can come from various sources, from telecommunication
signals to high voltage transmission lines. Moreover, the generalization of large scale telecommunication
networks and the growing use of satellites makes the modeling and mitigation of RFI a significant challenge
in array signal processing. As a matter of fact, despite the efforts that are made to build such instruments
in radio-quiet zones (in which radio transmissions are rare or restricted), man-made radio waves still have
a significant impact in radio astronomy observation [15]. Likewise, the new generation of large-scale radio
interferometers can detect weaker signals thanks to sensors being more and more sensitive, increasing the
chances of intercepting RFI signals. The presence of a strong RFI in a radio interferometer signal corrupts the
data measured by the affected sensors. Such outliers are usually flagged in the raw data using a generalized
likelihood ratio test [16] or by a manual inspection of the data to check for its consistency. Various methods
to perform spatial filtering on the correlation matrix have been proposed [17]. They are particularly efficient
when the power of the RFI is sufficiently large so that the subspace of the interfering signal is identifiable.
However, they lose in performance when the power of the RFI decreases. Yet, the presence of RFI still
significantly impact the calibration solutions making the data unusable for scientific purposes [18].

In this paper, we propose a unified model from which we derive a maximum likelihood estimate of the
calibration solutions as well as the RFI subspace, allowing robust calibration in the presence of RFI. By
modeling accurately the RFI contribution to the visibilities, we improve the robustness of the calibration
process for weak and medium RFI. Considering RFI as man-made high-frequency electromagnetic waves
[19][17], we prove that the subspace of the perturbing RFI yields a low-rank structured perturbation in the
visibilities. Consequently, we build a model for multi-frequency observations using the formalism of mixed
effect model [20]. We consider a model composed of fixed effects representing the observed celestial sources
and random effects which account for the possible presence of RFI exclusively on a few frequency chan-
nels. We achieve maximum likelihood estimation for the introduced model by using the Space Alternating
Generalized EM (SAGE) [21]. The proposed model is described in section 2. In section 3, we introduce a
SAGE-based algorithm used to perform maximum likelihood estimation for the proposed model. Finally,
numerical results are presented in section 4.

Notation : Matrices are represented in bold uppercase and vectors in bold lowercase. The expectation
operator is denoted E. [.]. The transpose operator is noted T , the complex conjugate ∗ and the complex
conjugate transpose (Hermitian) H . ⊗ denotes the Kronecker operator. The vectorization of a matrix,
vec(.), is done by stacking its columns in a vector and its inverse operator is denoted unvec(.). ℜ{.} and
ℑ{.} respectively refer to the real and imaginary part of a complex. The cardinality of a set is denoted
Card(.). diag(.) creates a block-diagonal matrix from its matrix argument, rank(.) computes the rank of
a matrix, Tr(.) refers to the trace of a matrix, and |.| to its determinant. The Frobenius norm is denoted

∥.∥22. ∼ ”means distributed as”,
d
= stands for ”shares the same distribution” and

d→ denotes convergence
in distribution. CN (., .) refers to the complex normal distribution, GCN (., ., .) to the generalized complex
normal distribution, W(., .) to the Wishart distribution and U(., .) to the uniform distribution.

2. Data model

We consider a radio interferometer composed of P receivers observing the sky, each receiver being dual-
polarized such that the signal received by the pth sensor at time t can be expressed as

xp(t) =

[
xp,H(t)
xp,V (t)

]
(1)
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where xp,H(t) and xp,V (t) represent the horizontal and vertical polarizations.
In the context of radio interferometer calibration, the sky is usually modeled as the sum of D independant
strong calibrator sources, each source decomposed into two orthogonal polarizations [22][23][4][12]. The
known sources, s(t), are assumed to be sampled from a circular complex gaussian law with a brightness (or
coherency) matrix C, ie,

s(t) =

[
sH(t)
sV (t)

]
∼ CN (0,C), in which C =

[
I +Q U + jV
U − jV I −Q

]
, (2)

where I,Q, U, V are the Stokes parameters of the source caracterizing its power and polarization [3].
The perturbations encountered by the signal from its emission to its reception by the telescope sensors

are modeled by a matrix product of the emitted signal with a perturbation matrix, namely the Jones
matrix. Jones matrices can accurately model all kinds of distorsions of the signal (more details on the Jones
framework can be found in [4][5][3]). A Jones matrix is specified for each receiver p and source i such that
the signal received at the pth sensor can be ideally written as

xp(t) =

D∑
i=1

Ji,p(t)si(t). (3)

2.1. Radio interferometric data model

Radio interferometry uses estimates of the correlations between sensors to recover the flux of celestial

sources [3][22]. By concatenating the signals from all sensors in a vector x(t) =
[
xT
1 (t) . . . xT

P (t)
]T

The

correlation matrix of the array can be defined as a P 2 2 × 2 block matrix, V = E
[
x(t)xH(t)

]
where each

block is the correlation between the pth and the qth receivers,

Vpq = E
[
xp(t)x

H
q (t)

]
=

D∑
i=1

Ji,pCiJ
H
i,q, (4)

where Vpq is referred to as the visibility for the baseline formed by the pth and qth sensors and equation (4)
is referred to as the Radio Interferometric Measurement Equation (RIME) [4].

In order to reduce the memory cost and complexity of calibration algorithms we use a vectorized version of
the correlation matrix that contains only its lower diagonal entries. Let us note B = {(p, q) ∈ [1, P ]2, p < q}
the set of unique pairs in the sensor array and NB = Card(B) = P (P−1)

2 .
For (p, q) ∈ B, the visibility vector for the baseline formed by the pth and qth sensors is noted,

vpq = vec(Vpq) =

D∑
i=1

(
J∗
i,q ⊗ Ji,p

)
vec(Ci), (5)

where the subscript pq refers to the pair of antennas formed by the pth and the qth antennas. All the
visibility vectors {vpq}(p,q)∈B are then concatenated in a vector

v =

 v12

...
v(P−1)P

 . (6)

In practice the visibilities are estimated by the sample covariance matrix of the measurement vectors for
a short time interval,

Rpq =
1

N

N∑
n=1

xp(n)x
H
q (n), (7)
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where N is the number of bins chosen such that the sources signals are stationnary and the Jones matrices
constant. For N sufficiently large it is commonly accepted to model vec(Rpq) as the sum of a deterministic
signal and a white gaussian noise [3][24][25][22][12] as

rpq = vec(Rpq)
d
= vpq + npq, npq ∼ CN (0, σ2I4). (8)

The additive noise npq is often referred to as the thermal noise, incorporating the noise induced by the
antenna and cables that carry the signal to the correlator [3]. Moreover, rpq being a realization of the
sample covariance matrix associated to vpq in an asymptotic regime, it is convenient to model it with a
complex circular gaussian distribution [26].

The general problem of radio interferometric calibration aims at estimating the Jones matrices and the
noise parameter given a set of measurements of the visibilities from known stellar sources. Taking into
account all the baselines, equation (8) becomes

r = v + n, n ∼ CN (0, σ2INB), (9)

where r =

 r12
...

r(P−1)P

, v =

 v12

...
v(P−1)P

.
2.2. Radio Frequency Interferences

RFI are jamming signals of various forms (telecommunication, high voltage transmission lines) that can
be modeled as additional independent unwanted sources with their specific Jones matrices [19]. The model
expressed in (9) is not suited for the presence of RFI. In response, various works have proposed statistical
models to take into account the possible presence of RFI [12][11]. Spatial filtering and statistical tests
have been used to tackle the possible presence of strong RFI [17][27][15][16][25]. Such methods become
less effective when the power of the RFI decreases. As an alternative we propose to perform calibration in
presence of RFI, taking into account the RFI contribution to the visibilities in the calibration step. To this
end, we propose in this section a statistical model for the measured visibilities corrupted by RFI from which
a Maximum Likelihood Estimate (MLE) is derived in section 3.

Let us consider a vector of measured visibilities corrupted by L RFI sources, we propose to model the
presence of RFI in the measured visibilities by a stochastic process with a low-rank structure, rRFI = Wy.
The RFI, the celestial sources, and the Gaussian noise are considered independent so that the presence
of RFI is modeled independently and added to equation (9). The model on the measured visibilities thus
becomes

r = v +Wy + n, y ∼ CN (vec(I), I), n ∼ CN (0, σ2I), ρ ≤ 4L2, (10)

where W ∈ C4NB×4L2

, ρ = rank(W). Specifically, the rational behind the modelling of the RFI in (10)
is motivated by the physical modelling of such man-made signal [19]. Indeed the RFI component of the
received signal at the pth sensor can be expressed as follows,

sRFI
l (t) =

[
sRFI
l,H (t)

sRFI
l,V (t)

]
∼ CN (0,CRFI

l ), xRFI
p (t) =

L∑
l=1

JRFI
l,p (t)sRFI

l (t). (11)

The form of the correlation matrix of the RFI sources for the P-sensors telescope can be expressed using
the RIME as defined in the previous section,

VRFI
pq = E

[
xRFI
p (t)xRFIH

q (t)
]
=

L∑
i=1

JRFI
i,p CRFI

i JRFIH

i,q . (12)

These expressions can be arranged as matrix products,
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VRFI
pq = JRFI

p CRFIJRFIH

q , (13)

VRFI = JRFICRFIJRFIH

, JRFI =

J
RFI
1
...

JRFI
P

 , (14)

with JRFI
p =

[
JRFI
1,p . . . JRFI

D,p

]
and CRFI = diag(CRFI

1 , . . . ,CRFI
D )

Let us note RRFI the sample covariance estimate associated to VRFI . By definition RRFI follows a

Wishart distribution of degree N and mean VRFI = AAH , A = JRFICRFI1/2

, and can be written

RRFI = AMAH , M ∼ W(N, I). (15)

For (p, q) ∈ B, the visibility matrix for the baseline formed by the pth and qth sensors can be expressed as,

RRFI
pq = ApMAH

q , Ap = JRFI
p CRFI1/2

. (16)

Applying the vec operation,
rRFI
pq = vec(RRFI

pq ) = (A∗
q ⊗Ap)vec(M). (17)

Finally, all the visibilities induced by the RFI are concatenated in a vector to obtain the low-rank structure

rRFI = Wvec(M), with W =

 A∗
2 ⊗A1

...
A∗

N ⊗AN−1

 and M ∼ W(N, I). (18)

As the number of samples increases, M appears to be closer to the asymptotic distribution of Wishart which
is a Generalized Complex Normal distribution [26]

√
Nvec(M− I)

d→ GCN (0, I, I). (19)

Consequently, when considering sufficient samples so that the central limit theorem can be applied,
equation (9) can be modified in (10) to accurately model the presence of RFI. The maximum value for the
rank of W can be identified from equation (18), ρmax = 4L2.

2.3. Multi-frequency model

In the previous sections, we only considered one frequency channel. Let us consider measurements across
F frequency channels. Following the work presented in [24][28], we model the frequency dependance of the
Jones matrices by a polynom. Considering the f th frequency channel, the pth receiver and the ith source,
the Jones matrix Ji,p(f) is expressed as

Ji,p(f) =

K∑
k=1

bk(f)Zi,p,k, bk(f) =

(
f − f0
f0

)k−1

, (20)

where K is the polynomial order and f0 the central frequency. The expression is simplified using Bf =
[b1(f), . . . , bK(f)]⊗ I2 ,

Ji,p(f) = BfZi,p, Zi,p =

Zi,p,1

...
Zi,p,K

 . (21)
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The block matrix containing all the polynomial coefficient is noted Z. The ideal visibility vector for the f th

frequency channel and the baseline formed by the pth and qth antenna becomes

vf,pq(Z) =

D∑
i=1

((B∗
fZ

∗
i,q)⊗ (BfZi,p))vec(Ci) and vf (Z) =

 vf,12(Z)
...

vf,(P−1)P (Z)

 . (22)

The model expressed in (10) can be written using the formalism of mixed effect model to take into
account the diversity accross frequency channels. The presence of RFI in a given frequency channel as well
as the thermal noise associated to the frequency channel are considered as random effects and modeled by
Wfyf+nf . On the other hand, the contribution of the calibrator sources to the visibilities, which frequency
behavior is assumed known, is considered as fixed effect. The resulting model can be written as,

rf = vf (Z) +Wfyf + nf , yf ∼ CN (vec(I), I) and nf ∼ CN (0, σ2I) (23)

Ideally, since RFI can be found on multiple frequency channels, a low-rank matrix Wf would be as-
signed to each frequency channel affected by RFI. To ease computation, we reduce the model dimension by
considering a common low-rank matrix W that englobes the RFI structures for all the frequency channels.
Thus, the model is factorized in a simpler mixed effect model as Wf = σfW, where W is shared across all
frequencies (absorbing the RFI structure) and σf is a soft weight.

By concatenating the measured visibilities for all the frequency channels, we deduce the proposed model
for RFI corrupted radio interferometric data.

r = v(Z) + ((σ1, . . . , σF )⊗W)y + n, (24)

with W ∈ C4NB×M , y = [y1, . . . ,yF ], ∀f ∈ [1, F ],yf ∼ CN (vec(I), I) and n ∼ CN (0, σ2I). The number
of columns, M, of the tall matrix, W, corresponds to its maximal rank (and also the maximal rank of the
matrix WWH), so is set in order to ensure rank(W) ≤ M ≤ 4NB .

3. Maximum likelihood estimation using a SAGE algorithm

In this section, we present an algorithm that aims at estimating all the unknown parameters of the model
specified by (24). The set of parameters is

Θ = {Z,W, σ2, σ1, . . . , σF } (25)

The parameter of interest for radio interferometer calibration is the set of polynomial coefficients Z, used
to calibrate the measurements. Given a data vector r ∈ C1×4NBF of measured visibilities, the log-likelihood
for the model specified by (24) is

L(r,θ) = − log
(
|σ2I+ΨΨH |

)
− (r − v(Z))(σ2I+ΨΨH)−1(r − v(Z))H (26)

where Ψ = (σ1, ..., σF )⊗W and θ =
[
σ2, vec(Z), vecW, σ1, ..., σF

]
.

Direct maximization of the likelihood is not tractable, thus we propose to use a SAGE based algorithm
to find the Maximum Likelihood Estimate (MLE) for the proposed model [21] [29]. The SAGE is a variant
of the Expectation-Maximization (EM) algorithm. In its simplest form, the EM algorithm is an iterative
approach to the computation of the MLE when observations can be viewed as incomplete data. There has
been sufficient work on the convergence properties of the EM algorithm, though it is known that an EM
procedure increases the likelihood at each iteration converging to at least a local maxima [30][31]. Yet, the
EM algorithm is known for its slow convergence and possible difficult maximization step when the space of
parameters is of high dimensions [32]. The SAGE algorithm proposed in [21] tackles those problems by using
alternating hidden data spaces to sequentially update the parameter vector. In [23], the SAGE algorithm
is used to separate signals along different directions while assuming a gaussian noise on the visibilities,
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whereas, in this paper, the SAGE algorithm is used to separate celestial and RFI signals with a model that
specifically considers the presence of RFI. In practice, the SAGE consists in defining multiple spaces of
parameters and their corresponding complete data spaces in which EM procedures are performed.

Thereby, we define two sets of complete data from which we derive a SAGE procedure. For each hidden
data space we compute the expectation of the log-likelihood of the complete data given the observed incom-
plete data in the E-step as a surrogate function that is maximized in the M-step. Thus the set of complete
data is defined so that the likelihood of its associated parameters leads to closed form maximizations. The
purpose of the proposed algorithm is to estimate the RFI subspace (W and (σf )1≤f≤F ) with the first hidden
data space and to estimate the calibration parameters (Z and σ2) with the second hidden data space.

The first set of complete data contains the measured visibilities as well as the RFI subspace,

X1 = {r,y}. (27)

Its associated parameter vector defines the RFI subspace, θ1 = [vec(W), σ1, ..., σF ]. We choose the second
set of complete data to be the source contributions to the measured visibilities and their respective thermal
noise,

X2 = {(ui)1≤i≤D : u = r −Ψy =

D∑
i=1

ui}, (28)

where ui = vi(Z) + ni with vi(Z) being the ith source visibilities and ni ∼ CN (0, βiσ
2I) st

∑D
i=1 βi = 1

and βi > 0. The calibration parameters, θ2 =
[
vec(Z), σ2

]
, are updated using this second set of complete

data. The corresponding surrogate functions can be expressed as,

Q1(θ1,θ
(m)
1 ) = EX1|r;θ(m)

1
[log(p(r,y;θ1))] ,

Q2(θ2,θ
(m)
2 ) =

D∑
i=1

EX2|r;θ(m)
1

[log(p(ui;θ2))] .
(29)

Proposition 1 The surrogate function Q1 reduces to

Q1(θ|θ(m)) = A− log | σ2I4FNB |

−
F∑

f=1

(
1

σ2
∥rf − vf − σfWŷf∥22 +

σ2
f

σ2
Tr(WHWΣ̂f ) + Tr(Σ̂f )

+ ∥ŷf − vec(I)∥22
) (30)

where A is a constant independant of the model parameters and,

ŷf = vec(I) + σ
(m)
f W(m)H (σ(m)2I+ σ

(m)2

f W(m)W(m)H )−1(rf − vf (Z
(m))),

Σ̂f = I− σ
(m)
f W(m)H (σ(m)2I+ σ

(m)2

f W(m)W(m)H )−1σ
(m)
f W(m)H .

(31)

Proof : see Appendix A.

Maximization ofQ1 is done using Wirtinger derivatives [33] and leads to the following closed-form expressions
(see Appendix B)

σ
(m+1)
f =

ℜ
(
(rf − vf )

HWŷf

)
Tr
(
WHW(Σ̂f + ŷf ŷ

H
f )
) , (32)
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W(m+1) =

( F∑
f=1

σf

(
ŷf (rf − vf )

H
)H )( F∑

f=1

σ2
f

(
Σ̂f + ŷf ŷ

H
f

)H )−1

. (33)

It is worth mentioning that there is an ambiguity between the updates of W and σ1, . . . , σF . In order
to avoid any ambiguity in the estimation of W and (σ1, . . . , σf ), we choose to impose a unit norm to W,
||W||2 = 1,

σ
(m+1)
f = ∥W(m+1)∥2 × σ

(m+1)
f (34)

W(m+1) =
W(m+1)

∥W(m+1)∥2
. (35)

Proposition 2 The surrogate function Q2 reduces to

Q2(θ|θ(m)) =

D∑
i=1

Cui
− log | βiσ

2I4FNB | − 1

βiσ2
∥ûi − vi(Z)∥2F − 1

βiσ2
Tr(Σ̂ui

), (36)

where Cui
is a constant independant of the model parameters and,

ûi = vi(Z
(m)) + βiσ

2(σ2I+Ψ(m)Ψ(m)H )−1(r − v(Z(m)))

Σ̂ui
= βiσ

2I4FNB − β2
i σ

4(σ2I+Ψ(m)Ψ(m)H )−1.
(37)

Proof : see Appendix C.

Maximization of (36) using Wirtinger derivatives leads to the following expression for σ2 (see Appendix D),

σ2(m+1)

=
1

4FNBD

D∑
i=1

1

βi

(
∥ûi − vi(Z)∥2F +Tr(Σ̂ui)

)
. (38)

Q2 is maximized over Z with a block coordinate descent [34], leading to the following update (see Appendix
D),

vec(Z
(m+1)∗

i,p ) = (Mi,p + M̃i,p)
−1vec(Ti,p), (39)

with Mi,p =
F∑

f=1

N∑
q=p+1

FT
i,f,qF

∗
i,f,q ⊗BT

f B
∗
f , M̃i,p =

F∑
f=1

p−1∑
q=1

GT
i,f,qG

∗
i,f,q ⊗BT

f B
∗
f , and

Ti,p =
F∑

f=1

N∑
q=p+1

BT
f Û

∗
i,f,pqFi,f,q +

F∑
f=1

p−1∑
q=1

BT
f Û

T
i,f,qpGi,f,q, where Fi,f,q = B∗

fZ
(m+1)∗

i,q CT
i,f and

Gi,f,q = B∗
fZ

(m+1)∗

i,q C∗
i,f .

The SAGE algorithm consists in applying the two SAGE steps iteratively until convergence. We consider
that convergence is achieved when the variation of the log-likelihood between two iterations is less than a
chosen threshold ϵ > 0.
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Algorithm 1 SAGE algorithm for multi-frequency calibration in presence of RFI

Input: ϵ, Nsources, Nsensors, Nfrequencies, v, r, σ
2(0) , Z(0), W(0), σ

(0)
1 , ..., σ

(0)
F .

Output: σ2, Z, W, σ1, ..., σf

1: while (L(r,θ(m+1))− L(r,θ(m))) ≥ ϵ do

2: Update ŷ, Σ̂y using (31)
3: for f in [1 : Nfrequencies] do
4: Update σf using (32)
5: end for
6: Update W using (33)
7: Update σ1, . . . , σF using (34)
8: Update W using (35)
9: for i in [1 : Nsources] do

10: Update ûi, Σ̂ui
using (37)

11: for p in [1 : Nsensors] do
12: Update Z[i, p] using (39)
13: end for
14: end for
15: Update σ2 using (38)
16: end while
17: Return: (σ2, Z, W, σ1, ..., σf )

4. Numerical results

In this section, several simulations are presented to investigate the robustness of the proposed model
and to study the performance of the proposed algorithm. To that end, we consider a radio interferometer
of P = 8 receivers observing a sky composed of D = 2 calibrator sources along F = 32 frequency channels.
The frequency channels and the central frequency are chosen such that f−f0

f0
∈ [−1, 1]. The sky is composed

of two unpolarized calibrator sources of flux 100Jy and 50Jy. The matrix Z is generated using a uniform
distribution, for i ∈ [1, D], p ∈ [1, P ], ℜ(Zi,p) ∼ U(0, 1) and ℑ(Zi,p) ∼ U(0, 1). The maximum number of
iterations for the various iterative algorithms used is set to 15 and 100 Monte Carlo repetitions are performed
for a thermal noise SNR of 15dB. We compute for each run the Normalized Mean Square Error (NMSE)

for the parameter of interest, NMSE = 1
100

∑100
j=1

∥Z−Ẑj∥2
2

∥Z∥2
2

. We first show that our method outperforms

standard projections methods [17] in the context of strong RFI. We then compare our algorithm to a
method considering a robust noise model, namely the Student-t distribution [14]. Finally, we study the
convergence rate and the influence of the rank of W for the proposed algorithm.

In the presence of strong RFI on specific frequency channels, it is possible to project out the RFI subspace
by using the highest eigenvalues of the correlation matrix [17], reconstructing the filtered visibilities free from
RFI. Calibration can then be performed on the filtered visibilities. We compare our proposed calibration
algorithm that does not need to filter out the RFI to a classical calibration algorithm performed on filtered
visibilities [23]. A sky corrupted by 2 RFI, with Stokes parameter [100 10 50 30] and [50 0 0 0], is simulated.
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Figure 1: Evolution of the NMSE of Z versus the number of neighboring frequency band affected by RFI

In figure 1 we plot the evolution of the NMSE for the parameter of interest versus the number of frequency
channels affected by RFI. It appears that the proposed calibration algorithm leads to better performance.
While filtering out the RFI, a part of the sources might be attenuated, leading to possible biased calibration
solutions, whereas the proposed algorithm calibrates on the original sources signals while considering the
RFI subspace.

The Student-t distribution has proven itself to be a distribution of choice to model the possible presence
of outliers in the visibilities [14][11][12]. Thus we compare our proposed model to the model presented in
[14], considering a Student-t distribution as additive noise on the visibilities. Figure 2 shows the evolution
of the NMSE versus the power of the RFI when only a few frequency channels are corrupted by interference.
RFI with a power that ranges from -10dB to 10dB are added on 10% and 30% of the frequency channels.
Figures 2.b and 2.d present the visibility amplitude across all the frequency bands for one baseline when
respectively 10% and 30% of the frequency channels are affected by RFI. The proposed method displays,
in figure 2.a and 2.c, performances that are similar to the state of the art methods, considering a Student-t
distribution as additive noise, despite that such methods are prone to good behavior in this specific context.
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Figure 2: Evolution of the NMSE of Z versus the power of the strong RFI

In reality, low RFI are predominant across multiple frequency channels [27]. Subsequently, we simulated
a sky perturbated by low RFI (-15dB) on each frequency channel. Additionally, strong RFI are added to
10% of the frequency bands with a power that ranges from -10dB to 10dB as illustrated in figure 3.b for one
baseline.
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Figure 3: Evolution of the NMSE of Z versus the power of the strong RFI with additional low RFI on each frequency band

We plot in figure 3.a the evolution of the NMSE versus the power of the strong RFI. A significant gain in
performance can be noticed for the proposed algorithm compared to the state-of-the-art. The contribution
of our proposed model lies in taking into account the structure of the RFI, adding robustness to the presence
of RFI of various forms. In figure 4, the evolution of the NMSE for Z versus the chosen rank is displayed.
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N
M
S
E

rank(W)=4

rank(W)=9

rank(W)=16 (effective rank)

rank(W)=25

Figure 4: Evolution of the NMSE of Z versus the power of the RFI for multiple choice of the rank

The effective rank used to simulate the visibilities is ρeff = 16. It can be noticed that a slight misjudgment
of the rank does not change the performance of the algorithm. These results illustrate the fact that the rank
of W constrains the rank of the clutter noise covariance matrix, Φ = WWH . If the rank of W is highly
underestimated, the clutter noise covariance matrix will also have a rank highly underestimated, leading
to poor reconstruction. Conversely, since there is no constraint in the rank of the estimated RFI structure
matrix, W, the clutter noise covariance matrix can still be correctly estimated when the rank of W is
overestimated. This particular case might lead to overfitting in the estimate of W. However, in practice,
we observe that our parameter of interest, Z, is correctly estimated.
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Figure 5: Evolution of the negative log likelihood versus the numnber of iteration for 100 realizations

Figure 5 presents the evolution of the negative log likelihood versus the number of iterations for 100
realizations. It appears that only a few iterations are needed for the proposed algorithm to converge,
leading to a reasonable computational cost.

5. Conclusion

In this paper, we have first proposed a model for radio interferometer calibration that takes into account
the presence of radiofrequency interferences, using a low-rank structured noise. The calibration parameters
are obtained by a maximum likelihood estimation formulated thanks to a Space Alternating Generalized
Expectation-Maximization algorithm. This latter leads to closed form updates for the model parameters
thanks to the choice of two judicious complete data sets. Numerical simulations show that the proposed
estimator is robust to the presence of radiofrequency interferences and demonstrate a gain in performance
compared to the state-of-the-art with reasonable computational time. Moreover, simulations show that a
misjudgment of the rank of the design matrix W does not impact the performance of the algorithm.
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Appendix A. Proof of Proposition 1

We seek to compute Q1(θ,θ
(m)) = EXc,1|r;θ(m) [log(p(r,y;θ))] . Since r and y can be decomposed into

mutually independant frequency vectors, r = [rT1 , ..., r
T
F ] and y = [yT

1 , ...,y
T
F ] where rf = vf+σfWyf+nf ,

Q1 can be expressed as

Q1(θ,θ
(m)) =

F∑
f=1

EXc,1|r;θ(m)

[
log(p(rf ,yf ;θ))

]
(A.1)

It is straightforward from the model definition that rf | yf ∼ CN (vf (Z) + σfWy, σ2I4B) and yf ∼
CN (vec(I), I). Thus the log-likelihoods of rf | yf and yf can respectively be written as

log(p(rf | yf ;θ)) = −4FNB log(π)− log | σ2I | − 1

σ2
(rf − vf (Z)− σfWy)H(rf − vf (Z)− σfWyf ),

log(p(yf ;θ)) = −ρ log(π)− log | Iρ | −
F∑

f=1

(yf − vec(I))H(yf − vec(I)).

(A.2)

Thus, Q1(θ | θ(m)) can be expressed as,

Q1(θ | θ(m)) =

F∑
f=1

Ey|r;θ(m)

[
log(p(rf | yf ;θ)) + log(p(yf ;θ))

]
= A+

F∑
f=1

− log | σ2I4B |

− 1

σ2
Ey|r;θ(m)

[
(rf − vf (Z)− σfWyf )

H(rf − vf (Z)− σfWyf )
]

− Ey|r;θ(m)

[
(yf − vec(I))H(yf − vec(I))

]
= A− F log | σ2I4B | +

F∑
f=1

2σf

σ2
ℜ((rf − vf )

HWEy|r;θ(m)

[
yf

]
)

− 1

σ2
(rf − vf )

H(rf − vf )−
σ2
f

σ2
Ey|r;θ(m)

[
yH
f WHWyf

]
− Ey|r;θ(m)

[
yH
f yf

]
+ 2vec(I)HEy|r;θ(m)

[
yf

]
− vec(I)Hvec(I)

(A.3)

where A is a constant independant of the model parameters First the expression of the mean and covariance
of yf are derived, respectively ŷf = Ey|r;θ(m)

[
yf

]
and Σ̂f = Ey|r;θ(m)

[
(yf − ŷf )(yf − ŷf )

H
]
. We consider

z = [yf , rf ]
T , z being a multivariate Gaussian in which the mean of yf and rf are respectively

µyf
= vec(I), µrf

= vf (Z). (A.4)

The Covariance block matrices Σyy, Σrr and Σry are :

Σyy = E
[
(yf − µyf

)(yf − µyf
)H
]
= I

Σrr = Er

[
(rf − µrf

)(rf − µrf
)H
]
= σ(m)2I4B + σ2(m)

f W(m)W(m)H

Σyr = ΣH
ry = E

[
(yf − µyf

)(rf − µrf
)H
]

= E
[
(yf − vec(I))(rf − vf )

H
]

= E
[
(yf − vec(I))(σ

(m)
f W(m)yf + nf )

H
]

= E
[
yf (σ

(m)
f W(m)yf )

H
]
+ E

[
yfn

H
f

]
− vec(I)(σ

(m)
f W(m)E

[
yf

]
)H − vec(I)E

[
nH

f

]
(A.5)
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Since yf and nf are considered independently distributed and E [nf ] = 0, E
[
yfn

H
f

]
= 0 and

Σyr = ΣH
ry = E

[
yf (σ

(m)
f W(m)yf )

H
]
− vec(I)(σ

(m)
f W(m)E

[
yf

]
)H

= (E
[
yfy

H
f

]
− vec(I)vec(I)H)σ

(m)
f W(m)H = σ

(m)
f W(m)H

(A.6)

Using [35, p36] the analytical expression for Σ̂ and ŷ are deduced,

ŷf = µyf
+ΣyrΣ

−1
rr (rf − µrf

)

= vec(I) + σ
(m)
f W(m)H (σ(m)2I4B + σ2(m)

f W(m)W(m)H )−1(rf − vf (Z
(m)))

Σ̂f = Σyy −ΣyrΣ
−1
rrΣry

= I− σ
(m)
f W(m)H (σ(m)2I4B + σ2(m)

f W(m)W(m)H )−1σfW
(m).

(A.7)

Ey|r;θ(m)

[
yH
f yf

]
and Ey|r;θ(m)

[
yH
f (σ2

fW
HW)yf

]
are then derived,

Ey|r;θ(m)

[
yH
f yf

]
= Ey|r;θ(m)

[
Tr(yfy

H
f )
]
= Tr(Ey|r;θ(m)

[
yfy

H
f

]
)

= Tr(Σ̂f + ŷf ŷ
H
f )

= Tr(Σ̂f ) + ŷH
f ŷf

Ey|r;θ(m)

[
yH
f (σ2

fW
HW)y

]
= Ey|r;θ(m)

[
Tr((σ2

fW
HW)yfy

H
f )
]

= Tr((σ2
fW

HW)Ey|r;θ(m)

[
yfy

H
f

]
)

= Tr((σ2
fW

HW)Σ̂f + (σ2
fW

HW)ŷf ŷ
H
f )

= Tr((σ2
fW

HW)Σ̂f ) + ŷH
f (σ2

fW
HW)ŷf

(A.8)

Finally Q1 reads,

Q1(θ | θ(m)) = A− F log | σ2I4B | +
F∑

f=1

2

σ2
ℜ((rf − vf )

HσfWŷf )

− 1

σ2
(rf − vf )

H(rf − vf )−
σ2
f

σ2
(Tr(WHWΣ̂f ) + ŷH

f (σ2
fW

HW)ŷf )

− Tr(Σ̂f )− ŷH
f ŷf + 2vec(I)H ŷf − vec(I)Hvec(I)

= A− F log | σ2I4B | −
∑
f

(
1

σ2
∥rf − vf − σfWŷf∥22

+ ∥ŷf − vec(I)∥22 +
σ2
f

σ2
Tr(WHWHΣ̂f ) + Tr(Σ̂f )

)
(A.9)

Appendix B. Maximization of Q1(θ | θ(m))

We compute the derivative of Q1(θ | θ(m)) w.r.t σf , for f ∈ [1;F ] :

∂Q1(θ | θ(m))

∂σf
= −2σf

σ2
Tr
(
WHW(Σ̂f + ŷH

f ŷf )
)
+

2

σ2
ℜ
(
(rf − vf (Z))

HWŷf

)
(B.1)

We solve for
∂Q1(θ | θ(m))

∂σf
= 0 and we obtain

15



σ̂f =

ℜ
(
(rf − vf )

HWŷf

)
Tr
(
WHW(Σ̂f + ŷf ŷ

H
f )
) (B.2)

Q1(θ | θ(m)) can be written in function of W,

Q1(θ | θ(m)) = A+
1

σ2

F∑
f=1

(
2ℜ
(
(rf − vf )

HσfWŷf

)
− Tr(σ2

fW
HWΣ̂f )− ŷH

f σ2
fW

HWŷf

)

= A+
1

σ2

F∑
f=1

(
Tr
(
Wσf ŷf (rf − vf )

H
)
+Tr

(
WHσf ŷ

H
f (rf − vf )

)
− Tr

(
σ2
fW

HW(Σ̂f + ŷf ŷ
H
f )
))

(B.3)

The derivatives of Q1 w.r.t W is computed using Wirtinger derivative [33]

∂

∂W

(
Tr
(
Wσf ŷf (rf − vf )

H
))

=
(
σf ŷf (rf − vf )

H
)T

∂

∂W

(
Tr
(
σf ŷf (rf − vf )

HWH
))

= 04B×r

∂

∂W

(
Tr
(
σ2
fW

HW(Σ̂f + ŷf ŷ
H
f )
))

= σ2
fW

∗(Σ̂f + ŷf ŷ
H
f )T .

(B.4)

Consequently,

∂

∂W
(Q1(θ | θ(m))) =

F∑
f=1

((
σf ŷf (rf − vf )

H
)T − σ2

fW
∗(Σ̂f + ŷf ŷ

H
f )T

)

=

F∑
f=1

σf

(
ŷf (rf − vf )

H
)T −W∗

F∑
f=1

σ2
f

(
Σ̂f + ŷf ŷ

H
f

)T (B.5)

Finally, solving for
∂Q1(θ | θ(m))

∂W
= 0 leads to,

W∗ =

( F∑
f=1

σf

(
ŷf (rf − vf )

H
)T )( F∑

f=1

σ2
f (Σ̂f + ŷf ŷ

H
f )T

)−1

W =

( F∑
f=1

σf

(
ŷf (rf − vf )

H
)H )( F∑

f=1

σ2
f

(
Σ̂f + ŷf ŷ

H
f

)H )−1
(B.6)

Appendix C. Proof of proposition 2

From (28),

ui ∼ CN(vi(Z), βiσ
2I4FNB) with

D∑
i=1

βi = 1

The log-likelihood of the complete data can be written

log(p(ui;θ)) = Cui − log | βiσ
2I4FNB | − 1

βiσ2
(ui − vi(Z))

H(ui − vi(Z)). (C.1)
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Thus, Q2 can be expressed as follows,

Q2(θ | θ(m)) =

D∑
i=1

Eui|r;θ(m) [log(p(ui;θ))]

=

D∑
i=1

Eui|r

[
Cui

− log | βiσ
2I4FNB | − 1

βiσ2
(ui − vi(Z))

H(ui − vi(Z))

]

=

D∑
i=1

Cui
− log | βiσ

2I4FNB | − 1

βiσ2
Eui|r

[
(ui − vi(Z))

H(ri − vi(Z))
]

=

D∑
i=1

Cui
− log | βiσ

2I4FNB | − 1

βiσ2
Eui|r

[
uH
i ui

]
+

2

βiσ2
ℜ
(
vi(Z)

HEui|r [ui]

)
− 1

βiσ2
vH
i vi.

(C.2)

Let us note ûi = Eui|r;θ(m) [ui] and Σ̂ui = Eui|r;θ(m)

[
(ui − ûi)(ui − ûi)

H
]
the mean and covariance of

the complete data given the oberved data and the parameter vector. We consider zi = [ui, ri] being a
multivariate Gaussian law. The mean of ui and r are respectively

µui = vi(Z), µr = v(Z).

Σuiui
= Eui

[
(ui − µui

)(ui − µui
)H
]
= Eui

[
(ui − vi(Z))(ui − vi(Z))H

]
= βiσ

2I4FNB

Σrr = Er

[
(r − µr)(r − µr)

H
]
= Er

[
(r − v(Z))(r − v(Z))H

]
= (σ2I+ΨΨH)

Σrui
= Σuir

H = E
[
(ui − µui

)(r − µr)
H
]

= E

[
(ui − vi(Z))(

D∑
k=1

(uk − vk(Z)) +Ψy)H

]

=

D∑
k=1

E
[
(ui − vi(Z))(rk − vk)

H
]

(C.3)

Since the ui are considered independant from one another

Σrui = ΣH
uir = Σuiui +

D∑
k=1,k ̸=i

E [(ui − vi)]E [(uk − vk)]

= Σuiui

(C.4)

Using [35, p36] we can compute the analytical expression for Σ̂ui
and ûi as

ûi = µui
+ΣuirΣ

−1
rr (r − µr) = vi(Z) + βiσ

2(σ2I+ΨΨH)−1(r − v(Z))

Σ̂ui = Σuiui +ΣuirΣ
−1
rrΣrui = βiσ

2I4FNB − β2
i σ

4(σ2I+ΨΨH)−1
(C.5)

We can then express
Eui|r [ui] = ûi

Eui|r
[
uH
i ui

]
= Tr

(
Σ̂ui

)
+ ûH

i ûi.
(C.6)

Finally,

Q2(θ | θ(m)) =

D∑
i=1

Cui
− log | βiσ

2I4FNB | − 1

βiσ2
∥ûi − vi(Z)∥2F − 1

βiσ2
Tr(Σ̂ui). (C.7)
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Appendix D. Maximization of Q2(θ, θ
(m))

We compute the derivatives of Q2 w.r.t σ2:

∂Q2

σ2
=

D∑
i=1

−4FNB

σ2
+

1

βiσ4

(
∥ûi − vi(Z)∥2F +Tr(Σ̂ui)

)
=

1

σ4

D∑
i=1

−4FNBσ
2 +

1

βi

(
∥ûi − vi(Z)∥2F +Tr(Σ̂ui)

)
=

1

σ4

(
−4FNBDσ2 +

D∑
i=1

1

βi

(
∥ûi − vi(Z)∥2F +Tr(Σ̂ui)

))
(D.1)

The update for σ2 is then derived from D.1,

σ2 =
1

4FNBD

D∑
i=1

1

βi

(
∥ûi − vi(Z)∥2F +Tr(Σ̂ui

)
)

(D.2)

In order to derive the update for Z, Q2 is express to highlight the dependence with Z,

Q2(Z) = A−
D∑
i=1

1

βiσ2
∥ûi − vi(Z)∥2F , (D.3)

where A is a constant independant of Z. Since ûi and vi(Zi) can both be divided into F sub-vectors, they
can be written as ûi = [ûT

i,1, ..., û
T
i,F ]

T and vi(Z) = [vi,1(Z)
T , ...,vi,F (Z)

T ]T . Thus Q2 can be expressed as
follows,

Q2(θ | θ(m)) = A−
D∑
i=1

F∑
f=1

1

βiσ2
∥ûif − vi,f (Z)∥2F .

We consider

ϕ(Zi) =

F∑
f=1

1

βiσ2
∥ûif − vi,f (Z)∥2F

where vi,f is the ith source noise free component. Although, vi,f can be partitioned in NB = N(N−1)
2

4-dimension vectors vi,f = [vT
i,f,12,v

T
i,f,13, ...,v

T
i,f,N(N−1)]

T and vi,f,pq =
(
B∗

f ⊗Bf

)
(Z∗

i,q ⊗ Zi,p)vec(Ci,f ).

We note as well ûi,f,pq the 4× 1 vector such that ûi,f = [ûi,f,12, ûi,f,13..., ûi,f,(N−1)N ]. Thus ϕ(Zi) can now
be written

ϕ(Zi) =

F∑
f=1

∑
(p,q)∈[1;N ]2|p<q

∥ûi,f,pq − vi,f,pq(Zi)∥2F

where Zi is a 2KN × 2 matrix that can be expressed using 2K × 2 matrix

Zi =


Zi,1

Zi,2

...
Zi,N

 where Zi,p ∈ M2K,2 and Zi,p =


Z1,i,p

Z2,i,p

...
ZK,i,p

 where Zk,i,p ∈ M2,2

Let us recall that

vi,f,pq =
(
(B∗

fZ
∗
i,q)⊗ (BfZi,p)

)
vec(Ci,f )

= vec(BfZi,pCi,fZ
H
i,qB

H
f )

(D.4)
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By considering Ûi,f,pq = unvec(ûi,f,pq), we can express ϕ(Zi) as

ϕ(Zi) =

F∑
f=1

∑
(p,q)∈[1;N ]2|p<q

∥Ûi,f,pq −BfZi,pCi,fZ
H
i,qB

H
f ∥2F . (D.5)

ϕ(Zi) is minimized w.r.t to Zi with a block coordinate descent [34] by minimizing recursevely ϕ(Zi) w.r.t
Zi,p for a given Zi,q with p ̸= q. Let p ∈ [1 : N ], we note

fi,f,pq(Zi,p) = ∥Ûi,f,pq −BfZi,pCi,fZ
H
i,qB

H
f ∥2F

gi,f,pq(Zi,p) = ∥Ûi,f,qp −BfZi,qCi,fZ
H
i,pB

H
f ∥2F .

The cost function ϕ(Zi,p) becomes,

ϕ(Zi,p) = A+

F∑
f=1

N∑
q=p+1

fi,f,pq(Zi,p) +

F∑
f=1

p−1∑
q=1

gi,f,pq(Zi,p). (D.6)

The partial derivatives of f and g w.r.t Zi,p are computed using [33]

∂fi,f,pq
Zi,p

= BT
f (Û

∗
i,f,pq −B∗

fZ
∗
i,pF

H
i,f,q)Fi,f,q

∂gi,f,pq
Zi,p

= BT
f (Û

T
i,f,qp −B∗

fZ
∗
i,pG

H
i,f,q)Gi,f,q.

Thus, the partial derivative of ϕ(Zi,p) w.r.t Zi,p can be expressed,

∂ϕ

Zi,p
=

F∑
f=1

N∑
q=p+1

BT
f (Û

∗
i,f,pq −B∗

fZ
∗
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i,f,q)Fi,f,q

+
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p−1∑
q=1

BT
f (Û
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i,f,qp −B∗

fZ
∗
i,pG

H
i,f,q)Gi,f,q

=

F∑
f=1

N∑
q=p+1

BT
f Û

∗
i,f,pqFi,f,q +

F∑
f=1

p−1∑
q=1

BT
f Û

T
i,f,qpGi,f,q

−
F∑

f=1

N∑
q=p+1

BT
f B

∗
fZ

∗
i,pF

H
i,f,qFi,f,q

−
F∑

f=1

p−1∑
q=1
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f B

∗
fZ

∗
i,pG

H
i,f,qGi,f,q.

(D.7)

Let us note

Ti,p =

F∑
f=1

N∑
q=p+1

BT
f Û

∗
i,f,pqFi,f,q +

F∑
f=1

p−1∑
q=1

BT
f Û

T
i,f,qpGi,f,q.

The partial derivative of ϕ(Zi,p) w.r.t Zi,p becomes

∂ϕ
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= Ti,p −

F∑
f=1

N∑
q=p+1
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f B

∗
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∗
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H
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q=1
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f B
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∗
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i,f,qGi,f,q. (D.8)
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Setting the partial derivative of ϕ(Zi,p) w.r.t Zi,p to zero is equivalent to setting the partial derivative of
vec(ϕ(Zi,p)) w.r.t vec(Zi,p) to zero,

vec(
∂ϕ

Zi,p
) = vec(Ti,p)−

F∑
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N∑
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∗
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∗
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H
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∗
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∗
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H
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f B
∗
f

)
vec(Z∗

i,p).

(D.9)

Finally, we obtain a solution for Zi,p such that vec(
∂ϕ

Zi,p
) = 0,

vec(Z∗
i,p) = (Mi,p + M̃i,p)

−1vec(Ti,p),

with Mi,p =

F∑
f=1

N∑
q=p+1

(
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∗
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f B
∗
f

)
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q=1

(
GT

i,f,qG
∗
i,f,q ⊗BT

f B
∗
f

)
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N∑
q=p+1
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∗
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∗
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T
i,f

Gi,f,q = B∗
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∗
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∗
i,f .
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