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## Highlights

A conservative finite volume cut-cell method on an adaptive Cartesian tree grid for moving rigid bodies in incompressible flows

Arthur R. Ghigo, Stéphane Popinet, Anthony Wachs

- Development of a second-order accurate conservative finite volume cut-cell method for moving rigid bodies in an incompressible flow.
- Robust and second-order accurate computation of gradients normal to the embedded boundaries.
- Robust and efficient treatment of small cut-cells as well as submerged and emerged cells.
- Extension of the method to adaptive Cartesian quad/oc-tree grids.
- Implementation in the open-source software Basilisk.
- Validation test suite to verify the convergence and accuracy of the method.

We present here a conservative finite volume cut-cell method for fixed and moving rigid bodies immersed in incompressible flows, implemented in the open-source software Basilisk. The method is constructed starting from a uniform Cartesian grid, in which we embed a discrete representation of a rigid body that intersects underlying cells to form irregular fluid control volumes, or cut-cells. In each cell, we then discretize the incompressible Navier-Stokes equations using a fractional-step projection method and insure that at each time step, the finite volume discretization scheme remains spatially second-order and conservative in cut-cells by carefully computing gradients normal to the embedded boundaries, even in degenerated cases. To avoid stability issues due to the well-documented problem of small cut-cells, we use a simple and efficient flux redistribution technique to extend the range of influence of small cut-cells to their neighboring cells. We also provide a time history to emerged cells through a field value reconstruction in the direction normal to the embedded boundaries. We then robustly extend our conservative finite volume cut-cell method for moving boundaries to adaptive Cartesian tree grids by constructing specific restriction and prolongation operators between two consecutive levels of a tree grid in the vicinity of a cut-cell. Finally, we a use a simple first-order in time explicit weak fluid-solid coupling strategy to describe the motion of freely moving particles. We successfully test the method on a series of validation test cases ranging from fixed, moving with a prescribed motion to freely moving 2D cylinders and spheres for a wide range of Reynolds $(0 \leq R e \leq 1000)$ and Galileo numbers $(0 \leq G a \leq 250)$. In particular, by dynamically refining the mesh near the embedded boundaries, we are able to fully resolve boundary layers at a fraction of the computational cost of uniform grid computations. However, while the method is accurate, conservative, robust and efficient, we show that a low-amplitude pressure noise is generated when using mesh adaptation in the limit case of very high Reynolds numbers.
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## 1. Introduction

Incompressible particle-laden flows are ubiquitous in biological and geophysical phenomena as well as industrial processes. For example, the transport of sediments in rivers and the subsequent erosion of river beds are central to many problems as diverse as fish habitat preservation or operational strategy of hydroelectric dams. Fluidized beds are another example of a fluid-particle system widely used in the chemical industry to enhance heat and mass transfers. Unfortunately, analytical approaches to these problems are generally limited to asymptotic cases. There has therefore been in the past two decades a growing interest for numerical methods capable of solving fluid-structure interaction related problems such as particle-laden flows. While a large body of knowledge already exists on particle-laden flow dynamics, the complexity of the dominant fluid-particle momentum transfers is the primary reason why a complete understanding of this class of multiphase flow problems still escapes researchers and engineers. Indeed, particles exchange momentum through hydrodynamic interactions with the surrounding fluid and through collisions with neighbouring particles. When the suspension cannot be regarded as dilute anymore, particles also strongly disturb the flow field around neighbouring particles, leading to rich and complex multi-body and flow dynamics. The problem is further complexified by a distribution of particle sizes and/or a distribution of particle shapes (de facto including non-spherical particle shapes) and additional transfers such as heat or mass. A wellestablished way of modelling particle-laden flows involves recognizing their multiscale nature and lack of scale separation. Accordingly, specific numerical models are designed to describe fluid-particle dynamics at different scales: micro-scale particle-resolved simulation (PRS) at the particle scale, meso-scale Euler-Lagrange at the scale of a large group of particles, and macroscale Euler-Euler at the scale of the flow. PRS constitutes the foundation of this multiscale analysis and the knowledge learnt from PRS is then transferred to the higher scale EulerLagrange and Euler-Euler models to improve their accuracy. Therefore, it is indispensable that PRS supplies high fidelity data that can be fully trusted.

In the quest for high fidelity, efficient and fast computational methods for incompressible flows laden with rigid particles, and more generally for incompressible flows with moving rigid boundaries, a wide variety of methods have been designed over the past three decades. They differ (i) in the way they spatially discretize the governing equations in the absence of rigid boundaries, ranging from conventional methods such as, e.g., finite difference, finite volume, finite element and spectral element, to non-conventional methods such as, e.g., lattice-Boltzmann (LB) and Smooth Particle Hydrodynamics, and (ii) in the way they treat the hydrodynamic coupling on the rigid boundaries, leading to well known techniques such as, e.g., immersed boundary (IB) [1, 2, 3, 4, 5, 6, 7], ghost cell (GC) [8, 9, 10, 11, 12, 13], distributed Lagrange multiplier/fictitious domain (DLM/FD) [14, 15, 16] and bounce-back scheme (BBS) [17, 18]. Some of the aforementioned techniques are specific to a given spatial discretization scheme (for example BBS in LB) while other techniques can be combined with different spatial discretization schemes (for example IB is combined to, e.g, finite volume, finite difference and LB), resulting in a very wide spectrum of PRS methods. We refer the interested reader to the following recent reviews on grid-based methods for PRS of particle-laden flows [6, 19, 20].

A common classification of grid-based PRS methods for particle-laden flows relies on distinguishing body-conforming methods from non body-conforming methods [20]. However, this classification does not provide much insight on the numerical characteristics of grid-based PRS
methods. It is therefore helpful to present them instead in light of their ability to satisfy the following properties:

1. the description of rigid boundaries is sharp, i.e., the method properly captures the gradient discontinuity at the boundary between the fluid and the rigid body, and additionally the correct rigid body motion is imposed on the grid points inside the rigid body;
2. the method is strictly mass, momentum and energy conservative in the sub-domain occupied by the fluid, a property essential for the prediction of discontinuous phenomena but also for stability in fluid-structure interaction methods [21, 22];
3. provided the spatial discretization scheme is at least second-order away from rigid boundaries, the treatment of moving rigid boundaries does not deteriorate the spatial accuracy in the vicinity of the moving rigid boundaries.
4. the method can be extended to adaptive grids without any major difficulty.

Body-conforming methods [23, 24, 25, 26, 27] may seem appealing at first as they naturally satisfy the four properties previously listed, provided that the spatial discretization scheme is intrinsically conservative and second-order accurate. Unfortunately, their performance is hindered by the computational overhead associated with the resolution of additional equations for the motion of the mesh, the complicated re-meshing process itself and the costly projection step of the solution onto the new grid. As problems of increasing complexity are now being tackled, e.g., problems involving a large collection of moving rigid bodies of arbitrary shape and/or a large computational domain, which require highly scalable computational methods on large supercomputers, large mesh deformations in body-conforming methods render these methods less competitive. Consequently, researchers have favored over the past $15-20$ years non body-conforming methods based either on a fixed (often uniform) Cartesian grid or on an adaptive Cartesian grid. Note however the recent work of [28, 29] where the authors used an overset grid method, using a combination of both static grid and body-conforming grid methods, to perform PRS of particle-laden flows.

In non body-conforming methods, the complex numerical machinery required to keep track of the deforming mesh is traded for a (relatively) simple grid management (in the case of adaptive grids) or no grid management at all (in the case of fixed grids). However, this comes at the expense of introducing either a velocity reconstruction at the rigid boundaries or an additional body force distributed along the rigid boundaries in the momentum conservation equation to impose the hydrodynamic coupling between the fluid and the rigid bodies. The IB method based on discrete direct forcing (DF) using regularized Dirac delta functions [5, 30, 31, [32, 33, 34, 35] is probably the most popular PRS method in the literature but is also notoriously non-sharp. Indeed, the regularized Dirac delta kernel used to distribute the additional body force defined on the rigid boundaries is constructed with a compact support that symmetrically spans multiple cells on both sides of the rigid boundaries and consequently smooths any gradient discontinuity at the rigid boundaries. Note that in [7, the authors recently suggested an improvement of the $\mathrm{DF} / \mathrm{IB}$ method in the form of one-sided IB kernels that is equivalent to a sharp treatment of the rigid boundaries. The standard $\mathrm{DF} / \mathrm{IB}$ method is non-conservative in the domain occupied by the fluid as cells cut by the rigid boundaries are not treated in any specific manner in the fluid conservation equations (in particular the mass conservation does not account at all for the presence of rigid boundaries). Note also that the standard DF/IB method forces the no-slip boundary condition on the particle surface but often does not force any rigid body motion in the particle volume, leading to nonphysical fictitious fluid motion inside rigid
particles. Recently, in [36], the authors added volume forcing to the DF/IB method proposed in [5], in the spirit of the DLM/FD method to improve the spatial accuracy of the DF/IB method applied to the problem of inertial settling of a single ellipsoid. The GC method, the BBS based LB method and the DLM/FD method all deliver the right rigid body motion in the particle volume. The GC and BBS-LB methods exclude the degrees of freedom and simply assign the right velocity values in the particle volume while the DLM/FD method employs a volume forcing. The GC method as well as the implementation of the DLM/FD method in [37] provide a sharp description of the rigid boundaries and properly capture the gradient discontinuity at the rigid boundaries but are again not strictly conservative in the domain occupied by the fluid. Other PRS methods are also sharp and pseudo-body conforming [38, 39] in the sense that they use a fixed Cartesian grid and adapt the finite difference approximation stencil of the gradient in the vicinity of the rigid boundaries to incorporate the Dirichlet no-slip condition at the rigid boundaries. Again, these methods are not strictly conservative in the domain occupied by the fluid. Finally, in most of the aforementioned PRS methods, the treatment of the immersed rigid boundaries disrupts the second-order accuracy of the conservation equation spatial discretization scheme in the absence of immersed rigid boundaries and the overall spatial accuracy is generally between first-order and second-order, depending on the flow problem.

The most efficient PRS solvers using any of the computational methods discussed previously are implemented on a uniform Cartesian grid. LB methods are well known to be highly parallelizable and finite difference/finite volume based methods combined to efficient geometric or algebraic multigrid solvers are also very fast and scale very well on a large number of cores. Indeed, spectacular massively parallel computations of particle-laden flows have been reported in the recent literature, e.g., in [40] with a IB/LB method, 115, 200 spheres and 4.83 billion lattice nodes and in [41] with a DF/IB finite volume method, $1,053,648$ spheres and 3.6 billion cells. However, certain classes of particle-laden flow problems are not amenable to uniform fixed Cartesian grid PRS methods. Examples include but are not limited to flows laden with particles of complex shape, high Reynolds number flows with thin momentum boundary layers around particles, lubrication-dominated dense suspension flows with highly localized zones of spatially rapidly varying flow field, dilute to very dilute inertial particle-laden flows in large domains and particle-laden flows with a highly heterogeneous particle microstructure. These flow configurations all feature large sub-domains where the flow field spatially varies relatively slowly and locally requires less spatial resolution. Body-conforming methods that intrinsically use an unstructured grid and require constant re-meshing are naturally capable of performing local mesh refinement [25, 27], but at a large computing cost as discussed previously. Adaptive Cartesian grid methods offer a powerful alternative to dynamic unstructured re-meshing. There currently exists two types of adaptive Cartesian grid methods: (i) block-refined or patched adaptive Cartesian grid methods [42, 43, 44] in which entire cuboid sub-domains of uniform grid size are patched at different levels of refinement on the primary coarse grid and (ii) adaptive Cartesian tree grid methods [45, 46, 47, 48, 49, 50] in which individual cells live on different levels of refinement. Extending the implementation of any PRS methods from a uniform fixed Cartesian grid to a block refined adaptive Cartesian grid in which each rigid body is fully contained within a single block of cells at the same level of refinement is straightforward as within each block, the implementation of the numerical method to impose the no-slip boundary condition on the rigid boundaries is completely similar to the implementation on a uniform Cartesian grid. The extension to genuine adaptive Cartesian tree grids is much more challenging. When
implemented on a uniform Cartesian grid, PRS methods that describe the rigid boundaries by a set of Lagrangian discrete points require a quasi-homogeneous distribution of these points on the rigid boundaries [5, 16]. This quasi-homogeneous distribution is constructed such that Lagrangian points are approximately equidistant by $\alpha \Delta$ where $\alpha \in[1,2]$ and $\Delta$ is the constant grid size. The linear relationship between the inter-point distance and the local grid size as well as the homogeneity of the distribution are key to the accuracy of the computed solution [5, 51, 16]. Various constructions can be adopted depending on the rigid body shape: (i) explicit for a sphere [5, 16] and simple polyhedrons [16], (ii) solution of a time-dependent problem of charged particles constrained to the body surface for spheroids [5, 36, and (iii) vertices of an unstructured triangulation of the body surface. On a Cartesian tree grid with a local grid size that presumably varies along the body surface, the inter-point distance (or equivalently the surface density of Lagrangian points) would need to match the local grid size, leading to a non-homogeneous Lagrangian point distribution over the rigid boundary and thus rendering the Lagrangian point construction very challenging if not overly complicated. Conversely, PRS methods that describe rigid boundaries on the Eulerian grid only extend more naturally to variable cell size Cartesian grids like Cartesian tree grids. In our previous work, we adopted an intermediate solution when extending our DLM/FD method on Cartesian tree grids [52] by enforcing a uniform grid in a narrow band spanning 3 cells on both sides of each rigid boundary. While computationally efficient, this strategy does not take full advantage of the local mesh refinement capabilities of a genuine Cartesian tree grid.

Our objective in this work is to propose a Cartesian grid embedded boundary method, also referred to in the literature as a cut-cell method, coupled to an adaptive mesh refinement technique (AMR) to compute efficiently and with second-order spatial accuracy the motion of particles of arbitrary shape in an incompressible flow. Indeed, cut-cell methods are a sub-class of non body-conforming methods 53 that satisfy the four properties listed previously. They are constructed starting from a uniform Cartesian grid, in which the embedded (rigid) boundaries intersect underlying cells to form irregular fluid control volumes. The regular structure of Cartesian grid allows for fast solution algorithms and a simple domain decomposition of the grid suitable for adaptation and parallel computing. To the best of our knowledge, cut-cell methods have mostly been applied to compressible flows with moving rigid bodies [49, 22, 54]. When the flow is incompressible or nearly incompressible, cut-cell methods have been mainly applied to fixed boundary problems [55, 56]. In the case of moving boundaries, we note the work of [57, 58] using a pressure-free projection method on both a uniform and an adaptive Cartesian grid and the work of [59, 58] to couple the cut-cell method to a two-fluid solver.

The Cartesian grid embedded boundary method for incompressible flows with fixed and moving rigid boundaries we present here satisfies the four key properties listed previously. Indeed, we discretize the incompressible Navier-Stokes equations using a fractional-step projection method and insure that at each time step, the finite volume discretization scheme remains spatially second-order and conservative in cut-cells by carefully imposing second-order accurate boundary conditions on both 2D and 3D embedded (rigid) boundaries. In particular, we follow and extend the work of [60, 61] to robustly compute gradients normal to the embedded boundaries, even in degenerated cases. To avoid stability issues due to the well-documented problem of small cut-cells, we use a simple and efficient flux redistribution technique, initially suggested in [62, to extend the range of influence of small cut-cells to their neighboring cells. We also provide a time history to emerged cells through a field value reconstruction in the
direction normal to the embedded boundaries. Finally, we take advantage of the conservative properties of the method, enhancing the stability and convergence properties of fluid-solid coupling strategies [21, 22], and use a simple first-order in time explicit weak fluid-solid coupling strategy to describe the motion of freely moving particles. We implement our method in the open-source software Basilisk [45, [50] and extend its use the adaptive Cartesian tree grids available in Basilisk by constructing specific restriction and prolongation operators between two consecutive levels of a tree grid in the vicinity of a cut-cell. We also benefit from the techniques already existing in Basilisk to dynamically manage tree grids and balance the computational load between processes in parallel computing [70]. Finally, the methodology proposed here and implemented in Basilisk is open-source and available to the entire research community.

This rest of the paper is organised as follows: in Section 2, we introduce the mathematical model describing the coupled motion of an incompressible flow and a rigid body; in Sections 3 and 4, we present the Cartesian grid embedded boundary method we implement in the software Basilisk on both uniform and tree grids; in Section 5 we describe the numerical method we use to solve the Navier-Stokes equations and the motion of a rigid body; in Section 6, we present several 2 D and 3D validation test cases where we demonstrate the accuracy, robustness and efficiency of our Cartesian grid embedded boundary method for solving fixed and moving rigid body problems. Finally, we present our conclusions and perspectives in Section 7 .

## 2. Mathematical model

We consider a Newtonian fluid of constant density $\rho$, constant dynamic viscosity $\mu$, filling a domain $\Omega$ of boundary $\delta \Omega$. A moving rigid body $\Gamma \equiv \Gamma(t)$, of boundary $\delta \Gamma \equiv \delta \Gamma(t)$ and constant density $\rho_{\Gamma}$, is embedded in the domain. In the following, we briefly recall the governing equations for the coupled motion of the fluid and the rigid body.

### 2.1. Governing equations for the fluid

The motion of the fluid is governed by the incompressible Navier-Stokes equations, given in an Eulerian frame of reference $\mathbf{x}=[x, y, z]^{\top}$ by:

$$
\begin{align*}
& \rho\left(\partial_{t} \mathbf{u}+\mathbf{u} \cdot \nabla \mathbf{u}\right)=-\nabla p+\nabla \cdot(2 \mu \mathbf{D}), \quad \forall \mathbf{x} \in \Omega / \Gamma  \tag{1a}\\
& \nabla \cdot \mathbf{u}=0, \quad \forall \mathbf{x} \in \Omega / \Gamma \tag{1b}
\end{align*}
$$

where $\mathbf{u} \equiv \mathbf{u}(\mathbf{x}, t)$ is the fluid velocity, $p \equiv p(\mathbf{x}, t)$ is the fluid pressure and $\mathbf{D}$ is the deformation tensor defined as $D_{i j} \equiv\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2$.

We supply system (1) with the following no-slip boundary condition for the velocity $\mathbf{u}$ on the rigid boundary $\delta \Gamma$ :

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{\Gamma}, \quad \forall \mathbf{x} \in \delta \Gamma \tag{2}
\end{equation*}
$$

where $\mathbf{u}_{\Gamma} \equiv \mathbf{u}_{\Gamma}(\mathbf{x}, t)$ is the velocity of the rigid body $\Gamma$. We specify boundary conditions for $\mathbf{u}$ on the boundary $\delta \Omega$ on a case-by-case basis. No boundary conditions for the pressure $p$ are required at this point due to the orthogonality of the pressure gradient with the divergence-free velocity [63]. rigid body velocity $\mathbf{v}_{\Gamma} \equiv \mathbf{v}_{\Gamma}(\mathbf{x}, t)$ :

$$
\begin{equation*}
\mathbf{v}_{\Gamma}=\mathbf{u}_{\Gamma}+\omega_{\Gamma} \times\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right), \quad \forall \mathbf{x} \in \Gamma \tag{3}
\end{equation*}
$$

where $\mathbf{x}_{\Gamma} \equiv \mathbf{x}_{\Gamma}(t)$ is the position of the center of mass of the rigid body $\Gamma$ and $\mathbf{u}_{\Gamma} \equiv \mathbf{u}_{\Gamma}(t)$ and $\omega_{\Gamma} \equiv \omega_{\Gamma}(t)$ are respectively the translation velocity of and the angular velocity about the center of mass $\mathbf{x}_{\Gamma}$. These variables satisfy the following equations of motion 64]:

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{x}_{\Gamma}}{\mathrm{d} t}=\mathbf{u}_{\Gamma}  \tag{4a}\\
& \frac{\mathrm{d} \mathbf{u}_{\Gamma}}{\mathrm{d} t}=\frac{\mathbf{F}_{\Gamma}}{\rho_{\Gamma} V_{\Gamma}}+\left(1-\frac{\rho}{\rho_{\Gamma}}\right) \mathbf{g}  \tag{4b}\\
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathbf{I}_{\Gamma} \omega_{\Gamma}\right)=\mathbf{T}_{\Gamma}, \tag{4c}
\end{align*}
$$

where $V_{\Gamma}$ and $\mathbf{I}_{\Gamma}$ are respectively the volume and moment of inertia tensor of the rigid body $\Gamma$ and $\mathbf{g}$ is the gravity acceleration vector. For the sake of simplicity, we do not include here the time evolution equation for the angular position $\theta_{\Gamma}$ of the rigid body as we consider only freely moving spherical particles in the following. The vectors $\mathbf{F}_{\Gamma} \equiv \mathbf{F}_{\Gamma}(t)$ and $\mathbf{T}_{\Gamma} \equiv \mathbf{T}_{\Gamma}(t)$ respectively represent the hydrodynamic force and torque (about the center of mass $\mathbf{x}_{\Gamma}$ ) exerted by the fluid on the rigid body $\Gamma$ :

$$
\begin{align*}
& \mathbf{F}_{\Gamma}=-\int_{\delta \Gamma}(-p \mathbb{I}+2 \mu \mathbf{D}) \cdot \mathbf{n}_{\Gamma} \mathrm{d} S  \tag{5a}\\
& \mathbf{T}_{\Gamma}=-\int_{\delta \Gamma}\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right) \times(-p \mathbb{I}+2 \mu \mathbf{D}) \cdot \mathbf{n}_{\Gamma} \mathrm{d} S \tag{5b}
\end{align*}
$$

where $\mathbf{n}_{\Gamma} \equiv \mathbf{n}_{\Gamma}(\mathbf{x}, t)$ is the inward (pointing from the fluid towards the rigid body) unit normal vector to the rigid boundary $\delta \Gamma$.

The remaining unknown is the location and shape of the rigid boundary $\delta \Gamma$, which we describe using a user-defined distance function $\Phi\left(\mathbf{x}-\mathrm{x}_{\Gamma}\right)$ to guarantee a topologically and analytically coherent representation of the rigid boundary $\delta \Gamma$. This allows us to define the rigid body $\Gamma$, the rigid boundary $\delta \Gamma$ and the fluid domain $\Omega / \Gamma$ as follows:

- $\Gamma=\left\{\mathbf{x} \in \Omega \mid \Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right) \leq 0\right\} ;$
- $\delta \Gamma=\left\{\mathbf{x} \in \Omega \mid \Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right)=0\right\} ;$
- $\Omega / \Gamma=\left\{\mathbf{x} \in \Omega \mid \Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right)>0\right\}$.


## 3. Cartesian grid embedded boundary method on a uniform grid

In this section, we present in detail the Cartesian grid embedded boundary method, also known as cut-cell method, that we implement on a uniform Cartesian grid in Basilisk. In particular, we describe how we modify the finite volume discretization of the divergence and gradient operators, respectively $\nabla \cdot$ and $\nabla$, to account for the presence of the rigid body $\Gamma$ in a conservative, robust and accurate manner. This method is therefore not only designed to solve the Navier-Stokes equations (1) and can be more generally applied to any system of partial differential equations solved using a finite volume method.

### 3.1. Uniform Cartesian grid in Basilisk

We discretize the computational domain $\Omega$ using a uniform Cartesian grid, denoted $\Omega_{\Delta}$ in the following. The grid is composed of square (cubic in 3 D ) cells and the length of a cell edge is denoted $\Delta$. As illustrated in Figure 1, each cell has direct neighbors in each direction $d$ (four in 2D, six in 3D) and each of these neighbors is accessed through a face of the cell, noted $\mathcal{F}_{d}$.


Figure 1: Representation of a 2D cell and its neighbors in Basilisk.
The principal variables, here the velocity $\mathbf{u}$ and the pressure $p$, are collocated at the center of each cell (see Figure 2 a ). Transported or diffused variables such as the velocity $\mathbf{u}$ are therefore interpreted as the volume-averaged values over the cell volume, whereas the pressure should be seen as a point-value estimate at the center the cell. Variables can also be staggered at the center of a face, the middle of an edge or on the vertices of a cell (see Figures $2 \mathrm{~b}, 2 \mathrm{c}$ and 2 d ). When writing discrete operations on the grid $\Omega_{\Delta}$, we distinguish these last three discretization using the superscripts ${ }^{\mathbf{f}},{ }^{\mathbf{e}}$ and ${ }^{\mathbf{v}}$ and use the following Basilisk indexing, introduced in [50] and illustrated in Figure 2 for a 2D grid:

- $[0,0]=[]$ for the current cell, i.e. $s[0,0]$;
- $[1,0]=[1]$ for its right neighbor, i.e. $s[1,0]$;
- $[-1,0]=[-1]$ for its left neighbor, i.e. $s[-1,0]$;
- $[0,1]$ for its top neighbor, i.e. $s[0,1]$;
- $[0,-1]$ for its bottom neighbor, i.e. $s[0,-1]$.

As examples, the discretization of the gradient of the cell-centered scalar $s$ :

- in the $x$-direction and defined at the center of the cell, denoted $\nabla_{x} s[]$, writes:

$$
\begin{equation*}
\nabla_{x} s[]=\frac{s[1]-s[-1]}{2 \Delta}, \tag{6}
\end{equation*}
$$

- in the $y$-direction and defined on the top face of the cell, denoted $\nabla_{y}^{f} s[0,1]$, writes:

$$
\begin{equation*}
\nabla_{y}^{f} s[0,1]=\frac{s[0,1]-s[]}{\Delta} . \tag{7}
\end{equation*}
$$

We choose this notation system in order to match the notation system used in Basilisk and presented in detail here: http://basilisk.fr/Basilisk\ C\#stencils.


Figure 2: Stencils in Basilisk and their respective indexing on a 2D grid: (a) cell-centered; (b) face-centered ${ }^{\mathbf{f}}$; (c) edge-centered ${ }^{\mathbf{e}}$ (identical to face-centered in 2D); (d) vertex ${ }^{\mathbf{v}}$.

### 3.2. Integral description of rigid boundary $\delta \Gamma$

The Cartesian grid embedded boundary method is constructed starting from the uniform Cartesian grid $\Omega_{\Delta}$ described previously, in which we embed a discrete representation of the rigid body $\Gamma$. Therefore, as shown in Figure 3 a, the discrete rigid boundary, denoted $\delta \Gamma_{\Delta}$, intersects underlying cells to form irregular fluid control volumes in each cell cut by the boundary. In such cells, the geometry of the irregular fluid control volume, denoted $\mathcal{V}$, is characterized by the following Volume-of-Fluid (VOF) quantities, also referred to as the embedded fractions and represented in Figure 3b:

- the volume fraction $0 \leq c \leq 1$ of the cell, such that the effective volume occupied by the fluid in the cell is:

$$
\begin{equation*}
V=c \Delta^{D} \tag{8}
\end{equation*}
$$

where $D$ is the number of space dimensions. A cell can therefore be: (i) a full cell with $c=1$; (ii) a solid cell with $c=0$ or (iii) a cut-cell with $0<c<1$.

- the area fraction $0 \leq f_{d}^{f} \leq 1$ of the face $\mathcal{F}_{d}$, such that the effective area occupied by the fluid on the face is:

$$
\begin{equation*}
A_{d}^{f}=f_{d}^{f} \Delta^{D-1} \tag{9}
\end{equation*}
$$

Note that we also refer to $A_{d}^{f}$ as the partial face occupied by the fluid on the (full) face $\mathcal{F}_{d}$, i.e. we use the notation $A_{d}^{f}$ for both the partial face and its surface area and denote $\mathbf{m}_{d}^{f}$ its centroid (see Figure 3 c).

This integral description of the geometry of the discrete rigid boundary $\delta \Gamma_{\Delta}$ allows us to represent rigid bodies of arbitrary shape. We cannot however represent thin bodies of width smaller than the cell size $\Delta$ or multiple bodies separated by less than the cell size. These restrictions can be lifted using for example the "multi-cut-cell" method presented in 65, 22]. However, the implementation of such a method for the incompressible Navier-Stokes equations (1) is beyond the scope of this study and will be addressed in future works.

In the following section, we detail the computation of the embedded fractions $c$ and $f_{d}^{f}$ starting from the distance function representation of the rigid boundary $\delta \Gamma$ introduced in Section 2.2


Figure 3: Graphical representation of the Cartesian grid embedded boundary method on a 2D grid: (a) Cartesian $\operatorname{grid} \Omega_{\Delta}$ cut by the discrete rigid boundary $\delta \Gamma_{\Delta}$ to form irregular control volumes $\mathcal{V}$; (b) Geometric and VOF quantities in a cut-cell; (c) Conservative discretization of $\nabla \cdot \mathbf{F}$ in a cut-cell.

### 3.3. Computation of the embedded fractions in a cut-cell

We first select a representation of the discrete rigid boundary $\delta \Gamma_{\Delta}$ in each cut-cell. As illustrated in Figure 3 a , we simply choose a piecewise continuous contour, which satisfies in each cut-cell the following equation for a line (a plane in 3D):

$$
\begin{equation*}
\overline{\mathbf{n}}_{\Gamma} \cdot \mathbf{x}=\alpha, \tag{10}
\end{equation*}
$$

where $\overline{\mathbf{n}}_{\Gamma}$ is the inward unit normal vector to the discrete rigid boundary and $\alpha$ is the intercept.
Using the distance function $\Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right)$ sampled on the vertices of each cell of grid $\Omega_{\Delta}$, we then compute the geometric quantities $\overline{\mathbf{n}}_{\Gamma}$ and $\alpha$ in each cut-cell, along with their corresponding volume fraction $c$ and area fraction $f_{d}^{f}$ of each face $\mathcal{F}_{d}$ of the cut-cell. We detail this procedure in the following, and consider first a 2D cut-cell such as the one presented in Figure 3b:

1. For each vertex of the cut-cell, here for instance the bottom left vertex:
we evaluate $\Phi^{v}[]$, where $\Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}\right)$ is the distance function we use to represent the rigid boundary $\delta \Gamma$ in Section 2.2.
2. For each face $\mathcal{F}_{d}$ of the cut-cell, here for instance the bottom face: if $\Phi^{v}[] \cdot \Phi^{v}[1]<0$, the face is cut by the rigid boundary $\delta \Gamma$ and we compute the corresponding area fraction $f_{d}^{f}=f_{y}^{f}[]$ using a linear interpolation of the vertex values of $\Phi$ :

$$
\begin{equation*}
f_{y}^{f}[]=\frac{1-\operatorname{sign}\left(\Phi^{v}[]\right)}{2}+\operatorname{sign}\left(\Phi^{v}[]\right) \frac{\Phi^{v}[]}{\Phi^{v}[]-\Phi^{v}[1]} . \tag{11}
\end{equation*}
$$

3. Following [66, 60], we express the circulation along the closed boundary of the fluid control volume $\mathcal{V}$ in the cut-cell:

$$
\begin{equation*}
\int_{\delta \mathcal{V}} \mathbf{n} \mathrm{d} A=0 \Leftrightarrow \sum_{d} f_{d}^{f} \mathbf{n}_{d}^{f}+\hat{\mathbf{n}}_{\Gamma}=0 \tag{12}
\end{equation*}
$$

where $\mathbf{n}_{d}^{f}$ is the outward unit normal vector to the face $\mathcal{F}_{d}$ and $\hat{\mathbf{n}}_{\Gamma}$ is the inward (non-unit) normal vector to the discrete rigid boundary. Using equation (12), we derive the following
expression for $\hat{\mathbf{n}}_{\Gamma}$ :

$$
\hat{\mathbf{n}}_{\Gamma}=\left[\begin{array}{c}
f_{x}^{f}[]-f_{x}^{f}[1]  \tag{13}\\
f_{y}^{f}[]-f_{y}^{f}[0,1]
\end{array}\right]
$$

We then normalise $\hat{\mathbf{n}}_{\Gamma}$ to obtain $\overline{\mathbf{n}}_{\Gamma}$. Note that equation (13) is the exact expression for the volume-averaged normal vector to the discrete rigid boundary $\delta \Gamma_{\Delta}$ in the cut-cell.
4. For each face $\mathcal{F}_{d}$ of the cut-cell, here for instance the bottom face: if $0<f_{d}^{f}=f_{y}^{f}[]<1$, we compute the value of the face intercept $\alpha_{d}$ as:

$$
\begin{equation*}
\alpha_{d}=\overline{\mathbf{n}}_{\Gamma} \cdot \mathbf{x}_{d}, \tag{14}
\end{equation*}
$$

where $\mathbf{x}_{d}$ is the position of the intersection of the discrete boundary with the face $\mathcal{F}_{d}$. For the bottom face, we have:

$$
\mathbf{x}_{d}=\left[\begin{array}{c}
\operatorname{sign}\left(\Phi^{v}[]\right)\left(f_{y}^{f}[]-0.5\right)  \tag{15}\\
-0.5
\end{array}\right]
$$

We then compute $\alpha$ as the arithmetic average of all face intercepts $\alpha_{d}$. Note here that the position vector $\mathbf{x}_{d}$ is defined in a coordinate system with origin the center of the cell and in which the cell size is unity.
5. Finally, we compute the volume fraction $c$ using the well-established functions detailed in 67, 68, which account for the different ways a square (cubic in 3D) cell can be cut by a line (plane in 3D):

$$
\begin{equation*}
c=\mathcal{V}\left(\overline{\mathbf{n}}_{\Gamma}, \alpha\right) . \tag{16}
\end{equation*}
$$

The generalisation of the previous algorithm to 3 D is relatively straightforward. Indeed, noticing that a 2D cell is a face of a 3D cell, we compute the area fraction $f_{d}^{f}$ of each face $\mathcal{F}_{d}$ of a 3D cut-cell as we would compute the volume fraction of a 2 D cut-cell. We then apply steps 3 to 5 of the previous algorithm to compute the volume fraction $c$ of the 3D cut-cell, with small modifications to account for the third dimension. Complete details of the implementation of the previous algorithm and its extension to 3D can be found here: http://basilisk.fr/src/ fractions.h\#computing-volume-fractions-from-a-levelset-function.

Given the geometric quantities $\overline{\mathbf{n}}_{\Gamma}$ and $\alpha$ in a cut-cell, we also compute the area fraction $f_{\Gamma}$ and the coordinates of the centroid $\mathbf{b}$ of the discrete rigid boundary $\delta \Gamma_{\Delta}$ in the cut-cell (see Figure 3b). Complete details can be found here: http://basilisk.fr/src/embed.h\# utility-functions-for-the-geometry-of-embedded-boundaries.

### 3.4. Discrete operators in a cut-cell

Given the embedded fractions $c, f_{d}^{f}$ and $f_{\Gamma}$ in a cut-cell, we can now write the following conservative finite volume approximation of the divergence of a flux $\mathbf{F}$ in the cut-cell [60, 61], also illustrated in Figure 3k:

$$
\begin{align*}
\nabla \cdot \mathbf{F} & \approx \frac{1}{c \Delta^{D}} \int_{\mathcal{V}} \nabla \cdot \mathbf{F} \mathrm{d} V=\frac{1}{c \Delta^{D}} \int_{\delta \mathcal{V}} \mathbf{F} \cdot \mathbf{n} \mathrm{d} A \\
& \approx \frac{1}{c \Delta}\left(\sum_{d} f_{d}^{f} F_{d}^{f}+f_{\Gamma} F_{\Gamma}\right) \tag{17}
\end{align*}
$$

where $\mathbf{n}$ is the outward unit normal vector to the boundary $\delta \mathcal{V}$ of the fluid control-volume $\mathcal{V}$ in the cut-cell. Both $F_{d}^{f}=\mathbf{F}^{f} \cdot \mathbf{n}_{d}$ and $F_{\Gamma}=\mathbf{F}_{\Gamma} \cdot \overline{\mathbf{n}}_{\Gamma}$ are the discrete counterparts of $\mathbf{F} \cdot \mathbf{n}$ and respectively represent the finite volume flux through the face $\mathcal{F}_{d}$ and through the discrete rigid boundary $\delta \Gamma_{\Delta}$ in the cut-cell. As in [60, 61], the flux $F_{d}^{f}$ is defined at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$ (of the full face $\mathcal{F}_{d}$ ). Similarly, the flux $F_{\Gamma}$ is defined at the centroid $\mathbf{b}$ of the discrete rigid boundary $\delta \Gamma_{\Delta}$.

When solving the incompressible Navier-Stokes equations (1), the discrete fluxes $F_{d}^{f}$ and $F_{\Gamma}$ typically correspond to the nonlinear advection flux $\mathbf{u} \otimes \mathbf{u}$ or the viscous flux $2 \mu \mathbf{D}$. In order to evaluate these fluxes in a cut-cell of the grid $\Omega_{\Delta}$, we therefore introduce the following three quantities:

1. $\nabla_{\Gamma} s=\left.\nabla s\right|_{\delta \Gamma_{\Delta}} \cdot \overline{\mathbf{n}}_{\Gamma}$, the embedded face gradient of a cell-centered scalar $s$, defined at the centroid $\mathbf{b}$ of the discrete rigid boundary $\delta \Gamma_{\Delta}$ in the cut-cell;
2. $\nabla_{d}^{f} s=\left.\nabla s\right|_{\mathcal{F}_{d}} \cdot \mathbf{n}_{d}$, the face gradient of a cell-centered scalar $s$, defined at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$ in the cut-cell;
3. $s_{d}^{f}$, the face value of a cell-centered scalar $s$, defined at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$ in the cut-cell.

In the following, we detail the computation of these three quantities using only values of the cell-centered scalar $s$ in what we refer to as available cells. Available cells simply correspond to cells that are within the fluid domain, i.e. full cells $(c=1)$ and cut-cells $(0<c<1)$. If the discrete rigid boundary $\delta \Gamma_{\Delta}$ is moving, available cells are cells that are within the fluid domain, excluding emerged cells that have not yet been properly initialized. We define emerged cells in Section 5.5.

### 3.4.1. Computation of the embedded face gradient of a cell-centered scalar

We detail here the computation in a cut-cell of the embedded face gradient $\nabla_{\Gamma} s$, defined at the centroid $\mathbf{b}$ of the discrete rigid boundary $\delta \Gamma_{\Delta}$ in a cut-cell. Two cases arise, depending on the nature of the boundary condition for $s$ imposed at the centroid $\mathbf{b}$.

Neumann boundary condition. If a Neumann boundary condition $g_{\Gamma}$ is imposed, then the embedded face gradient $\nabla_{\Gamma} s$ simply writes:

$$
\begin{equation*}
\nabla_{\Gamma} s=g_{\Gamma} . \tag{18}
\end{equation*}
$$

Dirichlet boundary condition. If a Dirichlet boundary condition $s_{\Gamma}$ is imposed, we compute the embedded face gradient $\nabla_{\Gamma} s$ following the methodology presented in [60, 61]. We use the following second-order discretization of the gradient in the direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$, also illustrated in Figure 4a:

$$
\begin{equation*}
\nabla_{\Gamma} s=\frac{1}{d_{2}-d_{1}}\left(\left(s_{\Gamma}-s_{1}\right) \frac{d_{2}}{d_{1}}-\left(s_{\Gamma}-s_{2}\right) \frac{d_{1}}{d_{2}}\right) . \tag{19}
\end{equation*}
$$

To maintain second-order accuracy, we compute the quantities $s_{1}$ and $s_{2}$ using a third-order quadratic (biquadratic in 3D) interpolation along the direction orthogonal to the principal
direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$ and at a positive distance $d_{1}$ and $d_{2}$ from the centroid $\mathbf{b}$. Without loss of generality, we consider the 2D configuration presented in Figure 4, where the principal direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$ is the positive $x$-direction and $d_{1}=\frac{1-b_{x}}{-\bar{n}_{\Gamma, x}}$ and $d_{2}=\frac{2-b_{x}}{-\bar{n}_{\Gamma, x}}$. We then compute $s_{1}$ and $s_{2}$ using values of $s$ taken from the $3 \times 2(3 \times 3 \times 2$ in 3 D$)$ stencil represented in Figure 4 b , itself part of the $5 \times 5(5 \times 5 \times 5$ in 3 D$)$ stencil of the cut cell:

$$
\begin{align*}
& s_{1}=\left(s[1]\left(y_{1}-1\right)+s[1,2]\left(y_{1}+1 .\right)\right) \frac{y_{1}}{2}-s[1,1]\left(y_{1}-1\right)\left(y_{1}+1\right)  \tag{20}\\
& s_{2}=\left(s[2]\left(y_{2}-1\right)+s[2,2]\left(y_{2}+1 .\right)\right) \frac{y_{2}}{2}-s[2,1]\left(y_{2}-1\right)\left(y_{2}+1\right),
\end{align*}
$$

where $y_{1}=b_{y}+d_{1}\left[-\bar{n}_{\Gamma, y}\right]-1$ and $y_{2}=b_{y}+d_{2}\left[-\bar{n}_{\Gamma, y}\right]-1$. Note here that the centroid $\mathbf{b}$ and the distances $d_{1}, d_{2}, y_{1}$ and $y_{2}$ are defined in a coordinate system with origin the center of the cell and in which the cell size is unity and that the values of $s$ are interpreted as point-value estimates at the center of full cells.

To maintain a robust computation of the embedded face gradient $\nabla_{\Gamma} s$ in complex geometrical configurations that can naturally occur in particle-laden flows, we use equation (19) only if the cells required to compute the first and second interpolants $s_{1}$ and $s_{2}$ in equation (20) are topologically connected. This means that a line unbroken by a solid cell or face connects the center of the current cut-cell $[0,0]$ to the center of all cells in the stencils of both $s_{1}$ and $s_{2}$, i.e. cells $\{[1],[1,1],[1,2]\}$ and cells $\{[2],[2,1],[2,2]\}$ for the 2D configuration presented in Figure 4 . If this is not the case, we face a degenerated case. This situation was not considered in [60, 61] and we therefore propose the following extension of the computation of the embedded face gradient $\nabla_{\Gamma} s$ in degenerated cases:

- if the stencil for $s_{2}$ is not topologically connected to the current cut-cell $[0,0]$, we simply use the following first-order discretization of $\nabla_{\Gamma} s$ :

$$
\begin{equation*}
\nabla_{\Gamma} s=\frac{s_{\Gamma}-s_{1}}{d_{1}} . \tag{21}
\end{equation*}
$$

In Figure 5, we present the three possible configurations for which this degenerated case would occur for the 2D configuration presented in Figure 4.

- if the stencil for $s_{1}$ is not topologically connected to the current cut-cell $[0,0]$, we face a pathological situation. In this case, we resort to using the cell-centered value $s$ [] to compute $\nabla_{\Gamma} s$. In the configuration presented in Figure 4, the embedded face gradient would write:

$$
\begin{equation*}
\nabla_{\Gamma} s=\frac{s_{\Gamma}-s[]}{\left|b_{x} / \bar{n}_{\Gamma, x}\right|} . \tag{22}
\end{equation*}
$$

In Figure 6, we present the three possible configurations for which this degenerated case would occur for the 2D configuration presented in Figure 4.

Complete details of the computation of the embedded face gradient $\nabla_{\Gamma} s$ and its extension to 3D can be found here: http://basilisk.fr/src/embed.h\#dirichlet-boundary-condition.


Figure 4: Graphical representation of the methodology proposed in 60, 61 and implemented in Basilisk to compute the second-order embedded face gradient $\nabla_{\Gamma} s$ on a 2 D grid when the principal direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$ is the positive $x$-direction.
(a)

(b)

(c)


Figure 5: Graphical representation of the extension of the methodology proposed in 60, 61] and implemented in Basilisk to compute the embedded face gradient $\nabla_{\Gamma} s$ in a first type of degenerated case on a 2D grid when the principal direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$ is the positive $x$-direction and the stencil for $s_{2}$ (cells $\{[2],[2,1],[2,2]\})$ is not topologically connected to the current cut-cell $[0,0]$.

### 3.4.2. Computation of the face gradient of a cell-centered scalar

We now describe the computation of the face gradient $\nabla_{d}^{f} s$, defined at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$ (of the full face $\mathcal{F}_{d}$ ) in a cut-cell. To match the second-order accuracy of the embedded face gradient $\nabla_{\Gamma} s$ described previously, we first define the following second-order simple face gradient on the face $\mathcal{F}_{d}$, denoted $\bar{\nabla}_{d}^{f} s$ and written here for instance on the left face of the cut-cell:

$$
\begin{equation*}
\bar{\nabla}_{x}^{f} s[]=\frac{s[]-s[-1]}{\Delta} \tag{23}
\end{equation*}
$$

We then proceed as in 60 and define $\nabla_{d}^{f} s$ using a second-order linear (bilinear in 3D) interpolation, at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$, of simple face gradients $\bar{\nabla}_{d}^{f} s$ computed on neighboring faces located in the direction (two directions in 3D) orthogonal to the direction d. Without loss of generality, we consider here for instance the left face of the 2D cut-cell


Figure 6: Graphical representation of the extension of the methodology proposed in 60, 61 and implemented in Basilisk to compute the embedded face gradient $\nabla_{\Gamma} s$ in a second type of degenerated case on a 2 D grid when the principal direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}$ is the positive $x$-direction and the stencil for $s_{1}$ (cells $\{[1],[1,1],[1,2]\})$ is not topologically connected to the current cut-cell $[0,0]$.
presented in Figure 3 b and compute $\nabla_{d}^{f} s=\nabla_{x}^{f} s$ [] as follows:

$$
\nabla_{x}^{f} s[]=\left\{\begin{array}{l}
\text { if } f_{x}^{f}[0,1] \geq f_{x}^{f}[0,-1]:  \tag{24}\\
\\
\quad\left(1+m_{x, y}^{f}\right) \bar{\nabla}_{x}^{f} s[]+m_{x, y}^{f} \bar{\nabla}_{x}^{f} s[0,1] \\
\text { else } \quad \\
\\
\left(1+m_{x, y}^{f}\right) \bar{\nabla}_{x}^{f} s[]+m_{x, y}^{f} \bar{\nabla}_{x}^{f} s[0,-1]
\end{array}\right.
$$

where $\mathbf{m}_{x}^{f}=\left[0, m_{x, y}^{f}\right]^{\top}$, with $m_{x, y}^{f}=\left(1-f_{x}^{f}[]\right) / 2$. Note here that the centroid $\mathbf{m}_{d}^{f}$ is defined in a coordinate system with origin the full face center and in which the face size is unity.

As for the embedded face gradient $\nabla_{\Gamma} s$, we only use equation (24) if the cells required to define the simple face gradients $\bar{\nabla}_{d}^{f} s$ used in equation (24) are topologically connected to the face $\mathcal{F}_{d}$. Otherwise, we simply set $\nabla_{d}^{f} s=\bar{\nabla}_{d}^{f} s$. Indeed, using faces of the grid $\Omega_{\Delta}$ that are not topologically connected could prevent the convergence of the multigrid Poisson-Helmholtz solver 61].

Complete details of the computation of the face gradient $\nabla_{d}^{f} s$ and its extension to 3D can be found here: http://basilisk.fr/src/embed.h\#operator-overloading.

### 3.4.3. Computation of the face value of a cell-centered scalar

We finally detail the computation of the face value $s_{d}^{f}$, defined at the centroid $\mathbf{m}_{d}^{f}$ of the partial face $A_{d}^{f}$ in a cut-cell. We compute $s_{d}^{f}$ using equation (24), in which we substitute the simple face gradients $\bar{\nabla}_{d}^{f} s$ by a volume-weighted average of s in the direction $d$, denoted $\bar{s}_{d}^{f}$. Without loss of generality, we consider here for instance the left face of the 2D cut-cell presented in Figure 3b and compute the volume-weighted average $\bar{s}_{d}^{f}=\bar{s}_{x}^{f}[]$ as:

$$
\begin{equation*}
\bar{s}_{x}^{f}[]=\frac{\left(\frac{3}{2}+c[]\right) s[]+\left(\frac{3}{2}+c[-1]\right) s[-1]}{c[]+c[-1]+3} . \tag{25}
\end{equation*}
$$

We use the weighted average (25) instead of a simple average, i.e. $\left(s_{x}[]+s_{x}[-1]\right) / 2$, to prevent the occurrence of instabilities when solving the Stokes equations (1), a phenomenon that has also been noticed in [69] for low Reynolds number flows. These instabilities appear
when using an approximate projection scheme, due to some feedback between pressure and velocity modes, amplified by the face gradient (24) used to compute the viscous fluxes, which can behave as a third-order term in cut-cells when combined with Dirichlet boundary conditions [60, 61] (see Section 6.1).

More details are provided in Section 6.4 and complete details of the computation of the face value $s_{d}^{f}$ can be found here: http://basilisk.fr/src/embed.h\#operator-overloading.

In the following section, we present the extension to quad/oc-tree grids of the Cartesian grid embedded boundary method previously described on the uniform Cartesian $\Omega_{\Delta}$.

## 4. Extension of the Cartesian grid embedded boundary method to quad/oc-tree grids

Besides the uniform Cartesian grid $\Omega_{\Delta}$, Basilisk also enables the use of tree grids, referred to as quadtree in 2D and octree in 3D [45, 50]. A tree grid allows for a variable resolution of the computational domain $\Omega$ and provides a convenient and efficient framework for adaptive mesh refinement (AMR). We refer the reader to [50, 70, 71, 52] for a more detailed presentation of tree grids in Basilisk and describe in the following only the necessary steps to extend their use in the presence of embedded boundaries.

### 4.1. Properties of tree grids in Basilisk in the absence of embedded boundaries

In a tree grid in Basilisk, cells are organized hierarchically starting from the root cell located at the base of the tree, also referred to as level $l=0$. A cell of size $\Delta$ at level $l$ can be parent to up to 4 children cells ( 8 in 3D) of size $\Delta / 2$ located at level $l+1$. Finally, a cell with no children is a leaf cell.

A remarkable feature of Basilisk is that the definition of a cell on both a uniform grid $\Omega_{\Delta}$ and a tree grid is identical. In other words, discrete operations on both grid types are implemented in an identical manner. In particular, the Cartesian grid embedded boundary method presented previously on a uniform Cartesian grid $\Omega_{\Delta}$ can therefore be identically applied to a tree grid. This is achieved by guaranteeing that each cell, whether of a uniform grid $\Omega_{\Delta}$ or of a tree grid, has access to a $5 \times 5(5 \times 5 \times 5$ in 3D) regular stencil (i.e. $\{[2],[1],[-1], \ldots\})[50$. Basilisk therefore extends the regular stencil of a cell if the cell is located near a domain boundary or a resolution boundary, using respectively ghost and halo cells.

For all grid types, the regular stencil of a cell near the domain boundary $\delta \Omega$ is extended beyond the limits of the computational domain $\Omega$ using two layers of ghost cells. Cell-centered values in these boundary ghost cells are updated using some discrete approximation of the boundary conditions imposed on the boundary $\delta \Omega$. The presence of embedded boundaries does not modify how boundary ghost cells are updated and we refer the reader to [50] for more details.

For tree grids only, the regular stencil of a leaf cell inside the computational domain and near a resolution boundary is extended using two layers of halo cells. We call resolution boundary any region of a tree grid where two neighboring leaf cells are located at different levels (i.e. have a different size). Note that in Basilisk, the level of neighboring leaf cells cannot vary by more than one. As described in [50] and illustrated in Figures 77 and 8 a , cell-centered values in resolution boundary halo cells (blue circle and red crosses in Figures 7 a and 8 a ) are updated using the following second-order functions, described here for a quadtree:

- a prolongation function which uses a bilinear interpolation of values defined in cells located at level $l$ (large black dots and large blue circle in Figure 7 a) to update the value in a halo cell located at level $l+1$ (red crosses in Figure 7 a). For a quadtree without embedded boundaries, the prolongation of a cell-centered scalar $s$ from level $l$ to level $l+1$ writes:

$$
\begin{align*}
s[]= & (9 \text { coarse }(s[])+ \\
& 3(\operatorname{coarse}(s[\text { child } . x])+\text { coarse }(s[0, \text { child. } y]))+  \tag{26}\\
& \operatorname{coarse}(s[\text { child } . x, \text { child } . y])) / 16,
\end{align*}
$$

where the coarse operator accesses the value in a cell located on the coarser level $l$ and child. $(x \mid y)$ are the coordinates of the grid point at level $l+1$ relative to its parent at level $l$, i.e. child. $(x \mid y)= \pm 1$.

- a restriction function which uses simple diagonal averaging of values defined in children cells located at level $l+1$ (small black dots in Figures 7 a and 8 a ) to update the value in the parent halo cell located at level $l$ (large blue circle in Figures 7 a and 8 a ). For a quadtree without embedded boundaries, the restriction of a cell-centered scalar $s$ from level $l+1$ to level $l$ writes:

$$
\begin{equation*}
s[]=\frac{1}{2}\left(\frac{\text { fine }(s[])+\text { fine }(s[1,1])}{2}+\frac{\text { fine }(s[1])+\text { fine }(s[0,1])}{2}\right), \tag{27}
\end{equation*}
$$

where the fine operator accesses the value in a child cell located on the finer level $l+1$.
Complete details of the implementation of the prolongation and restriction functions in the absence of embedded boundaries and their extension to 3D can be found here: http: //basilisk.fr/src/grid/multigrid-common.h.

### 4.2. Properties of tree grids in Basilisk in the presence of embedded boundaries

To use the Cartesian grid embedded boundary method presented in Section 3 on a tree grid, we extend the definition of:

- the embedded fractions $c$ and $f_{d}^{f}$ in resolution boundary halo cells;
- the prolongation and restriction functions (26) and (27), such that they use only values taken from available fluid cells while maintaining their second-order accuracy.


### 4.2.1. Computation of embedded fractions in a halo cell

We use prolongation and restriction functions specific to the embedded fractions to reconstruct the volume and area fractions $c$ and $f_{d}^{f}$ in a halo cell.

The restriction functions defining the embedded fractions in a parent halo cell at level $l$ use simple averaging of values in its children cells at level $l+1$. The prolongation functions defining the embedded fractions in a halo cell at level $l+1$ are based on a VOF reconstruction of the embedded boundary normal vector $\overline{\mathbf{n}}_{\Gamma, l}$ and intercept $\alpha_{l}$ in the corresponding parent cell at level $l$. Indeed, using the area fractions $f_{d, l}^{f}$ defined on the faces $\mathcal{F}_{d, l}$ of the parent cell at level $l$, we use equation (13) to compute the corresponding normal vector $\overline{\mathbf{n}}_{\Gamma, l}$ and a variation of equation (16) to compute the intercept $\alpha_{l}$. Then, given $\overline{\mathbf{n}}_{\Gamma, l}$ and $\alpha_{l}$ defined in a coordinate
system with origin the center of the halo cell and in which the halo cell size is unity, we use function (16) to compute the volume fraction $c_{l+1}$ in the quadrant of the parent cell matching the halo cell. We also use $\overline{\mathbf{n}}_{\Gamma, l}, \alpha_{l}$ and equation (10) to compute the area fractions $f_{d, l+1}^{f, \text { int }}$ of the faces of the halo cell contained within the parent cell. We finally compute the area fractions $f_{d, l+1}^{f, \text { ext }}$ of the faces of the halo cell that coincide with the faces of the parent cell using their corresponding area fractions $f_{d, l}^{f}$.

We refer the reader to [68] for more details on the prolongation and restriction of a volume fraction and to the following for complete details on the implementation of the prolongation and restriction functions specific to the embedded fractions: http://basilisk.fr/src/ embed-tree.h\#volume-fraction-field-cs.

### 4.2.2. Prolongation and restriction functions in the presence of embedded boundaries

In the presence of embedded boundaries, we modify the prolongation and restriction functions (26) and (27) and define second-order operators using only values from available cells, i.e. cells not entirely contained within the embedded boundary and, if the discrete rigid boundary $\delta \Gamma_{\Delta}$ is moving, excluding emerged cells that have not yet been properly initialized.

Prolongation function in the presence of embedded boundaries. We detail here the extension of the prolongation function (26) in the presence of embedded boundaries. Without loss of generality, we consider the quadtree presented in Figure 7. To update the value of the cellcentered scalar $s$ in the halo cell marked by a red circled cross in Figure 7, we distinguish four cases, depending on the number of coarse cells available (large black dots and large blue circle in Figure 77:

1. if all four coarse cells are available, as in Figure 7 a, we use the bilinear interpolation (26).
2. if three coarse cells are available, excluding the diagonal coarse cell [child. $x$, child. $y$ ], as in Figure 7b, we use the following triangular interpolation:

$$
\begin{align*}
s[]= & (2 \text { coarse }(s[])+  \tag{28}\\
& \operatorname{coarse}(s[\text { child. } x])+\operatorname{coarse}(s[0, \text { child. } y])) / 4 .
\end{align*}
$$

3. if only three coarse cells are available, including the diagonal coarse cell [child. $x$, child. $y$ ], as in Figure 7 , , we use the following diagonal interpolation:

$$
\begin{equation*}
s[]=(3 \text { coarse }(s[])+\operatorname{coarse}(s[\text { child } . x, \text { child } . y])) / 4 . \tag{29}
\end{equation*}
$$

4. if only one or two coarse cells are available, as in Figure 7d, we face a pathological situation. In this case, we compute the value of $s$ in the halo cell using a Taylor expansion, where, if possible, one simple face gradient $\bar{\nabla}_{d}^{f} s$ at level $l$ is computed per dimension, preferably along the faces of the parent cell that follow the natural orientation of the halo cell with respect to its parent cell:

$$
\begin{equation*}
s[]=\operatorname{coarse}(s[])+\frac{\Delta}{4} \operatorname{coarse}\left(\bar{\nabla}_{x}^{f} s[1]\right)+\frac{\Delta}{4} \operatorname{coarse}\left(\bar{\nabla}_{y}^{f} s[]\right) . \tag{30}
\end{equation*}
$$

Note that in equation (30), the face gradient coarse $\left(\bar{\nabla}_{y}^{f} s[]\right)$ does not follow the natural orientation of the halo cell with respect to its parent cell represented in Figure 7d.
Complete details of the implementation of the prolongation function and its extension to 3D are presented here: http://basilisk.fr/src/embed-tree.h\#refinementprolongation-of-cell-cente


Figure 7: Graphical representation of the prolongation of a cell-centered scalar in the halo cell marked by a red circled cross, in the presence of embedded boundaries.

Restriction function in the presence of embedded boundaries. Next, we describe the extension of the restriction function (27) in the presence of embedded boundaries. Without loss of generality, we consider the quadtree presented in Figure 8. To update the value of the cell-centered scalar $s$ in the halo cell marked by a blue circle in Figure 8, we distinguish three cases, depending on the number of children cells available (black dots in Figure 8):

1. if four children cells are available, as in Figure 8 a, we use the simple diagonal averaging (27).
2. if three children cells are available, as in Figure 8 b , we also use diagonal averaging, but only along the available diagonal:

$$
s[]=\left\{\begin{array}{l}
\text { if fine }(c[])>0 \text { and fine }(c[1,1])>0:  \tag{31}\\
\frac{\text { fine }(s[])+\text { fine }(s[1,1])}{2} \\
\text { if fine }(c[1])>0 \text { and fine }(c[0,1])>0: \\
\frac{\text { fine }(s[1])+\text { fine }(s[0,1])}{2}
\end{array}\right.
$$

3. if less than three children cells are available, as in Figure 88, we face a pathological situation. In this case, we first compute the average value of $s$, denoted $\bar{s}$, over all available children cells as well as the barycenter $\mathbf{b}$ of the available children cells (green star in Figure 8c). We then use, if possible, a user-provided value of the gradient of $s$ defined at the center of the cell (blue circle in Figure 8c), denoted $\nabla s$ [], and a Taylor expansion to improve our approximation of $s$ in the halo cell:

$$
\begin{equation*}
s[]=\bar{s}-\mathbf{b} \cdot \nabla s[] . \tag{32}
\end{equation*}
$$

If an a priori value of $\nabla s$ [] is not available, the restriction function in this pathological situation is first-order only.

Complete details of the implementation of the restriction function and its extension to 3D are presented here: http://basilisk.fr/src/embed-tree.h\#restriction-of-cell-centered-fields.
(a)

(b)

(c)


Figure 8: Graphical representation of the restriction of a cell-centered scalar in the halo cell marked by a large blue circle, in the presence of embedded boundaries.

### 4.2.3. Adaptive mesh refinement of quad/oc-trees in Basilisk

Finally, we describe the adaptive mesh refinement of tree grids available in Basilisk. Indeed, tree grids can be dynamically updated and cells refined or coarsened based on a multi-resolution analysis of selected scalar fields [50, 70, 71]. In particular, mesh adaptation allows us to minimize the use of halo cells in regions of strong Hessian by dynamically refining the grid in these regions and therefore maintain overall second-order accuracy when computing gradients. Indeed, values in halo cells are computed with second-order accuracy and therefore lead to first-order accuracy for gradients.

As an example, consider a cell-centered scalar $s$ discretized at the grid level $l$ and denoted $s_{l}$. To determine if a cell must be refined, coarsened or left unchanged, we first use the restriction function 4.2.2 to downsample $s_{l}$ to the coarser level $l-1$ :

$$
\begin{equation*}
s_{l-1}=\operatorname{restriction}\left(s_{l}\right), \tag{33}
\end{equation*}
$$

We then use the prolongation function 4.2 .2 to upsample $s_{l-1}$ to the current level $l$ :

$$
\begin{equation*}
g_{l}=\text { prolongation }\left(s_{l-1}\right) . \tag{34}
\end{equation*}
$$

The prolongated value $g_{l}$ is then compared to the original value $s_{l}$, and the current cell is either refined, coarsened or remains unchanged based on a user-defined threshold value $\xi_{\text {adapt }}$ for the absolute (not relative) error $\left\|g_{l}-s_{l}\right\|$.

In the following section, we apply the Cartesian grid embedded boundary method presented previously to solve the coupled system of equations (1)-(2) and (4)-(5) describing the motion of a rigid body $\Gamma$ in an incompressible fluid.

## 5. Temporal discretization

We describe here the temporal discretization of the coupled fluid-solid system of equations (1)-(22) and (4)-(5) on a uniform Cartesian grid $\Omega_{\Delta}$, for simplicity. The extension to a tree grid is straightforward following the methodology detailed in Section 4. Taking advantage of the conservative properties of the Cartesian embedded boundary method, known to enhance the stability and convergence properties of fluid-solid coupling strategies [21, 22], we implement here an first-order in time explicit weak coupling strategy, also for simplicity reasons.

At any given discrete time $t^{n}$, denoted with the superscript ${ }^{n}$ and with $\Delta t$ the time step, we assume that the velocity $\mathbf{u}^{n}$ and the fractional step pressure $p^{n}$ are known in each cell. We also assume that the position $\mathbf{x}_{\Gamma}^{n}$ of the rigid body $\Gamma$ as well as its translation and rotational velocities $\mathbf{u}_{\Gamma}^{n}$ and $\omega_{\Gamma}^{n}$ are known. Finally, we assume that the location of the discrete rigid boundary $\delta \Gamma_{\Delta}^{n}$ is known and that in each cut-cell the corresponding volume fraction $c^{n}$ and area fraction $f_{d}^{f, n}$ of each face $\mathcal{F}_{d}$ of the cut-cell are also known.

### 5.1. Temporal discretization of the motion of the rigid body $\Gamma$

We first integrate system (4), describing the motion of the rigid body $\Gamma$, from time $t^{n}$ to time $t^{n+1}$ using the following first-order explicit time discretization:

$$
\begin{align*}
& \frac{\mathbf{u}_{\Gamma}^{n+1}-\mathbf{u}_{\Gamma}^{n}}{\Delta t}=\frac{\mathbf{F}_{\Gamma}^{n}}{\rho_{\Gamma} V_{\Gamma}}+\left(1-\frac{\rho}{\rho_{\Gamma}}\right) \mathbf{g}  \tag{35a}\\
& \frac{\mathbf{I}_{\Gamma}^{n+1} \omega_{\Gamma}^{n+1}-\mathbf{I}_{\Gamma}^{n} \omega_{\Gamma}^{n}}{\Delta t}=\mathbf{T}_{\Gamma}^{n}  \tag{35b}\\
& \frac{\mathbf{x}_{\Gamma}^{n+1}-\mathbf{x}_{\Gamma}^{n}}{\Delta t}=\frac{\mathbf{u}_{\Gamma}^{n}+\mathbf{u}_{\Gamma}^{n+1}}{2} . \tag{35c}
\end{align*}
$$

Note that if we prescribe the motion of the rigid body analytically, we simply compute $\mathbf{x}_{\Gamma}^{n+1}$, $\mathbf{u}_{\Gamma}^{n+1}$ and $\omega_{\Gamma}^{n+1}$ using user-provided functions.

Given the new position of the rigid body $\mathbf{x}_{\Gamma}^{n+1}$, we then update the location $\delta \Gamma_{\Delta}^{n+1}$ of the discrete rigid boundary using the distance function $\Phi\left(\mathbf{x}-\mathbf{x}_{\Gamma}^{n+1}\right)$. In each cut-cell, we finally compute the corresponding volume fraction $c^{n+1}$ and area fraction $f_{d}^{f, n+1}$ of each face $\mathcal{F}_{d}$ of the cut-cell using the methodology described in Section 3.3 .

Complete details of the temporal discretization of system (4) can be found here: http: //basilisk.fr/sandbox/ghigo/src/myembed-particle.h, and here: http://basilisk.fr/ sandbox/ghigo/src/myembed-moving.h\#prediction.

### 5.2. Hydrodynamic force and torque

In order to update the position and velocities of the rigid body $\Gamma$ using system (35), we compute the hydrodynamic force $\mathbf{F}_{\Gamma}^{n}$ and torque $\mathbf{T}_{\Gamma}^{n}$ exerted by the fluid on the discrete rigid boundary $\delta \Gamma_{\Delta}^{n}$ using equations (5) discretized with second-order accuracy.

In each cut-cell, we compute the pressure contribution to the force and torque by linearly interpolating the pressure $p^{n}$ from the center of the cell to the centroid $\mathbf{b}^{n}$ of the discrete rigid boundary $\delta \Gamma_{\Delta}^{n}$ in the cut-cell.

We then compute the viscous contribution to the force and torque using equation (19), assuming that the velocity $\mathbf{u}^{n}$ is constant along the discrete rigid boundary $\delta \Gamma_{\Delta}^{n}$, i.e. $\left.\nabla \mathbf{u}\right|_{\delta \Gamma_{\Delta}^{n}}$. $\overline{\mathbf{t}}_{\Gamma}^{n}=0$, where $\overline{\mathbf{t}}_{\Gamma}^{n}$ is the tangential vector to the discrete rigid boundary in the cut-cell.

Complete details can be found here: http://basilisk.fr/src/embed.h\#surface-force-and-vortic

### 5.3. Temporal discretization of the Navier-Stokes equations

Next, we integrate the incompressible Navier-Stokes equations (1) from time $t^{n}$ to time $t^{n+1}$ using a fractional-step projection method [72, 68]. As in [22], we assume that the discrete rigid boundary has been updated to its location $\delta \Gamma_{\Delta}^{n+1}$ and that the values of cell-centered fields in
full and cut-cells of the domain $\Omega_{\Delta} / \Gamma_{\Delta}^{n+1}$ are known at time $t^{n}$. We then obtain the following first-order time discretization of system (1), $\forall x \in \Omega_{\Delta} / \Gamma_{\Delta}^{n+1}$ :

$$
\begin{align*}
& \frac{\mathbf{u}^{\star}-\mathbf{u}^{n}}{\Delta t}+\mathbf{A}^{n+\frac{1}{2}}=0  \tag{36a}\\
& \rho \frac{\mathbf{u}^{\star \star}-\mathbf{u}^{\star}}{\Delta t}=\nabla \cdot\left[2 \mu \mathbf{D}^{\star \star}\right]  \tag{36b}\\
& \nabla \cdot\left[\frac{\Delta t}{\rho} \nabla p^{n+1}\right]=\nabla \cdot \mathbf{u}^{\star \star}  \tag{36c}\\
& \mathbf{u}^{n+1}=\mathbf{u}^{\star \star}-\frac{\Delta t}{\rho} \nabla p^{n+1} \tag{36d}
\end{align*}
$$

where the term $\mathbf{A}^{n+\frac{1}{2}}$ is an approximation of the nonlinear advection term $[\mathbf{u} \cdot \nabla \mathbf{u}]^{n+\frac{1}{2}}$, which we detail in Section 5.7

Following the projection method described in [45], we enforce the incompressibility constraint (1b) using equations (36c) and (36d). In practice, since both the velocity $\mathbf{u}$ and the pressure $p$ are collocated at center of each cell, we compute the divergence of the velocity $\nabla \cdot \mathbf{u}^{\star \star}$ in equation (36c) using an auxiliary face velocity $\mathbf{u}^{f}$ and the divergence operator (17). We therefore impose the incompressibility condition (1b) on the auxiliary face velocity $\mathbf{u}^{f}$ and the cell-centered velocity $\mathbf{u}$, computed using equation (36d), is then only approximately incompressible.

Complete details of the temporal discretization of the Navier-Stokes equations (36) can be found here: http://basilisk.fr/src/navier-stokes/centered.h\#time-integration.

### 5.4. Discrete boundary conditions

We supply system (36) with the following no-slip Dirichlet boundary condition for velocity and Neumann boundary condition for pressure at time $t^{n+1}$ on the discrete rigid boundary $\delta \Gamma_{\Delta}^{n+1}$ :

$$
\begin{align*}
& \mathbf{u}^{n+1}=\mathbf{u}_{\Gamma}^{n+1}  \tag{37a}\\
& \nabla_{\Gamma} p^{n+1}=0 . \tag{37b}
\end{align*}
$$

Equation (37a) is the discrete equivalent of the no-slip boundary condition (2). The homogeneous Neumann boundary condition for pressure (37b), used when solving equation (36c), is suitable for a fixed rigid body [73, 74]. When considering a moving rigid body, a suitable boundary condition for pressure can be obtained by projecting the Navier-Stokes equation 1 a along the normal to the discrete rigid boundary $\delta \Gamma_{\Delta}$ [73, 22]. Nevertheless, we have found that using the homogeneous Neumann boundary condition for pressure (37b) with a moving rigid body does not significantly affect the computed solution and we therefore use equation (37b) for simplicity.

### 5.5. Submerged and emerged cells

As mentioned previously, the motion on a grid $\Omega_{\Delta}$ of the rigid body $\Gamma$ represented by embedded boundaries results in the disappearance or appearance of fluid cells, respectively called submerged and emerged cells (also referred to as dead and fresh cells in 74, 75). We characterize these cells using the time evolution of the volume fraction $c$ in each cell:

- submerged cell: $c^{n}>0$ and $c^{n+1}=0$;
- emerged cell: $c^{n}=0$ and $0<c^{n+1}<1$.

Note that we adjust the time step $\Delta t$ such that a solid cell at time $t^{n}$ should not become an emerged cell at time $t^{n+1}$ with a volume fraction $c^{n+1}=1$.

It is well known that the disappearance (respectively appearance) of submerged (respectively emerged) cells can lead to spurious mass sources or sinks [75, 22]. We therefore handle these events carefully to avoid nonphysical oscillations of the velocity and pressure. The incompressibility condition (1b), combined with the conservative discretization of the divergence operator (17), allows us to simply let submerged cells "disappear" and emerged cells "appear" from the available cells, i.e. cells that are in the domain $\Omega_{\Delta} / \Gamma_{\Delta}^{n+1}$. This is not the case for the compressible Navier-Stokes equations for example, for which a conservative handling of submerged and emerged cells is necessary [22, 54].

However, emerged cells of the domain $\Omega_{\Delta} / \Gamma_{\Delta}^{n+1}$ have no history at time $t^{n}$, which violates the assumption made in Section 5.3 that the values of cell-centered fields in full and cut-cells of the domain $\Omega / \Gamma_{\Delta}^{n+1}$ are known at time $t^{n}$. Therefore, for each cell-centered scalar $s$, we estimate the value $s^{n}$ at the center of all emerged cells of the domain $\Omega_{\Delta} / \Gamma_{\Delta}^{n+1}$. Following an approach similar to the one described in [74] and illustrated in Figure 9, we employ the following second-order linear extrapolation in the direction of the normal vector $\overline{\mathbf{n}}_{\Gamma}^{n+1}$ to the discrete rigid boundary $\delta \Gamma_{\Delta}^{n+1}$ to estimate the value of $s^{n}$ :

$$
\begin{equation*}
s^{n}=\frac{s_{1}^{n} d_{2}-s_{2}^{n} d_{1}}{d_{2}-d_{1}} \tag{38}
\end{equation*}
$$

where the interpolants $s_{1}^{n}, s_{2}^{n}$ are computed as in Section 3.4.1 using values of $s$ taken only from available cells and at the positive distances $d_{1}$ and $d_{2}$ from the extrapolation point. If the stencils for $s_{1}^{n}$ or $s_{2}^{n}$ are not topologically connected to the emerged cell, we use a similar approach as in Section 3.4.1 to treat degenerated cases.

Complete details of the treatment of emerged cells can be found here: http://basilisk. fr/sandbox/ghigo/src/myembed-moving.h\#prediction.


Figure 9: Graphical representation of the methodology implemented in Basilisk to extrapolate the value $s^{n}$ at the center of an emerged cut-cell of a 2D grid when the principal direction of the normal vector $-\overline{\mathbf{n}}_{\Gamma}^{n+1}$ is the positive $x$-direction.

In the following, we describe the numerical schemes we use to solve equations (36a), (36b) and (36c). We follow closely the methodology detailed in [45, 68, 50].

### 5.6. Multigrid solver

We solve each component of the velocity $\mathbf{u}$ in equation (36b) and the pressure $p$ in equation (36c) using a multigrid Poisson-Helmholtz solver. Indeed, multigrid solvers are known for being efficient at solving elliptic or parabolic problems such as equations (36b) and (36c), which can be written in a more general form as the following Poisson-Helmholtz equation:

$$
\begin{equation*}
\mathcal{L}(s)=b, \quad \mathcal{L}(s)=\nabla \cdot(\nabla s)+\lambda s \tag{39}
\end{equation*}
$$

The multigrid solver implemented in Basilisk to solve equation (39) has been described in detail in [50] and we recall here its essential features only.

Given an initial guess $\tilde{s}$, we define the error $\mathrm{d} s=s-\tilde{s}$, where $s$ denotes the unknown exact solution to equation (39). We then use the linearity of the operator $\mathcal{L}$ to rewrite equation (39) as the following equivalent Poisson-Helmholtz equation:

$$
\begin{equation*}
\mathcal{L}(\mathrm{d} s)=b-\mathcal{L}(\tilde{s})=\text { res }, \tag{40}
\end{equation*}
$$

where res is called the residual. We then proceed as follows:

1. Given an initial guess $\tilde{s}$, we compute the residual res $=b-\mathcal{L}(\tilde{s})$;
2. If $\|\mathrm{res}\| \leq \xi_{\mathrm{mg}}$, where $\xi_{\mathrm{mg}}$ denotes the tolerance of the multigrid solver, the initial guess $\tilde{s}$ is good enough;
3. Otherwise, we solve equation (40);
4. We compute an updated initial guess $\tilde{s}=\tilde{s}+\mathrm{d} s$ and go back to step 1 .

We use the multigrid solver itself only in step 3 and proceed as in 50. We first decompose the error $\mathrm{d} s$ on successively coarser grids, using the restriction function (27), even in the presence of embedded boundaries. We then use a simplified prolongation function to define the error on successively finer grids. This simplified prolongation function is equivalent to function (26) if all 4 coarse cells ( 8 in 3D) are available. Otherwise, we use simple injection from the coarser level. Complete details of the simplified prolongation function can be found here: http://basilisk.fr/src/embed.h\#prolongation-for-the-multigrid-solver.

The error $\mathrm{d} s$ is then efficiently reduced on each grid, starting from the coarsest grid at level $l=1$, using only a few iterations of simple relaxation techniques such as Jacobi or GaussSeidel. These relaxation techniques rely on the discretization of the Laplacian operator $\nabla \cdot(\nabla)$ in each cell of the grid $\Omega_{\Delta}$. In each full cell, we proceed as in 50]. In each cut-cell, we simply use equation (17) to discretize the divergence operator $\nabla$. and equations (19) and (24) to respectively compute the flux $F_{\Gamma}=\nabla_{\Gamma} s$ through the discrete embedded boundary and the flux $F_{d}^{f}=\nabla_{d}^{f} s$ through each face $\mathcal{F}_{d}$ of the cut-cell. Finally, note that in practice we multiply equation (40) by the volume fraction $c$ so that the resulting linear system is well-conditioned for any value of the volume fraction [60].

Complete details of the multigrid Poisson-Helmholtz solver can be found here: http:// basilisk.fr/src/poisson.h.

### 5.7. Nonlinear advection equation

We detail here the computation of the term $\mathbf{A}^{n+\frac{1}{2}}$ used in the nonlinear advection equation (36a). Without loss of generality, we consider here a cut-cell of the grid $\Omega_{\Delta}$, defining a time-dependent control volume $\mathcal{V}(t)$, of boundary $\delta \mathcal{V}(t)$. We then compute in this cut-cell the following integral form of the nonlinear advection equation for the velocity, written in conservative form using the incompressibility condition (1b):

$$
\begin{equation*}
\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\mathcal{V}(t)}\left(\frac{\partial \mathbf{u}}{\partial t}+\nabla \cdot \mathbf{F}\right) \mathrm{d} V=0 \tag{41}
\end{equation*}
$$

where $\mathbf{F}=\mathbf{u} \otimes \mathbf{u}$. Using the Leibniz integration rule and the divergence theorem, we rewrite equation (41) as:

$$
\begin{equation*}
\Delta^{D}(c \mathbf{u})_{t^{n}}^{t^{n+\frac{1}{2}}}-\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\delta \mathcal{V}(t)}\left(\mathbf{u}\left(\mathbf{u}_{\delta V} \cdot \mathbf{n}\right)\right) \mathrm{d} A+\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\mathcal{V}(t)} \nabla \cdot \mathbf{F} \mathrm{d} V=0 \tag{42}
\end{equation*}
$$

where $\mathbf{u}_{\delta \mathcal{V}}$ is the velocity of the boundary $\delta \mathcal{V}(t)$. As the only moving boundary of the control volume $\mathcal{V}(t)$ is the discrete rigid boundary $\delta \Gamma_{\Delta}(t)$, we rewrite equation (42) as:

$$
\begin{equation*}
\Delta^{D}(c \mathbf{u})_{t^{n}}^{t^{n+\frac{1}{2}}}-\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\delta \Gamma_{\Delta}(t)}\left(\mathbf{u}_{\Gamma}\left(\mathbf{u}_{\Gamma} \cdot \mathbf{n}\right)\right) \mathrm{d} A+\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\mathcal{V}(t)} \nabla \cdot \mathbf{F} \mathrm{d} V=0 \tag{43}
\end{equation*}
$$

Then, assuming that the velocity $\mathbf{u}_{\Gamma}$ of the rigid body $\Gamma$ is constant along the discrete boundary $\delta \Gamma_{\Delta}(t)$ in the cut-cell, we obtain:

$$
\begin{equation*}
\Delta^{D}(c \mathbf{u})_{t^{n}}^{t^{n+\frac{1}{2}}}-\Delta^{D} \int_{t^{n}}^{t^{n+\frac{1}{2}}}\left(\mathbf{u}_{\Gamma} \frac{\mathrm{d} c}{\mathrm{~d} t}\right) \mathrm{d} t+\int_{t^{n}}^{t^{n+\frac{1}{2}}} \mathrm{~d} t \int_{\mathcal{V}(t)} \nabla \cdot \mathbf{F} \mathrm{d} V=0 \tag{44}
\end{equation*}
$$

Finally, by approximating the second and third terms in equation (44) at time $t^{n+\frac{1}{2}}$ and using equation (17) to discretize the divergence operator $\nabla \cdot \mathbf{F}$, we rewrite equation (44) as equation (36a) with:

$$
\begin{equation*}
\mathbf{A}^{n+\frac{1}{2}}=\frac{c^{n+\frac{1}{2}}-c^{n} \mathbf{u}^{n}-\mathbf{u}_{\Gamma}^{n+\frac{1}{2}}}{c^{n+\frac{1}{2}}} \frac{1}{\Delta t}+\frac{1}{c^{n+\frac{1}{2}} \Delta}\left(\sum_{d} f_{d}^{f} F_{d}^{f}+f_{\Gamma} F_{\Gamma}\right)^{n+\frac{1}{2}} \tag{45}
\end{equation*}
$$

The first term on the right-hand side of equation (45) accounts for the possible change of the volume of a cut-cell in the presence of moving embedded boundaries, while the second term on the right-hand side of equation (45) is simply the discretization (17) of the divergence operator $\nabla \cdot \mathbf{F}$ in a cut-cell.

As in [45, 68], we compute the flux $F_{d}^{f, n+\frac{1}{2}}$ through each face $\mathcal{F}_{d}$ of full and cut-cells using the explicit and conservative Bell-Colella-Glaz second-order unsplit upwind scheme 63]. We then compute the flux $F_{\Gamma}^{n+\frac{1}{2}}$ through the embedded boundary $\delta \Gamma_{\Delta}^{n+\frac{1}{2}}$ simply using the no-slip Dirichlet boundary condition for velocity (37a). Finally, note that in practice we solve the nonlinear advection equation (36a) using equation (45) with values of the embedded fractions evaluated at time $t^{n+1}$ and not time $t^{n+\frac{1}{2}}$.

Complete details of the implementation of the Bell-Colella-Glaz numerical scheme can be found here: http://basilisk.fr/src/bcg.h, and of the volume correction term in equation (45) here: http://basilisk.fr/sandbox/ghigo/src/myembed.h\#lifting-the-small-cell-cfl-restr

### 5.8. CFL condition and small cell restriction

The principal limitation of Cartesian grid embedded boundary methods is the well-known small cell problem [62, 49, 22]. Indeed, the volume fraction $c^{n+\frac{1}{2}}$, that appears at the denominator of the right-hand side of equation (45), can become arbitrarily small depending on the intersection of the discrete rigid boundary $\delta \Gamma_{\Delta}$ with the grid $\Omega_{\Delta}$. This translates for the explicit nonlinear advection equation (36a) in the following small cell CFL condition:

$$
\begin{equation*}
\Delta t_{\mathrm{sc}}<\frac{c}{f_{d}^{f}} \frac{\Delta}{\left|u_{d}^{f}\right|}, \quad \forall \text { faces } \mathcal{F}_{d} \tag{46}
\end{equation*}
$$

where the time step $\Delta t_{\mathrm{sc}}$ may become arbitrarily small if the ratio $c / f_{d}^{f}$ goes to zero, rendering any time-dependent simulation impossible.

Numerous strategies have been proposed to avoid this problem, including cell merging techniques, where small cells are merged with neighboring larger cells [76, 45], or special difference schemes that properly balance the volume fraction $c^{n+\frac{1}{2}}$ in equation (45) [77]. We choose here to use the simple and efficient flux redistribution technique [62, 49] that algebraically expands the range of influence of small cells to neighboring cells to obtain a stable method.

In each cut-cell, we first compute two approximations of the nonlinear advection term $\mathbf{A}^{n+\frac{1}{2}}$ in equation 36a):

- a conservative but unstable term $\mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}$ using equation (45), responsible for updating the velocity $\mathbf{u}$ in large cut-cells and full cells;
- a non-conservative but stable term $\mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}$, responsible for updating the velocity $\mathbf{u}$ in small cut-cells.
Following [55], we compute in each cut-cell the non-conservative term $\mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}$ using the following weighted average of the conservative term $\mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}$, in which we do not include the volume correction term:

$$
\begin{equation*}
\mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}=\frac{\sum_{\mathrm{cell} \in \mathcal{N}}\left(c^{n+\frac{1}{2}}\right)^{2} \mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}}{\sum_{\text {celle } \mathcal{N}}\left(c^{n+\frac{1}{2}}\right)^{2}} \tag{47}
\end{equation*}
$$

where the neighborhood $\mathcal{N}$ corresponds to all full and cut-cells in the $3 \times 3(3 \times 3 \times 3$ in 3D) stencil of the cut-cell. We then update the velocity in each cut-cell using the following interpolation between $\mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}$ and $\mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}$ :

$$
\begin{equation*}
\frac{\mathbf{u}^{\star}-\mathbf{u}^{n}}{\Delta t}+\lambda\left(c^{n+\frac{1}{2}}\right) \mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}+\left(1-\lambda\left(c^{n+\frac{1}{2}}\right)\right) \mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}=0 . \tag{48}
\end{equation*}
$$

Following [49, 78], we compute the interpolation factor $\lambda(c)$ as:

$$
\lambda(c)=\left\{\begin{array}{lll}
0 & \text { if } & \frac{\Delta t_{\mathrm{sc}}}{\Delta t}<0  \tag{49}\\
3\left(\frac{\Delta t_{\mathrm{sc}}}{\Delta t}\right)^{2}-2\left(\frac{\Delta t_{\mathrm{sc}}}{\Delta t}\right)^{3} & \text { if } & 0 \leq \frac{\Delta t_{\mathrm{sc}}}{\Delta t} \leq 1 \\
1 & \text { if } & \frac{\Delta t_{\mathrm{sc}}}{\Delta t}>1
\end{array}\right.
$$

where $\Delta t$ is the time step limited by the standard CFL condition:

$$
\begin{equation*}
\Delta t<\frac{\Delta}{\left|u_{d}^{f}\right|}, \quad \forall \text { faces } \mathcal{F}_{d} . \tag{50}
\end{equation*}
$$

Using the interpolation factor (49) allows us to delay the apparition of small-cells while removing the small cell limitation as $\lambda(c)$ is proportional to the volume fraction $c$.

Finally, we maintain overall conservation in each cut-cell by redistributing in a conservative manner the following defect in momentum $e$ :

$$
\begin{equation*}
e^{n+\frac{1}{2}}=c^{n+\frac{1}{2}}\left(1-\lambda\left(c^{n+\frac{1}{2}}\right)\right)\left(\mathbf{A}_{\mathrm{c}}^{n+\frac{1}{2}}-\mathbf{A}_{\mathrm{nc}}^{n+\frac{1}{2}}\right), \tag{51}
\end{equation*}
$$

in the $3 \times 3(3 \times 3 \times 3$ in 3 D$)$ stencil of the cut-cell, proportionally to the square of the volume fraction $\left(c^{n+\frac{1}{2}}\right)^{2}$. We therefore obtain a locally conservative and stable scheme for the nonlinear advection equation (36a), which verifies the standard CFL condition (50). In practice, we use a CFL number of 0.5 similar to that of a VOF scheme.

Complete details of the treatment of small cells can be found here: http://basilisk.fr/ sandbox/ghigo/src/myembed.h\#lifting-the-small-cell-cfl-restriction.

## 6. Numerical validation

We now present several validation cases for the Poisson-Helmholtz, heat, Stokes and NavierStokes equations in the presence of fixed and moving rigid bodies. These test cases are part of a larger test suite (accessible here: http://basilisk.fr/sandbox/ghigo/src) and are selected to highlight specific features of the Cartesian grid embedded boundary method presented in the previous sections. We analyze in particular the accuracy and robustness of the method by comparing our results to analytical, numerical and experimental solutions from the literature.

In each test case, we consider a square (cubic in 3D) computational domain $\Omega$ of length $L_{0}$ in which we embed a fixed or moving rigid body $\Gamma$. We characterize the spatial discretization using the level of refinement $l$, or equivalently the number of cells $N$ in each direction. A uniform Cartesian grid is therefore defined by one level $l$ and contains $N=2^{l}$ cells in each direction, whereas a tree grid is defined by a maximum level $l_{\max }$ and a minimum level $l_{\min }$. The number of leaf cells in each directions then varies between $N_{\min }=2^{l_{\min }}$ and $N_{\max }=2^{l_{\max }}$, depending on the selected scalar fields that govern the dynamic adaptation of the tree grid.

To determine the accuracy of a computed solution, we define the p-norm of a cell-centered scalar $s$, with $p=\{1,2\}$, as:

$$
\begin{equation*}
\|s\|_{p}=\frac{\sum_{\text {leaf }}\left|s[]^{p}\right| c[] \Delta^{D}}{\sum_{\text {leaf }} c[] \Delta^{D}}, \tag{52}
\end{equation*}
$$

where $\sum_{\text {leaf }}$ denotes the sum over all the leaf cells of the domain. We also define the $\infty$-norm of $s$, denote $\|s\|_{\infty}$, as the maximum over all leaf cells of the absolute value of $s$. Finally, knowing two solutions computed on grids respectively characterised by a maximum level $l_{1}$ and $l_{2}$, the convergence rate in any given $p$-norm can be estimated as:

$$
\begin{equation*}
O_{p}=\frac{\log \left(\left\|s_{1}\right\|_{p} /\left\|s_{2}\right\|_{p}\right)}{\left(l_{2}-l_{1}\right) \log (2)} . \tag{53}
\end{equation*}
$$

If the convergence rate $O_{p}=n$, this indicates $n^{\text {th }}$-order accuracy, i.e., the leading term in the truncation error scales as $O\left(\Delta^{n}\right)$.
6.1. Poisson-Helmholtz equation with Dirichlet boundary conditions in a domain defined by a $2 D$ rhodonea curve
To establish the second-order accuracy of the multigrid Poisson-Helmholtz solver in the presence of fixed embedded boundaries, we solve the following Poisson-Helmholtz equation:

$$
\begin{equation*}
\nabla \cdot \nabla s=7 r^{2} \cos 3 \theta \tag{54}
\end{equation*}
$$

using Dirichlet boundary conditions applied on the 2D embedded boundary defined by the following rhodonea curve, also illustrated in Figure 10.

$$
\begin{equation*}
r \leq 0.3+0.15 \cos 6 \theta \tag{55}
\end{equation*}
$$

This test case was originally proposed in [60], where the authors compared their results, computed using a second-order Cartesian grid embedded boundary methodology similar to the one described in Section (3.4.1), to the exact solution to equation (54):

$$
\begin{equation*}
s(r, \theta)=r^{4} \cos 3 \theta \tag{56}
\end{equation*}
$$

We solve equation (54) using the multigrid solver with a tolerance set to $\xi_{\mathrm{mg}}=10^{-6}$. Following [60, 45], we evaluate the right-hand side of equation (54) at the centroid of each cell, whereas we evaluate the exact solution (56) at the center of each cell.


Figure 10: Solution to the Poisson-Helmholtz equation (54) computed on a uniform Cartesian grid with $N=$ 128 cells and using Dirichlet boundary conditions: (a) cell-centered solution; (b) cell-centered error with the exact solution (56) and (c) uniform Cartesian grid. http://basilisk.fr/sandbox/ghigo/src/test-poisson/ neumann. c

We first solve equation (54) on a uniform grid. We represent in Figure 10a the solution, computed on the uniform Cartesian grid with $N=128$ cells displayed in Figure 10c, and the corresponding error in Figure 10b, We observe that the computed solution matches perfectly the contour plot of the exact solution (of Problem 1) displayed in Figure 7 of 60.

To further assess the accuracy of the multigrid solver, we plot in Figure 11 the evolution with the number of cells $N$ of the 1-norm (see Figures 11a and 11b) and $\infty$-norm (see Figures 11 c and 11 d ) of the error between the computed and exact solutions. We observe that the
error in cut-cells converges for all values of $N$ at the rate $n \approx 3$, higher than the expected second-order accuracy of the multigrid solver. This behavior was also observed in 60] and was explained by a dipole behavior of the solution in cut-cells when using Dirichlet boundary conditions. However, even though the error in full cells first converges at the same rate $n \approx 3$ for coarser grids ( $32 \leq N \leq 256$ ), it eventually converges at the expected convergence rate $n \approx 2$ for finer grids $(512 \leq N \leq 2048)$. Indeed, as observed in Figures 11a and 11c, the error for coarser grids is larger in cut-cells and therefore affects the convergence rate of the error in full cells.


Figure 11: Evolution with the number of cells $N$ of the error between the computed and exact solutions of the Poisson-Helmholtz equation (54) on a uniform Cartesian grid and using Dirichlet boundary conditions: (a) and (b): \|error $\|_{1}$ and the corresponding convergence rate; (c) and (d): \|error $\|_{\infty}$ and the corresponding convergence rate. http://basilisk.fr/sandbox/ghigo/src/test-poisson/neumann.c.

We now consider a static quadtree where the mesh is locally refined up to level $l$ only around the embedded boundary and coarsened up to level $l-2$ everywhere else. We represent in Figure

12 a the solution, computed on the quadtree defined by $N_{\min }=32$ and $N_{\max }=128$ displayed in Figure 12c, and the corresponding error in Figure 12b. We observe that the solution closely resembles the one we obtain on a uniform grid in Figure 10a. We also notice in Figure 12b that, contrary to Figure 10b, the largest error now occurs in the core of the domain, where the grid is coarser.

In Figure 13, we then plot the evolution with the maximum number of cells $N_{\text {max }}$ of the 1-norm (see Figures 13 a and 13b) and $\infty$-norm (see Figures 13 c and 13d) of the error between the computed and exact solutions. We observe that the error in cut-cells and full cells converges at the rate $n \approx 2$ (the $\infty$-norm of the error in cut-cells converges at an average rate $n=1.77$ ). We therefore do not recover the convergence rate $n \approx 3$ observed previously in cut-cells of a uniform grid. Indeed, due to local mesh refinement near the embedded boundary, we use values in halo cells to compute face gradients in cut-cells. These halo cell values are computed using the second-order restriction and prolongation functions defined in Section 4.2.2, which break the dipole behavior of the solution. Furthermore, due to the complex shape of the embedded boundary defined by equation (55), pathological situations for the restriction function are likely to arise. As a reminder, these occur when two or less cells are available for the restriction function. In this case, we maintain the convergence rate $n \approx 2$ observed in Figure 13 by providing an a priori value for the gradient $\nabla s$, derived from the exact solution (56) and used in equation (32).

This test case therefore highlights that manually adapting the mesh, irrespective of the values of the scalar $s$ in the computational domain, is not the correct way of refining the mesh on a tree grid. Indeed, in most flow configurations we cannot provide an a priori value of the gradient $\nabla s$ necessary here to maintain second-order accuracy. Nevertheless, we expect that by dynamically refining the mesh based on the multi-resolution analysis of selected scalar fields available in Basilisk, we will recover a convergence rate $n=2$ nonetheless.

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-poisson/neumann.c.

(a) Solution $s[]$.

(b) Error.

(c) Static quadtree with $N_{\max }=128$.

Figure 12: Solution to the Poisson-Helmholtz equation (54) computed on a static quadtree with $N_{\max }=128$ and $N_{\min }=32$ and using Dirichlet boundary conditions: (a) cell-centered solution; (b) cell-centered error with the exact solution (56) and (c) static quadtree. http://basilisk.fr/sandbox/ghigo/src/test-poisson/ neumann.c


Figure 13: Evolution with the number of cells $N_{\max }$ of the error between the computed and exact solutions of the Poisson-Helmholtz equation (54) on a quadtree and using Dirichlet boundary conditions: (a) and (b): $\|\operatorname{err}\|_{1}$ and the corresponding convergence rate; (c) and (d): $\|\mathrm{err}\|_{\infty}$ and the corresponding convergence rate. http://basilisk.fr/sandbox/ghigo/src/test-poisson/neumann.c.

### 6.2. Heat equation with Neumann boundary conditions in a 3D expanding sphere

We now establish the second-order accuracy of the multigrid Poisson-Helmholtz solver in the presence of 3D and moving rigid embedded boundaries. We solve the following heat equation:

$$
\begin{equation*}
\partial_{t} s+\nabla \cdot \nabla s=\frac{4}{125 \pi} \frac{r^{2}+5(t+1)}{(t+1)^{3}} \exp \left(-\frac{r^{2}}{5(t+1)}\right), \tag{57}
\end{equation*}
$$

using Neumann boundary conditions applied on the 3D moving embedded boundary defined by the following equation for an expanding sphere, also illustrated in Figure 14:

$$
\begin{equation*}
r^{2} \leq 0.392+t, \quad t \leq 0.1 \tag{58}
\end{equation*}
$$

This test case was originally proposed in [61], where the authors compared their results, computed using a second-order Cartesian grid embedded boundary method similar to the one described in Section 3.4.1, to the exact solution to equation (57):

$$
\begin{equation*}
s(r, \theta)=\frac{4}{5 \pi(t+1)} \exp \left(-\frac{r^{2}}{5(t+1)}\right) . \tag{59}
\end{equation*}
$$

We solve equation (57) from time $t=0$ to time $t=0.1$ using an implicit first-order time discretization with $\Delta t=10^{-5}$ to minimize time discretization and splitting errors. As the sphere expands, we initialize the scalar $s$ in emerged cells using the second-order extrapolation described in Section 5.5. At each time step, we therefore solve a discrete Poisson-Helmholtz equation using the multigrid solver with a tolerance set to $\xi_{\mathrm{mg}}=10^{-6}$. Note that, following [61], we evaluate the right-hand-side of equation (57) at the centroid of each cell, whereas we compute the exact solution (59) at the center of each cell.


Figure 14: Solution to the heat equation (57) at time $t=0.1$, computed on a uniform Cartesian grid with $N=64$ cells and using Neumann boundary conditions: (a) cell-centered solution on the embedded boundary; (b) cellcentered solution in the $x-z$ plane defined by $y=-0.246$ and (c) cell-centered error with the exact solution (59) in the $x-z$ plane defined by $y=-0.246$. http://basilisk.fr/sandbox/ghigo/src/test-heat/neumann3D.c.

We solve equation (57) on a uniform grid. As an example, we represent in Figures 14 a and 14b the solution, computed on a uniform Cartesian grid with $N=64$ cells, and the corresponding error in Figure 14c. We observe that in this case the largest error occurs near the embedded boundary.

In Figure 15, we then plot the evolution with the number of cells $N$ of the 1-norm (see Figures 15 a and 15 b ) and $\infty$-norm (see Figures 15 c and 15 d ) of the error between the computed and exact solutions. As in [61], we observe in full cells that the 1-norm and the $\infty$-norm of the error converge at the expected rate $n \approx 2$. In cut-cells, only the 1 -norm of the error converges at a rate $n \approx 2$, whereas the $\infty$-norm of the error converges at an average rate $n \approx 1.33$. This behavior is notably different from the one observed in Section 6.1, where we obtain a convergence rate $n \approx 3$ in cut-cells. The reason is twofold: (i) when using Neumann boundary conditions, the convergence rate of the multigrid Poisson-Helmholtz solver reduces to $n=2$ in cut-cells [60, 45]; (ii) as the sphere expands isotropically, neighboring emerged cells are likely

Figure 15: Evolution with the number of cells $N$ of the error between the computed and exact solutions of the heat equation (57) on a uniform Cartesian grid and using Neumann boundary conditions. (a) and (b):
$\|$ error $\|_{1}$ and the corresponding convergence rate; (c) and (d): $\|$ error $\|_{\infty}$ and the corresponding convergence the heat equation (57) on a uniform Cartesian grid and using Neumann boundary conditions. (a) and (b):
$\|$ error $\|_{1}$ and the corresponding convergence rate; (c) and (d): $\|$ error $\|_{\infty}$ and the corresponding convergence rate. http://basilisk.fr/sandbox/ghigo/src/test-heat/neumann3D.c.
to appear simultaneously. In this case, the number of available cells in the stencil of these emerged cells is too small to use the second-order extrapolation presented in Section 5.5 and we use a first-order extrapolation instead. Nevertheless, we expect to recover a convergence rate $n=2$ in both cut-cells and full cells in most flow configurations involving moving rigid embedded boundaries as neighboring emerged cells should not appear simultaneously.

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-heat/neumann3D.c.


### 6.3. Pressure-driven Stokes flow through a porous medium arbitrarily refined

We now assess the robustness of the multigrid Poisson-Helmholtz solver when dealing with complex embedded boundaries. We consider the 2 D periodic porous medium illustrated in

Figure 16 and defined by the union of a random collection of disks. In this porous medium, we solve a Stokes flow driven by the pressure gradient $\mathbf{g}=[1,0]^{\top}$.

To test the robustness of the treatment of arbitrary embedded boundaries with arbitrary levels of refinement, we discretize the computational domain using the randomly refined quadtree represented in Figure 16 c and defined by $N_{\min }=2$ and $N_{\max }=32$. Starting from the initial solution $\mathbf{u}=0$ and $p=0$, we solve the Stokes equations for $n=400$ time steps, using the time step $\Delta t=2 \times 10^{-5}$ to minimize splitting errors. We also set the tolerance of the multigrid solver to $\xi_{\mathrm{mg}}=10^{-3}$.


Figure 16: Pressure-driven Stokes flow in a 2 D porous medium defined by the union of a random collection of disks and computed on a randomly refined quadtree defined by $N_{\min }=2$ and $N_{\max }=32$ : (a) norm of the velocity $\sqrt{u_{x}^{2}+u_{y}^{2}}$; (b) pressure $p$ and (c) arbitrarily defined levels of refinement. http://basilisk.fr/ sandbox/ghigo/src/test-stokes/porous1.c.

In Figures 16 a and 16 b , we observe that the Cartesian grid embedded boundary method handles without difficulty the complex geometry of the porous medium and that the multigrid solver is able to compute in each pore, whether open or closed, a solution for the norm of the velocity $\sqrt{u_{x}^{2}+u_{y}^{2}}$ (see Figure 16a) and the pressure $p$ (see Figure 16b). We also note that, as expected, the flow follows a preferred path aligned with the direction of the pressure gradient g .

To further assess the performance of the multigrid solver, we plot in Figure 17 the evolution with the number of time steps $n$ of several quantities related to the performance of the multigrid solver. In particular, we observe that the relative change in velocity $\left\|u_{x}^{n+1}-u_{x}^{n}\right\|_{\infty} /\left\|u_{x}^{n+1}\right\|_{1}$ (black dots in Figure 17) rapidly converges towards zero, indicating that we obtain a steady solution. This is also highlighted by the near constant values of the 1-norm of the velocity $\left\|u_{x}\right\|_{1}$ (green lozenge in Figure 17) and the $\infty$-norm of the pressure $\|p\|_{\infty}$ (orange plus in Figure 17). Finally, we notice that the $\infty$-norm of both the residual of the viscous Navier-Stokes equation (36b) $\left\|\operatorname{res}_{u}\right\|_{\infty}$ (red cross in Figure 17) and of the pressure Poisson-Helmholtz equation (36c) $\Delta t\left\|\mathrm{res}_{p}\right\|_{\infty}$ (blue square in Figure 17) rapidly converge bellow the tolerance $\xi_{\mathrm{mg}}$ of the multigrid solver, indicating its efficiency.

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-stokes/porous1.c. We have also extended this test case to 3D and obtain
similar performances (results not shown here).


Figure 17: Evolution with the number of time steps $n$ of several quantities related to the performance of the multigrid solver when solving a pressure-driven Stokes flow in a 2 D porous medium. In particular, we plot the relative change in velocity $\left\|u_{x}^{n+1}-u_{x}^{n}\right\|_{\infty} /\left\|u_{x}^{n+1}\right\|_{1}$ (black dot) and the $\infty$-norm of the residual of the viscous Navier-Stokes equation (36b) $\left\|\operatorname{res}_{u}\right\|_{\infty}$ (red cross) and of the pressure Poisson-Helmholtz equation (36c) $\Delta t\left\|\operatorname{res}_{p}\right\|_{\infty}$ (blue square), solved using the multigrid solver. http://basilisk.fr/sandbox/ghigo/src/ test-stokes/porous1.c.

### 6.4. Instabilities due to "third-order" Dirichlet boundary conditions at low Reynolds number

In Section 3.4.3, we discussed the importance of using the volume-weighted average $\bar{s}_{d}^{f}$ (25) when computing the face value $s_{d}^{f}$ of a scalar $s$ to prevent the occurrence of an instability when solving the Stokes equations. We highlight this instability here by solving the Stokes equations in a periodic straight channel of length $L_{0}=1$ and width $h=\frac{1}{2}$ in which we let a flow, initialized with a transverse velocity $u_{y}=1$ everywhere, return to a rest equilibrium state.

We use a uniform Cartesian grid with $N=32$ and a time step $\Delta t=4 \times 10^{-5}$. We set the tolerance of the multigrid solver to $\xi_{\mathrm{mg}}=10^{-7}$. Note that the occurrence of the instability is sensitive to the previously defined parameters, especially the time step $\Delta t$.

In Figure 18, we plot the evolution with the number of time steps $n$ of the $\infty$-norm of the horizontal velocity $u_{x}$ and consider two cases: (i) in Figure 18a, we use simple averaging to compute face values and observe that an instability appears and that the velocity in the channel diverges after an initial transient decay; (ii) in Figure 18b, we use the volume-weighted average (25) to compute face values and observe that the velocity in the channel remains stable and decays towards zero.

As mentioned in Section 3.4.3, this instability occurs when using an approximate projection method such as system (36), due to feedback between the pressure $p$ and the approximately


Figure 18: Evolution with the number of time steps $n$ of the $\infty$-norm of the horizontal velocity $\left\|u_{x}\right\|_{\infty}$ when solving a Stokes flow in a periodic channel: (a) unstable case where face values are computed using simple averaging and (b) stable case where face values are computed using the volume-weighted average 25. http: //basilisk.fr/sandbox/ghigo/src/test-navier-stokes/uf.c.
incompressible cell-centered velocity $\mathbf{u}$. However, the instability is only triggered here because the face gradient (24) used to compute the velocity gradient in equation (36b) behaves in cutcells as a third-order term when combined with Dirichlet boundary conditions (see Section 6.1). We therefore use the volume-weighted average (25) to reduce the contribution of small cut-cells when computing face values and to dampen velocity perturbations. Note that the instability also disappears if we use Neumann boundary conditions on the embedded boundary or Dirichlet boundary conditions with first- or second-order face gradients (see equations (21) and (22)).

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-navier-stokes/uf.c.

### 6.5. Starting flow past a fixed and moving cylinder at $R e=1000$

The results presented in Sections 6.1, 6.2, 6.3 and 6.4 show that the multigrid PoissonHelmholtz solver implemented in Basilisk is second-order accurate, robust and stable. We now assess the accuracy of the Bell-Colella-Glaz scheme and the flux redistribution technique presented in Sections 5.7 and 5.8 and used to solve the non-linear advection equation (36a).

We compute here the highly inertial starting flow around a 2 D cylinder at the Reynolds number $R e=\frac{u_{\text {ref }} d}{\nu}=1000$, where $u_{\text {ref }}=1$ is the reference velocity and $d=1$ is diameter of the cylinder. This is a canonical case of complex boundary layer separation [79, 80, 52], where a high spatial resolution is needed to properly resolve the boundary layers around the cylinder.

In the following, we compare two cases which should be equivalent assuming a Galilean invariance of our method:

1. a starting flow passed a fixed cylinder, characterized by the constant far-field velocity $\mathbf{u}_{\infty}=\left[u_{\mathrm{ref}}, 0\right]^{\top}$ and referred to as the fixed cylinder case;
2. a cylinder impulsively started in an otherwise quiescent flow, moving at the imposed constant rigid body velocity $\mathbf{u}_{\Gamma}=\left[-u_{\mathrm{ref}}, 0\right]^{\top}$ and referred to as the moving cylinder case.

In both cases, we consider a domain of size $L_{0}=18$ and represent only half of the cylinder, initially located in the middle of the bottom boundary of the domain. We therefore impose symmetry boundary conditions on the bottom boundary, a slip boundary condition on the top boundary and an outflow boundary condition on the right boundary. On the left boundary, we impose the inlet velocity $\mathbf{u}_{\infty}+\mathbf{u}_{\Gamma}$. Starting from the initial condition $\mathbf{u}(t=0)=\mathbf{u}_{\infty}+\mathbf{u}_{\Gamma}$ and $p=0$, we then solve the Navier-Stokes equations (36) on a quadtree dynamically adapted at each time step based on the velocity $\mathbf{u}$ with an adaptation criteria $\xi_{\text {adapt }} / u_{\text {ref }}=10^{-3}$. Following [80], we choose the maximum level of refinement $l_{\max }=12(228 \mathrm{pt} / \mathrm{d})$ to obtain a minimum resolution $d / \Delta_{\min } \approx 10 \sqrt{R e}$. We also set the tolerance of the multigrid solver to $\xi_{\mathrm{mg}}=10^{-6}$. Finally, the time step is bounded by $\Delta t /\left(d / u_{\text {ref }}\right) \leq 10^{-3}$.


Figure 19: Vorticity $\omega_{z}$ (top half) and the corresponding spatial distribution of the level of refinement (bottom half) at $t /\left(d / u_{\text {ref }}\right)=3$ for the impulsively started flow around a cylinder at $R e=1000$. http://basilisk. fr/sandbox/ghigo/src/test-navier-stokes/starting.c and http://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.

In Figure 19, we plot at time $t /\left(d / u_{\text {ref }}\right)=3$ for both the fixed cylinder case (see Figure 19 a ) and the moving cylinder case (see Figure 19b) the vorticity $\omega_{z}$ (top half) as well as the corresponding spatial distribution of the level of refinement $l$ around the cylinder (bottom half). By visually comparing the vorticity structures in each case, we notice that they are almost identical and are in very good qualitative agreement with the vorticity plots displayed in Figure 16 of [79] and Figure 3 of [80]. Furthermore, we observe in both cases that the mesh is refined in the regions of strong vorticity while the core of the cylinder (which does not belong to the computational domain) and the far field regions are represented with coarser cells. This significantly reduces the number of cells required to compute an accurate solution (see note on performance bellow).

In Figures 20 to 22 , we perform a more quantitative comparison with [79, 80] by displaying results computed on three different adaptive quadtrees defined by the following values of the


Figure 20: Time evolution of the hydrodynamic forces acting on the cylinder impulsively started at $R e=1000$, computed on three different adaptive quadtrees defined by the following values of the maximum level of refinement $l_{\max }=\{11(114 \mathrm{pt} / \mathrm{d}), 12(228 \mathrm{pt} / \mathrm{d}), 13(455 \mathrm{pt} / \mathrm{d})\}$. http://basilisk. fr/sandbox/ghigo/src/test-navier-stokes/starting.c and http://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.


Figure 21: Distribution of the vorticity $\omega_{z}$ around the cylinder impulsively started at $R e=1000$, computed at time $t /\left(d / u_{\text {ref }}\right)=0.5$ on three different adaptive quadtrees defined by the following values of the maximum level of refinement $l_{\max }=\{11(114 \mathrm{pt} / \mathrm{d}), 12(228 \mathrm{pt} / \mathrm{d}), 13(455 \mathrm{pt} / \mathrm{d})\}$. http://basilisk. fr/sandbox/ghigo/src/test-navier-stokes/starting.c and http://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.
maximum level of refinement $l_{\max }=\{11(114 \mathrm{pt} / \mathrm{d}), 12(228 \mathrm{pt} / \mathrm{d}), 13(455 \mathrm{pt} / \mathrm{d})\}$. In Figures 20 a and 20b, we plot respectively for the fixed and moving cylinder cases the time evolution of the streamwise component of the pressure and viscous forces $F_{p, x}$ and $F_{\mu, x}$ acting on the


Figure 22: Distribution of the vorticity $\omega_{z}$ around the cylinder impulsively started at $R e=1000$, computed at time $t /\left(d / u_{\text {ref }}\right)=2.5$ on three different adaptive quadtrees defined by the following values of the maximum level of refinement $l_{\max }=\{11(114 \mathrm{pt} / \mathrm{d}), 12(228 \mathrm{pt} / \mathrm{d}), 13(455 \mathrm{pt} / \mathrm{d})\}$. http://basilisk. fr/sandbox/ghigo/src/test-navier-stokes/starting.c and http://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.
cylinder. We also plot in the same figure the time evolution of the drag coefficient $C_{D}$ defined as:

$$
\begin{equation*}
C_{D}=\frac{F_{p, x}+F_{\mu . x}}{\frac{1}{2} \rho u_{\mathrm{ref}} S_{\mathrm{ref}}}, \quad \text { with } \quad S_{\mathrm{ref}}=\frac{d}{2} \tag{60}
\end{equation*}
$$

In Figures 21a and 21b and Figures 22a and 22b, we plot respectively for the fixed and moving cylinder cases the distribution of the vorticity $\omega_{z}$ on the surface of the cylinder obtained at times $t /\left(d / u_{\text {ref }}\right)=\{0.5,2.5\}$. For each of these quantities, we compare our results to those presented in [79, 80] and observe that for both the fixed and moving cylinder cases the computed results converge towards the reference data as we increase the value of the maximum level of refinement $l_{\max }$. In particular, the time evolution of the viscous force $F_{\mu, x}$ in Figures 20a and 20b perfectly matches the reference data for all considered values of $l_{\max }$. We note however that the time evolution of the pressure force $F_{p, x}$ in Figures 20a and 20b is noisier than the reference data and that the noise is not significantly reduced when we increase the value of $l_{\max }$.

Indeed, as the cell-centered velocity $\mathbf{u}$ is not exactly incompressible, the pressure $p$ feels through the term $\nabla \cdot \mathbf{u}^{\star \star}$ in equation (36c) the history of the divergence of the velocity. And in this case, the history of the divergence contains noise induced by the dynamic mesh adaptation at every time step.

To corroborate this explanation, we plot in Figure 23 the time evolution of the hydrodynamic forces obtained for parameters identical to those used to obtain the results in Figure 20 but computed on the static quadtree presented in Figure 23a. We observe that in this case, for both the fixed (see Figure 23b) and moving (see Figure 23c) cylinder cases, the time evolution of the pressure force $F_{p, x}$ no longer contains any noise. This is a clear indication that the adaptive mesh refinement along with the approximate projection method are responsible for the noise observed in the pressure force $F_{p, x}$ in Figure 20.

Complete details of these two test cases can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-navier-stokes/starting.c andhttp://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.

(a) Static quadtree with $l_{\max }=12$.


Figure 23: Time evolution of the hydrodynamic forces acting on the cylinder impulsively started at $R e=1000$, computed on three different static quadtrees defined by the following values of the maximum level of refinement $l_{\max }=\{11(114 \mathrm{pt} / \mathrm{d}), 12(228 \mathrm{pt} / \mathrm{d}), 13(455 \mathrm{pt} / \mathrm{d})\}$ and illustrated in (a) for $l_{\max }=12(228 \mathrm{pt} / \mathrm{d})$ : (b) fixed cylinder case, (c) moving cylinder case. http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/ starting.c and http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/starting-moving.c.

A note on performance. Performance, ideally measured by the wall-clock runtime for a given accuracy, is a key parameter in the development and evaluation of numerical methods, and this is especially true for adaptive mesh refinement techniques. We therefore compare here the performances of the Cartesian grid embedded boundary method for both the fixed and moving cylinder cases on three different grids: (i) a uniform Cartesian grid, (ii) an adaptive quadtree and (iii) a static quadtree as described above.

Indeed, a remarkable feature of Basilisk is that the definition of a cell on both a uniform grid and a tree grid is identical. This is achieved in Basilisk by separating the low-level details

| Grid | Uniform Cartesian grid |  | Adaptive quadtree |  | Static quadtree |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case | Fixed | Moving | Fixed | Moving | Fixed | Moving |
| Wall-clock time | 7685.79 | 14005.9 | 30.58 | 66.17 | 320.97 | 620.2 |
| Time steps | 616 | 818 | 616 | 907 | 617 | 899 |
| Cells | 4194304 | 4194304 | 10576 | 11077 | 78430 | 83194 |
| Speed | $3.36 \times 10^{5}$ | $2.69 \times 10^{5}$ | $1.33 \times 10^{5}$ | $1.03 \times 10^{5}$ | $1.51 \times 10^{5}$ | $1.21 \times 10^{5}$ |

Table 1: Computing times and speeds for the starting flow past a cylinder at $R e=1000$, computed on one Intel i5 processor until $t /\left(d / u_{\text {ref }}\right)=2.5$ using a maximum level of refinement $l_{\max }=11$. The wall-clock time is given in seconds (s) and the speed in points•steps/s. http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/ starting.c and http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/starting-moving.c.

In Table 1, we summarize the performances of the fixed and moving embedded boundary algorithms. In both cases, we run the simulation until $t /\left(d / u_{\text {ref }}\right)=2.5$ using a maximum level of refinement $l_{\max }=11$ on a single Intel i5 processor. We notice that, as expected, the fixed embedded boundary algorithm is faster than its moving counterpart by a factor of $\sim 1.3$. However, the computational time for the moving embedded boundary algorithm is twice that of the fixed one due to additional constraints on the time step ( $\mathrm{CFL}=0.5$ ) which increase the total number of time steps. Finally, we observe that the gain in number of grid points (i.e. memory) obtained with adaptivity is approximately a factor of 400 , while the gain in computing time is roughly a factor of 200 .

### 6.6. Oscillating sphere in a quiescent flow

We now reproduce a 3D test case taken from [81, 82, 49] and compute the inertial flow induced by the forced inline sinusoidal oscillation of a sphere in an otherwise quiescent fluid. The oscillating motion of the sphere is characterized by a Reynolds number $R e=\frac{u_{\text {ref }} d}{\nu}=40$ and a Strouhal number $S t=\frac{\omega d}{u_{\text {ref }}}=3.2$, where $u_{\text {ref }}=1$ is the maximum velocity of the sphere, $d=1$ is the diameter of the sphere and $\omega$ is the oscillation frequency.

We consider a domain of size $L_{0}=16$, where we impose slip boundary conditions on all boundaries and embed the sphere in the center of the domain. Starting from the initial condition $\mathbf{u}(t=0)=\mathbf{0}$ and $p=0$, we impose the following forced horizontal motion to the sphere:

$$
\begin{equation*}
\mathbf{u}_{\Gamma}=u_{\mathrm{ref}} \sin (\omega t) \mathbf{e}_{\mathbf{x}} \tag{61}
\end{equation*}
$$

We then solve the Navier-Stokes equations (36) until a periodic state is reached. We use an octree dynamically adapted at each time step based on the velocity $\mathbf{u}$ with an adaptation criteria $\xi_{\text {adapt }} / u_{\text {ref }}=10^{-2}$. We also set the tolerance of the multigrid solver to $\xi_{\mathrm{mg}}=10^{-6}$. Finally, the time step is bounded by $\Delta t /\left(d / u_{\text {ref }}\right) \leq 10^{-2}$. We observe that in this case a periodic state is reached after one oscillation period $T=\omega /(2 \pi)$.

In Figure 24, we display snapshots of the mesh and vorticity in the $x y$-plane, taken at the following phase angles $\theta=\{0,96,192,288\}$ during the second oscillation period and computed


Figure 24: Snapshots of the mesh and the vorticity in the $x y$-plane, taken at the phase angles $\theta=$ $\{0,96,192,288\}$ during the second oscillation period of a sphere oscillating in a quiescent flow at $R e=40$ and $S t=3.2$ on an adaptive octree defined by the following value of the maximum level of refinement $l_{\max }=$ 9 (32 pt/d). http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/sphere-oscillating.c.
on the octree defined by the following value of the maximum of level of refinement $l_{\max }=$ $9(32 \mathrm{pt} / \mathrm{d})$. We observe that the mesh dynamically follows the movement of the sphere and captures the resulting vorticity structures.

We then plot in Figure 25 the time evolution during the second oscillation period of the drag coefficient $C_{D}$ defined by equation (60), with $S_{\text {ref }}=\pi \frac{d^{2}}{4}$. The results are computed on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{8(16 \mathrm{pt} / \mathrm{d}), 9(32 \mathrm{pt} / \mathrm{d}), 10(64 \mathrm{pt} / \mathrm{d})\}$. For all values of $l_{\max }$, we obtain a very good agreement with the reference data from [49], computed using $50 \mathrm{pt} / \mathrm{d}$, confirming the high accuracy of our method.

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-navier-stokes/sphere-oscillating.c.

### 6.7. Sphere of near-unity density ratio settling in a closed box

Finally, we conclude the validation of the Cartesian grid embedded boundary method implemented in Basilisk by solving the coupled system of equations (1)-(2) and (4)-(5) describing the motion of a freely moving rigid body.

We first investigate the settling at small to moderate Reynolds numbers of a sphere of near-unity density ratio $\rho_{\Gamma} / \rho \approx 1$ in a closed box under the action of the gravity $\mathbf{g}=$ $[0,-9.81,0]^{\top} \mathrm{m} / \mathrm{s}^{2}$. This test case is inspired by the experimental and numerical work of [83], where the authors characterized the flow using the Reynolds number $1.5 \leq R e=\frac{u_{\text {ref }}}{\nu} \leq 31.9$ and the particle Stokes number $0.2 \leq S t=\frac{1}{9} R e \frac{\rho_{\Gamma}}{\rho} \leq 4$, with $u_{\text {ref }}$ a reference settling velocity and $d=0.015 \mathrm{~m}$ the sphere diameter. This test case has since then been used on numerous occasions as a validation case for fluid-particle coupling methods [84, 85, 86, 16] at small to moderate Reynolds numbers.


Figure 25: Time evolution during the second oscillation period of the drag coefficient $C_{D}$ computed around a sphere oscillating in quiescent flow at $R e=40$ and $S t=3.2$ on three different adaptive octrees defined by the following values of the maximum level of refinement $l_{\max }=\{8(16 \mathrm{pt} / \mathrm{d}), 9(32 \mathrm{pt} / \mathrm{d}), 10(64 \mathrm{pt} / \mathrm{d})\}$. http://basilisk.fr/sandbox/ghigo/src/test-navier-stokes/sphere-oscillating.c.

We consider a domain of size $L_{0}=0.16 \mathrm{~m}$, where we impose no-slip boundary conditions on all boundaries and embed the sphere at a distance of 0.04 m between the bottom of the sphere and the top boundary. Then, starting from the initial condition $\mathbf{u}(t=0)=\mathbf{0}$ and $p=0$, we solve the coupled system of equations (1)-(2) and (4)-(5) on an octree, dynamically adapted at each time step based on the velocity $\mathbf{u}$ with an adaptation criteria $\xi_{\text {adapt }} / u_{\text {ref }}=10^{-2}$. We also set the tolerance of the multigrid solver to $\xi_{\mathrm{mg}}=10^{-4}$. Finally, the time step is bounded by $\Delta t /\left(d / u_{\text {ref }}\right) \leq 10^{-3}$.

The range of Reynolds numbers considered is $R e \in[1.5,31.9]$, which we obtain by varying the reference velocity $u_{\text {ref }}$ and the viscosity $\nu$. Similarly, the range of Stokes numbers considered is $S t \in[0.19,4.13]$, which we obtain by varying the density ratio $\rho_{\Gamma} / \rho$. For these low to moderate Reynolds number flows, the particle experiences a period of nearly steady fall after an initial acceleration. As it approaches the bottom of the box, the particle decelerates towards zero and we stop the simulation when one cell is left between the sphere and the bottom wall. As an illustration, we display in Figure 26 snapshots at $t /\left(d / u_{\text {ref }}\right)=1$ of the vorticity in the $x y$-plane obtained for different combinations of the Reynolds and Stokes numbers.

In Figure 27, we plot the time evolution of the position $x_{\Gamma, y} / d$ (see Figure 27a) and the settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ (see Figure 27 b ) of the sphere for different combinations of the Reynolds and Stokes numbers: $[R e, S t]=\{[1.5,0.19],[4.1,0.53],[11.6,1.5],[31.9,4.13]\}$. To assess the accuracy of the method, the results are obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{7(12 \mathrm{pt} / \mathrm{d}), 8(24 \mathrm{pt} / \mathrm{d}), 9(48 \mathrm{pt} / \mathrm{d})\}$. For each case, we compare our results to those of [83] and observe a very good agreement with the reference experimental data, even when using $l_{\max }=7(12 \mathrm{pt} / \mathrm{d})$. However, values of $l_{\max }>7$ are required to obtained converged results for moderate Reynolds number flows.

The Cartesian grid embedded boundary method along with the first-order in time explicit weak fluid-solid coupling strategy are therefore able to accurately capture the two-way interactions between the fluid and the particle with a limited number of grid points.


Figure 26: Snapshots at time $t /\left(d / u_{\text {ref }}\right)=1$ of the vorticity in the $x y$-plane around a sphere of near-unity density ratio settling in a closed box for different combinations of the Reynolds and Stokes numbers [Re, $S t$ ], computed on an octree grid defined by the following value of the maximum level of refinement $l_{\max }=9(48 \mathrm{pt} / \mathrm{d})$. http://basilisk.fr/sandbox/ghigo/src/test-particle/sphere-settling.c.

Complete details of this test case can be found here:
http://basilisk.fr/sandbox/ ghigo/src/test-particle/sphere-settling.c.


Figure 27: Time evolution of (a) the position $x_{\Gamma, y} / d$ and (b) the settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ of a sphere of nearunity density ratio settling in a closed box, for different combinations of the Reynolds and Stokes numbers: $[R e, S t]=\{[1.5,0.19],[4.1,0.53],[11.6,1.5],[31.9,4.13]\}$, obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{7(12 \mathrm{pt} / \mathrm{d}), 8(24 \mathrm{pt} / \mathrm{d}), 9(48 \mathrm{pt} / \mathrm{d})\}$. http: //basilisk.fr/sandbox/ghigo/src/test-particle/sphere-settling.c

### 6.8. Heavy sphere settling in a large closed box

In this final validation test case, we investigate the settling at large Reynolds or Galileo numbers of a heavy sphere under the action of the gravity $\mathbf{g}=[0,-9.81,0]^{\top} \mathrm{m} / \mathrm{s}^{2}$. This test case is inspired by the experimental work of [87], where the authors studied the motion of spherical beads in a large container filled with water. More particularly, we reproduce here cases 1,2 and 4 from [87].

Following [5], we use a sphere of diameter $d=2 / 12 \mathrm{~m}$, define a reference velocity $u_{\mathrm{ref}}=$ $\sqrt{\left|g_{y}\right| d}$ and consider the following three combinations of density ratio $\rho_{\Gamma} / \rho$ and Galileo number $G a=\sqrt{\left|1-\frac{\rho_{\Gamma}}{\rho}\right| d^{3}\left|g_{y}\right|} / \nu:\left[\rho_{\Gamma} / \rho, G a\right]=\{[2.56,49.14]$ (case 1), [2.56, 255.35] (case 2), [7.71, 206.27] (case which we obtain by varying the viscosity $\nu$. Unfortunately, it is not possible to deduce from the experimental results of [87] to which sphere trajectory regime these three cases belong to. Indeed, the settling velocities presented in 87 have been averaged over multiple realizations of the same experiment. However, according to the map of regimes of sphere trajectories in the [ $\rho_{\Gamma} / \rho, G a$ ] plane obtained numerically in [88] and experimentally in [89], we expect that cases 1,2 and 4 should display different sphere trajectory regimes.

In case 1 , the Galileo number is low enough that the sphere should settle vertically with a steady axisymmetric wake. In case 4, as the Galileo number increases, the sphere should shed a single-sided chain of vortex loops, producing an unsteady side force that causes the sphere to follow an unsteady oblique trajectory. In [89], the authors qualify this sphere trajectory regime as the oblique trajectory regime. However, in [88, the authors further distinguish between the steady, low frequency oscillating and high frequency oscillating oblique trajectory regimes. For the combination of density ratio and Galileo number considered in case 4, the sphere should follow, according to [88, an oblique and high frequency oscillating trajectory.

(a) Vertical settling velocity $u_{\Gamma, y} / u_{\text {ref }}$.

(b) Norm of the lateral velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }}$.

Figure 28: Time evolution of (a) the vertical settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ and (b) the norm of the lateral velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }}$ of a heavy sphere settling in a large domain for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,49.14]$ (case 1 of [87), obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{12(21 \mathrm{pt} / \mathrm{d}), 13(42 \mathrm{pt} / \mathrm{d}), 14(85 \mathrm{pt} / \mathrm{d})\}$. http://basilisk.fr/sandbox/ghigo/src/test-particle/sphere-settling-large-domain.c

In Figure 28, we first present the results we obtain for case 1 of [87] using the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,49.14]$. We plot both the time evolution of the vertical settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ of the sphere as well as the norm of its lateral velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }}$. To assess the accuracy of the method, the results are obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\text {max }}=\{12(21 \mathrm{pt} / \mathrm{d}), 13(42 \mathrm{pt} / \mathrm{d}), 14(85 \mathrm{pt} / \mathrm{d})\}$. After a transient acceleration phase, we observe that we recover the expected steady vertical trajectory [89], characterized by


Figure 29: Time evolution of (a) the vertical settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ and (b) the norm of the lateral velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }}$ of a heavy sphere settling in a large domain for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[7.71,206.27]$ (case 4 of 87 ), obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{12(21 \mathrm{pt} / \mathrm{d}), 13(42 \mathrm{pt} / \mathrm{d}), 14(85 \mathrm{pt} / \mathrm{d})\}$. http://basilisk.fr/sandbox/ghigo/src/test-particle/sphere-settling-large-domain.c

In Figure 29, we present the time evolution of the same quantities obtained for case 4 of [87] using the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[7.71,206.27]$. We observe that the sphere follows the expected oblique and high frequency oscillating trajectory [88]. Indeed, the computed lateral velocity in Figure 29b oscillates with a high frequency around an average value $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }} \approx 0.38$. For comparison, in [90], the authors predicted, using a Lattice-Boltzmann method, a steady lateral velocity $u_{p H} / u_{g} \approx 0.1$ for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[1.5,178.46]$, with $u_{g}=u_{\text {ref }} \sqrt{\left|\rho_{\Gamma} / \rho-1\right|}$. Therefore, rescaling our results by $\sqrt{\left|\rho_{\Gamma} / \rho-1\right|}$, we obtain the average horizontal velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{g} \approx 0.14$, which is higher than the value obtained in [90] as we use a higher Galileo number. Furthermore, the final value of the vertical settling velocity in Figure 29a matches the one obtained in [87]. Note however that since the Galileo number is larger than in case 1 , the results are converged only for $l_{\max } \geq 13$ ( $42 \mathrm{pt} / \mathrm{d}$ ). Finally, we confirm that the sphere follows an oblique and high frequency oscillating trajectory by displaying in Figure 30 the iso-surfaces $\lambda_{2}=-0.05$ at times $t /\left(d / u_{\text {ref }}\right)=\{20,40\}$. Indeed, we observe the vortex structures characteristic of this regime [89, 88], with a double threaded vortical structure near the sphere and a train of one-sided vortex loops further downstream.

Finally, we plot in Figure 31 similar results obtained for case 2 of 87 using the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,255.35]$. We first observe that the final value of the vertical settling velocity matches the one obtained in [87] for $l_{\max } \geq 13(42 \mathrm{pt} / \mathrm{d})$. Furthermore, we notice that sphere no longer follows an oblique and


(a) $t /\left(d / u_{\text {ref }}\right)=20$.

Figure 30: Snapshots at times $t /\left(d / u_{\text {ref }}\right)=\{20,40\}$ of the iso-surface $\lambda_{2}=-0.05$ around of a heavy sphere settling in a large domain for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[7.71,206.27]$ (case 4 of [87), obtained on an octree defined by the following value of the maximum level of refinement $l_{\max }=13$ ( $42 \mathrm{pt} / \mathrm{d}$ ). http://basilisk.fr/sandbox/ghigo/src/test-particle/ sphere-settling-large-domain.c.
high frequency oscillating trajectory as in case 4 but rather an intermittent oblique trajectory as described in [89]. Indeed, in Figure 32, we display the iso-surfaces $\lambda_{2}=-0.05$ at times $t /\left(d / u_{\text {ref }}\right)=\{30,40\}$ and observe again a double threaded vortical structure near the sphere and one-sided vortex loops downstream of the sphere. However, contrary to the vortex structures presented for case 4 in Figure 32, the vortex loops evolve here into vortex rings that are responsible for the intermittency in the sphere's oblique trajectory.

These results therefore confirm the ability of the Cartesian grid embedded boundary method and the first-order in time explicit weak coupling strategy to reproduce for a considerable range of Galileo numbers the dynamic behavior of a settling particle under the action of gravity in a very large domain.

Complete details of this test case can be found here: http://basilisk.fr/sandbox/ ghigo/src/test-particle/sphere-settling-large-domain.c.

A note on performance. We compare here the performances of the Cartesian grid embedded boundary method and the first-order in time explicit weak fluid-solid coupling strategy we use to compute cases 1, 2 and 4 from [87] and summarize the results in Table 2 .

In all three cases, we run the simulation, without having to restart, until $t /\left(d / u_{\text {ref }}\right)=40$ using a maximum level of refinement $l_{\max }=12$ on 48 Intel Platinum processors. Note here that number of processors chosen is not optimal in terms of memory management and could have been roughly reduced by a factor of 5 . We notice that, as expected, the computational speeds are similar in all three cases. However, we observe that the dynamic mesh adaptation of the


Figure 31: Time evolution of (a) the vertical settling velocity $u_{\Gamma, y} / u_{\text {ref }}$ and (b) the norm of the lateral velocity $\sqrt{u_{\Gamma, x}^{2}+u_{\Gamma, z}^{2}} / u_{\text {ref }}$ of a heavy sphere settling in a large domain for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,255.35]$ (case 2 of [87]), obtained on three different octrees defined by the following values of the maximum level of refinement $l_{\max }=\{12(21 \mathrm{pt} / \mathrm{d}), 13(42 \mathrm{pt} / \mathrm{d}), 14(85 \mathrm{pt} / \mathrm{d})\}$. http://basilisk.fr/sandbox/ghigo/src/test-particle/sphere-settling-large-domain.c.

| Case from 87$]$ | Case 1: $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,49.14]$ | Case $2:\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,255.35]$ | Case $4:\left[\rho_{\Gamma} / \rho, G a\right]=[7.71,206.27]$ |
| :---: | :---: | :---: | :---: |
| Wall-clock time | $2.40 \times 10^{4}$ | $6.45 \times 10^{4}$ | $15.80 \times 10^{4}$ |
| Time steps | 40036 | 43325 | 46438 |
| Cells | $2.15 \times 10^{5}$ | $9.23 \times 10^{5}$ | $18.07 \times 10^{5}$ |
| Speed | $5.91 \times 10^{3}$ | $6.89 \times 10^{3}$ | $6.58 \times 10^{3}$ |

Table 2: Computing times and speeds for a sphere settling in a large domain at different Galileo numbers $G a$, computed on 48 Intel Platinum processors until $t /\left(d / u_{\mathrm{ref}}\right)=40$ using a maximum level of refinement $l_{\max }=12$. The wall-clock time is given in seconds (s) and the speed in points•steps/s/cores. http://basilisk. fr/sandbox/ghigo/src/test-navier-stokes/starting.c and http://basilisk.fr/sandbox/ghigo/src/ test-navier-stokes/starting-moving.c.
unsteady wake behind the sphere in cases 2 and 4 (see Figures 30 and 32) increases the number of cells and therefore the wall-clock time compared to case 1 . This is especially true for case 4 , where the density ratio $\rho_{\Gamma} / \rho=7.71$ is larger than in cases 1 and 2 and therefore the sphere settles faster, resulting in a longer wake.

## 7. Conclusions and perspectives

We have presented here an adaptive Cartesian grid embedded boundary method, or cutcell method, for fixed and moving rigid bodies in an incompressible flow. To the best of our knowledge, this is one of the first attempts to use a cut-cell method for moving embedded boundaries in an incompressible flow. Building on and extending the work of [60, 61], [45, 50] and [49, 22], in particular for the treatment of degenerated cases when computing the embedded face gradient $\nabla_{\Gamma} s$ (see Section 3.4.1), we have constructed a method that is conservative, second-


Figure 32: Snapshots at times $t /\left(d / u_{\text {ref }}\right)=\{30,40\}$ of the iso-surface $\lambda_{2}=-0.05$ around of a heavy sphere settling in a large domain for the following combination of density ratio and Galileo number $\left[\rho_{\Gamma} / \rho, G a\right]=[2.56,255.35]$ (case 2 of [87), obtained on an octree defined by the following value of the maximum level of refinement $l_{\max }=13$ ( $42 \mathrm{pt} / \mathrm{d}$ ). http://basilisk.fr/sandbox/ghigo/src/test-particle/ sphere-settling-large-domain.c.
order in space, robust and efficient. For the sake of simplicity, we have considered in this study only single moving particles and chosen a simple first-order in time explicit integration scheme to weakly couple the motion of a particle and the fluid. Finally, we have implemented the method along with an extensive validation test suite for canonical particle-laden flow cases in the open source software Basilisk and extended its use to adaptive tree grids in a robust and efficient manner.

Our Cartesian grid embedded boundary method on quad/oc-tree adaptive grids therefore opens up unprecedented opportunities for particle-resolved particle-laden flow simulations. Indeed, the numerical simulation of moving rigid bodies in an incompressible flow presents many numerical challenges due to the wide variety of particle shapes and sizes and to the complexity of the fluid-particle momentum transfers. We can now overcome these difficulties by taking full advantage of the simplicity of the Cartesian grid approach and cut-cell representation of the geometry to describe moving particles of arbitrary shape. The high-order accuracy and mesh adaptivity properties of the method also allow us to properly capture boundary layers around moving rigid bodies while maintaining computational costs to a minimum. We were therefore able to perform fluid-particle simulations at spatial resolution that were previously unattainable using simple regular Cartesian grid and predict expected particle dynamics for a wide range of Reynolds $(0 \leq R e \leq 1000)$ and Galileo numbers $(0 \leq G a \leq 250)$ (see Sections 6.7 and 6.8). Furthermore, the conservative properties of the method enhance the stability and convergence properties of the fluid-solid coupling [21, 22], allowing us to use an explicit weak fluid-solid coupling strategy. In future works, we nevertheless plan to couple the method to the
granular solver Grains3D [64] to compute particle-particle collisions for any particle shape with second-order time accuracy. As demonstrated in Section 6.2, our method can also be straightforwardly extended to heat transfers and could therefore be used to compute high Reynolds and high Prandtl numbers particle-laden flows.

In future works, we will improve the method to remove the small oscillations observed in the pressure signal in Section 6.5 in the limit case of high Reynolds numbers (Re $\sim 1000$ ). As a reminder, these oscillations are caused by the dynamic adaptation of the mesh coupled to the approximate projection of the cell-centered velocity field. Inspired by the work of 91, these pressure oscillations can be removed by introducing an additional projection step and defining two pressures: a standard pressure used to project the velocity as in equation (36c) and an auxiliary diagnostic pressure used to compute the pressure force on the embedded boundaries. This auxiliary pressure is obtained by projecting only the update (i.e. its evolution in time) of the centered velocity field $\mathbf{u}^{n+1}-\mathbf{u}^{n}$ and therefore does not feel the history of divergence of the centered velocity field, which includes the noise induced by adaptive mesh refinement. Preliminary work and results for fixed embedded boundaries can be found here: http://basilisk.fr/src/navier-stokes/double-projection.h.
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