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WELL-POSEDNESS AND PROPAGATION OF CHAOS FOR
LÉVY-DRIVEN MCKEAN-VLASOV SDES UNDER LIPSCHITZ

ASSUMPTIONS

THOMAS CAVALLAZZI

Abstract. The first goal of this note is to prove the strong well-posedness of McKean-
Vlasov SDEs driven by Lévy processes on R

d having a finite moment of order β ∈ [1, 2]
and under standard Lipschitz assumptions on the coefficients. Then, we prove a quantitative
propagation of chaos result at the level of paths for the associated interacting particle system,
with constant diffusion coefficient. Finally, we improve the rates of convergence obtained for
a particular mean-field system of interacting stable-driven Ornstein-Uhlenbeck processes.

1. Introduction and results

Let us fix (Ω,F , (Ft)t≥0,P) a filtered probability space and N a Poisson random measure
on R

+ × R
d\{0} with intensity dt⊗ ν, where ν is a Lévy measure, i.e.

ν({0}) = 0 and

∫

Rd

1 ∧ |z|2 dν(z) < +∞,

where a∧b denotes the minimum between to real numbers a and b. We denote by Ñ (dt, dz) :=
N (dt, dz) − dt ⊗ dν(z) the associated compensated Poisson random measure. We consider
Z = (Zt)t≥0 a Lévy process on R

d written, for all t ≥ 0, as

Zt =

∫ t

0

∫

B1

z Ñ (ds, dz) +

∫ t

0

∫

Bc
1

zN (ds, dz),

where B1 is the open ball of Rd centered at 0 and of radius 1 and Bc
1 is its complementary in R

d.

We assume that there exists β ∈ [1, 2] such that the Lévy measure ν satisfies
∫

Bc
1

|z|β dν(z) < +∞.

This is equivalent to assume that for any t ∈ R
+, Zt has a finite moment of order β by [15,

Theorem 25.3]. Let us denote by Pβ(R
d) the space of probability measures on R

d having a
finite moment of order β, which is endowed with the Wasserstein metric Wβ. We are interested
in the well-posedness of the following Lévy-driven McKean-Vlasov SDE





dXt = bt(Xt, µt) dt+ σt(Xt− , µt) dZt, t ∈ [0, T ],
µt := [Xt],
X0 = ξ ∈ Lβ(Ω,F0;R

d),
(1.1)

where T is a fixed finite horizon of time, [Xt] denotes the distribution of Xt and b : [0, T ] ×
R
d × Pβ(R

d) → R
d and σ : [0, T ] × R

d × Pβ(R
d) → Md(R) are measurable maps, Md(R)
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being the space of matrices of size d× d on R. The first motivation to study (1.1) lies into its
connexion with the following mean-field interacting particle system





dX
i,N
t = bt(X

i,N
t , µN

t ) dt+ σt(X
i,N

t−
, µN

t ) dZi
t , t ∈ [0, T ], i ∈ {1, . . . , N},

µN
t := 1

N

N∑
j=1

δ
X

j,N
t

,

X
i,N
0 = ξi,

(1.2)

where (Zi, ξi)i≥1 are i.i.d. with same distribution as (Z, ξ). The link between (1.1) and (1.2) is
that for any k ≥ 1, the dynamics of k particles is expected to be described by k independent
copies of(1.1) when the total number of particles N tends to infinity. This is the so-called
propagation of chaos phenomenon. It was originally studied by McKean [13] and then inves-
tigated by Sznitman [16] when Z is a Brownian motion. For a detailed review on the topic of
propagation of chaos, we refer the reader to [4, 5].

We are going to work under the following Lipschitz assumptions.

Assumption (H1). There exists a constant C > 0 such that for all t ∈ [0, T ], x, y ∈ R
d and

µ, ν ∈ Pβ(R
d), we have

|bt(x, µ)− bt(y, ν)|+ |σt(x, µ)− σt(y, ν)| ≤ C(|x− y|+Wβ(µ, ν)), (1.3)

and

|bt(x, µ)|+ |σt(x, µ)| ≤ C(1 + |x|+Mβ(µ)),

where Mβ(µ) =
(∫

Rd |x|β dµ(x)
) 1

β
∧1

for µ ∈ Pβ(R
d).

1.1. Well-posedness of the McKean-Vlasov SDE (1.1).

Theorem 1. Under Assumption (H1), there exists a unique strong solution (Xt)t∈[0,T ] to (1.1)

for all initial datum ξ ∈ Lβ(Ω,F0;R
d). Moreover, the flow of marginal distributions (µt)t∈[0,T ]

belongs to C0([0, T ];Pβ(R
d)) and we have

E sup
t≤T

|Xt|
β < +∞. (1.4)

Remark 1. We can easily add a term of the form (Bt + ΣWt)t≥0 to Z, where B ∈ R
d,

Σ ∈ Md(R) is a symmetric positive semidefinite matrix of size d × d and W is a standard
Brownian motion on R

d. Using the Lévy-Itô decomposition given in [1, Theorem 2.4.16], we
can thus consider a general Lévy process Z having a finite moment of order β ∈ [1, 2].

Let us compare our result with the existing literature. When β = 2, the well-posedness of
(1.1) was proved by Jourdain, Méléard and Woyczynski [12]. In this work, the weak existence
is also proved when β = 0 through the relative nonlinear martingale problem. However,
uniqueness is not shown when β = 0. When β = 1, a result similar to Theorem 1 is proved by
Graham in [11, Theorem 2.2]. The main differences are the following. Firstly, in [11], there

is no integral with respect to the compensated Poisson random measure Ñ in the definition
of Z. Secondly, in the case where the drift b is unbounded, it is supposed in [11] that X0 has
a finite moment of order 2, which is not the case in Theorem 1, and also that, keeping our
notations, there exists C > 0 such that for all t ∈ [0, T ], x ∈ R

d and µ ∈ P1(R
d), we have

∣∣∣∣∣

∫

Bc
1

σt(x, µ)z dν(z)

∣∣∣∣∣

2

+

∫

Bc
1

|σt(x, µ)z|
2 dν(z) ≤ C(1 + |x|2). (1.5)
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It suggests that σ is bounded with respect to its measure variable, which is not the case in
Theorem 1. Moreover, (1.5) strongly suggests that

∫

Bc
1

|z|2 dν(z) < +∞.

It is the case when σ = Id for example. However, this condition on ν is equivalent to the fact
that for any t ∈ R

+, Zt has a finite moment of order 2, which is not supposed in Theorem
1 since β ∈ [1, 2]. In the non-degenerate case, i.e. when σ is uniformly elliptic, we refer
to [8]. In this work, Frikha, Menozzi and Konakov prove the well-posedness of (1.1) under
Hölder assumptions on the coefficients with respect to both space and measure variables.
Of course, this result can be applied to Lipschitz continuous coefficients but in Theorem 1,
we do not assume that the diffusion coefficient σ is uniformly elliptic. Moreover, another
assumption made in [8] is that for all (t, x) ∈ [0, T ]×R

d, the maps µ ∈ P(Rd) 7→ bt(x, µ) and
µ ∈ P(Rd) 7→ σt(x, µ) have bounded linear derivatives, where P(Rd) is the space of probability
measures on R

d. Note that, at least when the coefficients depend linearly on the measure, this
assumption implies the boundedness of the coefficients with respect to the measure variable.
This is not the case here.

Remark 2. Notice that when β ∈ (0, 1), the uniqueness result of Theorem 1 is false without a
non-degeneracy assumption on the diffusion coefficient σ. Let us give a simple counterexample
by setting, for t ∈ [0, T ], x ∈ R

d and µ ∈ Pβ(R
d)

bt(x, µ) :=

∫

Rd

|x|β dµ(x), σt(x, µ) := 0, and ξ := 0.

Assumption (H1) is clearly satisfied. Moreover, the solution to the corresponding McKean-
Vlasov SDE is deterministic since there is no noise and the initial distribution is deterministic.
We easily remark that the problem is equivalent to solve the ordinary differential equation

{
y′(t) = |y(t)|β , t ∈ [0, T ],

y(0) = 0.

It is well-known that there exists several solutions to this problem. However, under Assumption
(H1), there exists at least one strong solution to the McKean-Vlasov SDE (1.1). We refer to
Appendix A for a proof of this result.

1.2. Propagation of chaos for the interacting particle system (1.2). We now focus on
the propagation of chaos for the interacting particle system (1.2). Under Assumption (H1),
the SDE (1.2) admits a unique strong solution by [1, Theorem 6.2.9]. Propagation of chaos can
be understood in the weak sense, i.e. in distribution through the convergence of the empirical
measure µN , or in the strong sense, i.e. at the level of paths by coupling. Our aim is to prove
quantitative strong propagation of chaos. Let us introduce the i.i.d. copies of the limiting
McKean-Vlasov SDE (1.1), which are denoted by (Xi,∞)i≥1, where the initial data and the
noises are respectively (ξi)i≥1 and (Zi)i≥1.

Theorem 2. Assume that Assumption (H1) holds true with W1 instead of Wβ in the Lipschitz
control (1.3) and with σ = Id. Then, there exists a constant C > 0, independent of d and N ,
such that for all N ≥ 1

sup
i≤N

E sup
t≤T

|Xi,N
t −X

i,∞
t | ≤ C

{
N

1

β
−1

, if d = 1, 2 or d ≥ 3 and β < d
d−1 ,

N− 1

d , if d ≥ 3 and β > d
d−1 ,

(1.6)

and

sup
t∈[0,T ]

EW1(µ
N
t , µt) ≤ C

{
N

1

β
−1

, if d = 1, 2 or d ≥ 3 and β < d
d−1 ,

N− 1

d , if d ≥ 3 and β > d
d−1 .

(1.7)
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Remark 3. The method used in the proof of Theorem 2 cannot be applied to prove quan-
titative strong propagation of chaos with a general non-constant diffusion coefficient σ under
Assumption (H1). It remains, to the best of our knowledge, an open problem.

We now compare our result with the existing literature. In [10], Graham proves qualitative
weak propagation of chaos, i.e. without rate of convergence, under Lipschitz assumptions for
an interacting particle system driven by a Poisson random measure and its compensated mea-
sure. It is supposed that the Poisson random measure is associated with a Poisson process
having a finite moment of order 1 and that the set of jumps is discrete. Jourdain, Méléard
and Woyczynski treat in [12] the case of a general Lévy noise having a finite moment of order
2. The authors exhibit rates of convergence for the strong propagation of chaos in L2 under
standard Lipschitz assumptions on the drift and diffusion coefficients b and σ which are similar
to Assumption (H1). Still in the Lipschitz framework, we mention Neelima et al. [14], where
quantitative strong propagation of chaos is proved in L2, relaxing the assumptions of [12]. In
the one-dimensional case, Frikha and Li [9] study a McKean-Vlasov SDE driven by a com-
pensated Poisson random measure with positive jumps. They give a rate of convergence for
the strong propagation of chaos in L1 under one-sided Lipschitz assumptions on the coefficients.

Let us now study a particular example for which we can improve the rates of convergence
obtained in Theorem 2. Assume that Z = (Zt)t≥0 is an α-stable process on R

d with α ∈ (1, 2).
Let us fix also A,A′, B ∈ Md(R) matrices of size d× d. We are interested in the interacting
particle system (1.2) and the limiting McKean-Vlasov SDE (1.1) with

ξ ∈ Lα(Ω,F0;R
d), bt(x, µ) := Ax+A′

∫

Rd

y dµ(y) and σt(x, µ) := Id.

This corresponds to a system of interacting stable-driven Ornstein-Uhlenbeck processes. Keep-
ing the same notations as in Theorem 2, we have the following quantitative propagation of
chaos result.

Theorem 3. There exists a positive constant C independent of d and N such that for all
N ≥ 1

sup
i≤N

E sup
t≤T

|Xi,N
t −X

i,∞
t | ≤ C

{
(ln(N))

1

αN
1

α
−1, if d = 1, 2 or d ≥ 3 and α < d

d−1 ,

N− 1

d , if d ≥ 3 and α > d
d−1 ,

(1.8)
and

sup
t∈[0,T ]

EW1(µ
N
t , µt) ≤ C

{
(ln(N))

1

αN
1

α
−1, if d = 1, 2 or d ≥ 3 and α < d

d−1 ,

N− 1

d , if d ≥ 3 and α > d
d−1 .

(1.9)

2. Proof of Theorem 1

Let us fix µ = (µt)t∈[0,T ] ∈ C0([0, T ];Pβ(R
d)). By using [1, Theorem 6.2.9], we deduce that

the SDE {
dX

µ
t = bt(X

µ
t , µt) dt+ σt(X

µ

t−
, µt) dZt, t ∈ [0, T ],

X
µ
0 = ξ ∈ Lβ(Ω,F0;R

d),
(2.1)

admits a unique strong solution Xµ. Moreover, note that the coefficients of this standard SDE
(t, x) ∈ [0, T ]×R

d 7→ bt(x, µt) and (t, x) ∈ [0, T ]×R
d 7→ σt(x, µt) are at most of linear growth

with respect to the space variable x, uniformly with respect to t ∈ [0, T ]. By using Proposition
2 in Fournier [6], we get that

E sup
t≤T

|Xµ
t |

β < +∞.
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The map

φ :

{
C0([0, T ];Pβ(R

d)) → C0([0, T ];Pβ(R
d))

µ 7→ ([Xµ
t ])t∈[0,T ]

(2.2)

is thus well-defined. The goal is now to prove that φ has a unique fixed point thanks to
the Banach fixed point theorem. This is enough to prove the strong well-posedness of (1.1).
The space C0([0, T ];Pβ(R

d)) is endowed with the uniform metric associated with Wβ. We fix

µ, ν ∈ C0([0, T ];Pβ(R
d)) and we aim at estimating E sups≤t |X

µ
s − Xν

s |
β, for t ∈ [0, T ]. We

employ the method used by Fournier in the proof of [6, Proposition 2], which was used in the
context of McKean-Vlasov SDEs by Frikha and Li in [9] to prove the moment estimation (1.4).
The first step is to consider the SDE (2.1) without the big jumps term. Namely, we assume
that for ξ1, ξ2 ∈ Lβ(Ω,F0;R

d), and for all t ∈ [0, T ]

X
µ
t = ξ1 +

∫ t

0
bs(X

µ
s , µs) ds +

∫ t

0

∫

B1

σs(X
µ

s−
, µs)z Ñ (ds, dz), (2.3)

and

Xν
t = ξ2 +

∫ t

0
bs(X

ν
s , νs) ds +

∫ t

0

∫

B1

σs(X
ν
s− , νs)z Ñ (ds, dz). (2.4)

Note that by definition of φ, ξ1 is equal to ξ2, however in the next step of the proof, we need
to take different initial data for the SDE. Using the Lipschitz assumption on the coefficients,
Jensen and Burkholder-Davis-Gundy (BDG) inequalities, we obtain that for a constant C =
CT depending only on T and which can change from line to line, we have for all t ∈ [0, T ]

E

(
sup
s≤t

|Xµ
s −Xν

s |
2
∣∣ ξ1, ξ2

)

≤ C

[
|ξ1 − ξ2|

2 +

∫ t

0
E
(
|Xµ

s −Xν
s |

2
∣∣ ξ1, ξ2

)
ds+

∫ t

0
W 2

β (µs, νs) ds

]
.

Gronwall’s lemma ensures that

E

(
sup
s≤t

|Xµ
s −Xν

s |
2
∣∣ ξ1, ξ2

)
≤ C|ξ1 − ξ2|

2 + C

∫ t

0
W 2

β (µs, νs) ds.

It follows from Jensen’s inequality that

E

(
sup
s≤t

|Xµ
s −Xν

s |
β
∣∣ ξ1, ξ2

)
≤

(
E

(
sup
s≤t

|Xµ
s −Xν

s |
2
∣∣ ξ1, ξ2

))β
2

≤ C|ξ1 − ξ2|
β + C

(∫ t

0
W 2

β (µs, νs) ds

) β
2

.

Taking the expectation yields for all t ∈ [0, T ]

E

(
sup
s≤t

|Xµ
s −Xν

s |
β

)
≤ CE|ξ1 − ξ2|

β + C

(∫ t

0
W 2

β (µs, νs) ds

)β
2

. (2.5)

Let us now add the big jumps. We denote by (Tn)n≥1 the sequence of jumping times of (Zt)t≥0

having a size greater than 1, and by (∆Zn)n≥1 the associated sequence of jumps, which is

an i.i.d. sequence of random variables with common distribution
ν|Bc

1

ν(Bc
1
) and independent of

(Tn)n≥1. We can write the restriction of the Poisson random measure N on R
+ ×Bc

1 as
∑

n≥1

δ(Tn,∆Zn),

which is independent on the restriction of N on R
+×B1\{0}. Let us denote by G the σ-algebra

generated by (Tn)n≥1. Notice that on the time interval [0, T1), X
µ and Xν defined in (2.1) are
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respectively solutions to (2.3) and (2.4) with ξ1 = ξ2. Thus, using (2.5) with the conditional
expectation with respect to G instead of the expectation, we deduce that

E

(
sup

s<t∧T1

|Xµ
s −Xν

s |
β
∣∣ G
)

≤ C

(∫ t∧T1

0
W 2

β (µs, νs) ds

)β
2

. (2.6)

Let us now deal with the first big jump of Z, which occurs at time T1. We have

X
µ
T1

−Xν
T1

= X
µ

T−
1

−Xν
T−
1

+
(
σT1

(Xµ

T−
1

, µT1
)− σT1

(Xν
T−
1

, νT1
)
)
∆Z1.

It follows from the Lipschitz assumption on σ that

|Xµ
T1

−Xν
T1
|β ≤ C|Xµ

T−
1

−Xν
T−
1

|β(1 + |∆Z1|
β) +W

β
β (µT1

, νT1
)|∆Z1|

β.

Since ∆Z1 is independent of G and E|∆Z1|
β < +∞, we deduce by (2.6) that almost surely on

the set {T1 ≤ T}

E

(
|Xµ

T1
−Xν

T1
|β
∣∣ G
)
1T1≤t ≤ C



(∫ t∧T1

0
W 2

β (µs, νs) ds

)β
2

+W
β
β (µT1

, νT1
)


 .

We thus have by the preceding inequality and (2.6)

E

(
|Xµ

t∧T1
−Xν

t∧T1
|β
∣∣ G
)

= E

(
|Xµ

T1
−Xν

T1
|β
∣∣ G
)
1T1≤t + E

(
|Xµ

t −Xν
t |

β
∣∣ G
)
1T1>t

≤ C



(∫ t∧T1

0
W 2

β (µs, νs) ds

)β
2

+W
β
β (µT1

, νT1
)


 .

Following the same lines and using (2.5), we prove that for any n ≥ 1

E

(
sup

t∧Tn≤s<t∧Tn+1

|Xµ
s −Xν

s |
β
∣∣ G
)

≤ C


E
(
|Xµ

t∧Tn
−Xν

t∧Tn
|β
∣∣ G
)
+

(∫ t∧Tn+1

t∧Tn

W 2
β (µs, νs) ds

)β
2


 , (2.7)

and

E

(
sup

t∧Tn≤s≤t∧Tn+1

|Xµ
s −Xν

s |
β
∣∣ G
)

(2.8)

≤ C


E
(
|Xµ

t∧Tn
−Xν

t∧Tn
|β
∣∣ G
)
+

(∫ t∧Tn+1

t∧Tn

W 2
β (µs, νs) ds

)β
2

+W 2
β (µTn+1

, νTn+1
)


 ,
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where C is independent of n. Reasoning by induction, we deduce that for a constant C > 1
depending only on T, we have

E

(
sup

t∧Tn≤s<t∧Tn+1

|Xµ
s −Xν

s |
β
∣∣ G
)

≤ Cn+1




n∑

k=0

(∫ t∧Tk+1

t∧Tk

W 2
β (µs, νs) ds

)β
2

+

n∑

k=1

W
β
β (µTk

, νTk
)




≤ Cn+1


(n+ 1)1−

β
2

(∫ t∧Tn+1

0
W 2

β (µs, νs) ds

) β
2

+
n∑

k=1

W
β
β (µTk

, νTk
)


 ,

by Jensen’s inequality and with the convention that T0 = 0. Thus, for a certain constant
K > C, one has for all j ≤ n

E

(
sup

t∧Tj≤s<t∧Tj+1

|Xµ
s −Xν

s |
β
∣∣ G
)

≤ Kj+2



(∫ t∧Tn+1

0
W 2

β (µs, νs) ds

)β
2

+

n∑

k=1

W
β
β (µTk

, νTk
)


 .

Summing the preceding inequality over j ∈ {0, . . . , n}, we deduce that

E

(
sup

0≤s<t∧Tn+1

|Xµ
s −Xν

s |
β
∣∣ G
)

≤
Kn+3

1−K



(∫ t∧Tn+1

0
W 2

β (µs, νs) ds

)β
2

+
n∑

k=1

W
β
β (µTk

, νTk
)


 . (2.9)

Let us denote by (Nt)t≥0 the Poisson process associated with the jumping times (Tn)n≥1 which
has an intensity λ = ν(Bc

1). One has

E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β

)

=

∞∑

n=0

E

(
E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β
∣∣ G
)
1Nt=n

)

= E

(
E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β
∣∣ G
)
1t<T1

)
+

∞∑

n=1

E

(
E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β
∣∣ G
)
1Tn≤t<Tn+1

)

≤ E

(
E

(
sup

0≤s<t∧T1

|Xµ
s −Xν

s |
β
∣∣ G
)
1t<T1

)

+

∞∑

n=1

E

(
E

(
sup

0≤s<t∧Tn+1

|Xµ
s −Xν

s |
β
∣∣ G
)
1Tn≤t<Tn+1

)
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Using (2.6) and (2.9), we obtain that for any t ∈ [0, T ]

E

(
sup

0≤s≤t
|Xµ

s −Xν
s |

β

)

≤ C

(∫ t

0
W 2

β (µs, νs)

)β
2

+
∞∑

n=1

Kn+3

1−K
E





(∫ t∧Tn+1

0
W 2

β (µs, νs) ds

)β
2

+
n∑

k=1

W
β
β (µTk

, νTk
)


1Tn≤t<Tn+1


 (2.10)

≤ C

(∫ t

0
W 2

β (µs, νs)

)β
2

+

∞∑

n=1

Kn+3

1−K
P(Nt = n)



(∫ t

0
W 2

β (µs, νs) ds

)β
2

+ E

(
n∑

k=1

W
β
β (µTk

, νTk
)
∣∣ Nt = n

)
 .

Let us recall that the conditional distribution of (T1, . . . , Tn) given Nt = n admits the following
density with respect to the Lebesgue measure

(t1, . . . , tn) ∈ [0, t]n 7→
n!

tn
1t1<···<tn .

This yields

E

(
n∑

k=1

W
β
β (µTk

, νTk
)
∣∣ Nt = n

)
=

∫

[0,t]n

n!

tn
1t1<···<tn

n∑

k=1

W
β
β (µtk , νtk) dt1 . . . dtn

=

∫

[0,t]n

1

tn

n∑

k=1

W
β
β (µtk , νtk) dt1 . . . dtn

=

n∑

k=1

1

tn
tn−1

∫ t

0
W

β
β (µs, νs) ds

=
n

t

∫ t

0
W

β
β (µs, νs) ds.

Injecting this equality in (2.10), we get

E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β

)

≤
∞∑

n=1

Kn+3

1−K

(λt)n

n!
e−λt



(∫ t

0
W 2

β (µs, νs) ds

)β
2

+
n

t

∫ t

0
W

β
β (µs, νs) ds




+ C

(∫ t

0
W 2

β (µs, νs)

)β
2

.

This proves the existence of a constant C > 0 depending only on T such that for all t ∈ [0, T ]

E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β

)
≤ C



(∫ t

0
W 2

β (µs, νs) ds

) β
2

+

∫ t

0
W

β
β (µs, νs) ds


 . (2.11)
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Note that (2.11) is true if β ∈ (0, 1) since we have only used that 0 < β ≤ 2. Changing again
the constant C, Hölder’s inequality yields for all t ∈ [0, T ]

sup
0≤s≤t

W
β
β (φ(µ)s, φ(ν)s) ≤ E

(
sup
0≤s≤t

|Xµ
s −Xν

s |
β

)
≤ C

(∫ t

0
W 2

β (µs, νs) ds

) β
2

. (2.12)

Raising the preceding inequality to the power 2
β

and reasoning by induction, we prove that for

any n ≥ 1 and for any t ∈ [0, T ]

sup
0≤s≤t

W 2
β (φ

n(µ)s, φ
n(ν)s) ≤

C
2n
β tn

n!
sup
0≤s≤t

W 2
β (µs, νs),

which yields

sup
0≤s≤T

W
β
β (φ

n(µ)s, φ
n(ν)s) ≤ Cn

(
T n

n!

)β
2

sup
0≤s≤T

W
β
β (µs, νs).

This proves that for n large enough, φn is a contraction on C0([0, T ];Pβ(R
d)). The function φ

has thus a unique fixed point by the Banach fixed point theorem, which concludes the proof.

3. Proof of Theorem 2 and Theorem 3

Proof of Theorem 2. To prove (1.6), we write for all t ∈ [0, T ]

X
i,N
t −X

i,∞
t =

∫ t

0
bt(X

i,N
s , µN

s )− bt(X
i,∞
s , µs) ds.

Using the Lipschitz assumption on b, there exists C > 0 such that for all t ∈ [0, T ]

sup
i≤N

E sup
r≤t

|Xi,N
r −Xi,∞

r |

≤ C

∫ t

0
sup
i≤N

E|Xi,N
s −Xi,∞

s | ds + C

∫ t

0
EW1(µ

N
s , µs) ds

≤ C

∫ t

0
sup
i≤N

E|Xi,N
s −Xi,∞

s | ds + C

∫ t

0
EW1(µ

N
s , µ̃N

s ) + EW1(µ̃
N
s , µs) ds,

where µ̃N
s := 1

N

N∑
k=1

δ
X

k,∞
s

is the empirical measure associated with (Xi,∞)i≥1. Using that

W1(µ
N
s , µ̃N

s ) ≤
1

N

N∑

k=1

|Xk,N
s −Xk,∞

s |

and Gronwall’s inequality, there exists C > 0 such that for all N ≥ 1

sup
i≤N

E sup
t≤T

|Xi,N
t −X

i,∞
t | ≤ C

∫ T

0
EW1(µ̃

N
s , µs) ds. (3.1)

We conclude using [7, Theorem 1] since (Xi,∞)i≥1 are i.i.d. and

sup
i≥1

sup
t∈[0,T ]

E|Xi,∞
t |β < +∞

by Gronwall’s inequality. The inequality (1.7) follows from (1.6) and [7] because

sup
t∈[0,T ]

EW1(µ
N
t , µt) ≤ sup

t∈[0,T ]
EW1(µ

N
t , µ̃N

t ) + sup
t∈[0,T ]

EW1(µ̃
N
t , µt)

≤ sup
t∈[0,T ]

sup
i≤N

E|Xi,N
t −X

i,∞
t |+ sup

t∈[0,T ]
EW1(µ̃

N
t , µt).
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Proof of Theorem 3. Let us prove (1.8). As a first step, we remove the jumps of size larger
than the number of particles N from all the noises. We thus define, for i ≥ 1 and t ∈ [0, T ]

Zi
N,t :=

∫ t

0

∫

BN

z Ñ i(ds, dz),

where N i is the Poisson random measure associated with Zi and Ñ i its compensated Poisson

random measure. We define, for all i ∈ {1, . . . , N}, Xi,∞
N as the unique solution to





dX
i,∞
N,t = AX

i,∞
N,t dt+A′

EX
i,∞
N,t dt+B dZi

N,t, t ∈ [0, T ], i ∈ {1, . . . , N},

µN,t := [Xi,∞
N,t ],

X
i,∞
N,0 = ξi.

(3.2)

For any N ≥ 1 fixed, the random variables (Xi,∞
N )i≤N are i.i.d. We proceed similarly for the

particle system by defining (Xi,N
N )i≤N as the unique solution to





dX
i,N
N,t = AX

i,N
N,t dt+A′ 1

N

N∑
k=1

X
k,N
N,t dt+B dZi

N,t, t ∈ [0, T ], i ∈ {1, . . . , N},

µN
N,t :=

1
N

N∑
j=1

δ
X

j,N
N,t

,

X
i,N
N,0 = ξi,

(3.3)

The first objective is to control the L1-error respectively between X
i,N
N and Xi,N and between

X
i,∞
N and Xi,∞ for all i ∈ {1, . . . , N}. We write for all t ∈ [0, T ]

X
i,N
N,t −X

i,N
t =

∫ t

0
(b(Xi,N

N,s, µ
N
N,s)− b(Xi,N

s , µN
s )) ds +B

∫ t

0

∫

Bc
N

z Ñ i(ds, dz).

Using the fact that b is Lipschitz continuous on R
d×P1(R

d) and BDG’s inequality, there exists
C > 0 independent on N ≥ 1 and t ∈ [0, T ], which can change from line to line, such that for
all t ∈ [0, T ]

sup
i≤N

E sup
r≤t

|Xi,N
N,r −Xi,N

r | ≤ C



∫ t

0
sup
i≤N

E|Xi,N
N,s −Xi,N

s | ds+

∫ t

0

1

N

N∑

j=1

E|Xj,N
N,s −Xj,N

s | ds

+ sup
i≤N

E

(∫ t

0

∫

Bc
N

|z|2 N i(ds, dz)

) 1

2


 .

Using the subadditivity of the square root, one has for all t ∈ [0, T ]

sup
i≤N

E sup
r≤t

|Xi,N
N,r −Xi,N

r |

≤ C

[∫ t

0
sup
i≤N

E|Xi,N
N,s −Xi,N

s | ds +

∫ t

0

∫

Bc
N

|z| dν(z) ds

]

≤ C

[∫ t

0
sup
i≤N

E|Xi,N
N,s −Xi,N

s | ds +

∫ ∞

N

r
dr

r1+α

]
.

Gronwall’s inequality ensures that

sup
i≤N

E sup
t≤T

|Xi,N
N,t −X

i,N
t | ≤ CN1−α. (3.4)
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We similarly get that for some constant C > 0 independent of N

sup
i≤N

E sup
t≤T

|Xi,∞
N,t −X

i,∞
t | ≤ CN1−α. (3.5)

The triangle inequality, (3.4) and (3.5) yield

sup
i≤N

E sup
t≤T

|Xi,N
t −X

i,∞
t | ≤ CN1−α + sup

i≤N

E sup
t≤T

|Xi,N
N,t −X

i,∞
N,t |. (3.6)

The second term in the right hand-side of (3.6) is controlled as in the proof of Theorem 2.
We get that there exists C > 0 such that for all N ≥ 1

sup
i≤N

E sup
t≤T

|Xi,N
N,t −X

i,∞
N,t | ≤ C

∫ T

0
EW1(µ̃

N
N,s, µN,s) ds. (3.7)

As the random variables (Xi,∞
N )i≤N are i.i.d. when N is fixed, we are going to use [7, Theorem

1] to control EW1(µ̃
N
N,s, µN,s) uniformly with respect to s ∈ [0, T ]. We start by controlling the

moments of Xi,∞
N . Let us fix β ∈ [1, α]. Gronwall’s inequality ensures that there exists C > 0

such that for any t ∈ [0, T ]

E|Xi,∞
N,t |

β ≤ C sup
s≤t

E|Zi
N,s|

β .

If β < α and since Z admits a finite moment of order β, it is clear that

sup
N≥1

sup
s≤T

E|Xi,∞
N,s |

β ≤ sup
N≥1

sup
s≤T

E|Zi
N,s|

β < +∞. (3.8)

If β = α, BDG’s and Jensen’s inequalities yield

E|Zi
N,t|

α ≤ CE

(∫ t

0

∫

BN

|z|2 N i(ds, dz)

) α
2

≤ C



(
E

∫ t

0

∫

B1

|z|2 N i(ds, dz)

) α
2

+ E

(∫ t

0

∫

BN\B1

|z|2 N i(ds, dz)

)α
2




≤ C



(
t

∫

B1

|z|2 dν(z)

)α
2

+ E

(∫ t

0

∫

BN\B1

|z|2 N i(ds, dz)

) α
2


 (3.9)

≤ C

[
1 +

∫ N

1
rα

dr

r1+α

]

≤ C ln(N).

If d = 1, d = 2 or d ≥ 3 and α < d
d−1 , it follows from (3.9) and [7] that for all N ≥ 1

sup
t∈[0,T ]

EW1(µ̃
N
N,t, µN,t) ≤ C(ln(N))

1

α





(N− 1

2 +N
1

α
−1), if d = 1,

(N− 1

2 ln(N + 1) +N
1

α
−1), if d = 2,

(N− 1

d +N
1

α
−1), if d ≥ 3 and α 6= d

d−1 .

Since α < 2 and if d ≥ 3, we have assumed that α < d
d−1 and thus 1

d
> 1− 1

α
, we deduce that

for all N ≥ 1

sup
t∈[0,T ]

EW1(µ̃
N
N,s, µN,s) ≤ C(ln(N))

1

αN
1

α
−1. (3.10)

In the case where d ≥ 3 and α > d
d−1 . Let us introduce β ∈

(
d

d−1 , α
)
. By (3.8) with this

choice of β and [7], for all N ≥ 1

sup
t∈[0,T ]

W1(µ̃
N
N,t, µN,t) ≤ CN− 1

d . (3.11)
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This ends the proof of (1.8) thanks to (3.7) and (3.6) since α−1
α

< α − 1 because in the case

where d ≥ 3 and α > d
d−1 , then α− 1 ≥ 1

d
.

For the proof of (1.9), keeping the same notations as in the proof of Theorem 2, we have

sup
t∈[0,T ]

EW1(µ
N
t , µt) ≤ sup

t∈[0,T ]
sup
i≤N

E|Xi,N
t −X

i,∞
t |+ sup

t∈[0,T ]
EW1(µ̃

N
t , µt).

The first term in the right hand-side of the preceding inequality is controlled by (1.8). For the
second one, we use the following decomposition

sup
t∈[0,T ]

EW1(µ̃
N
t , µt) ≤ sup

t∈[0,T ]
EW1(µ̃

N
t , µ̃N

N,t) + sup
t∈[0,T ]

EW1(µ̃
N
N,t, µN,t) + sup

t∈[0,T ]
EW1(µN,t, µt)

=: I1 + I2 + I3.

Using (3.4) and (3.5), we get that

I1 + I3 ≤ CN1−α. (3.12)

For I2, the inequalities (3.11) and (3.10) prove that for all N ≥ 1

I2 ≤ C

{
(ln(N))

1

αN
1

α
−1, if d = 1, 2 or d ≥ 3 and α < d

d−1 ,

N− 1

d , if d ≥ 3 and α > d
d−1 .

(3.13)

Gathering (3.12) and (3.13) ends the proof of (1.9) as previously.

Appendix A. Existence of a solution to (1.1) when β ∈ (0, 1)

Let us fix β ∈ (0, 1). We have seen in Remark 2 that in this case, uniqueness for (1.1) fails
to be true under Assumption (H1). However, the existence of solutions to (1.1) is given in the
following proposition.

Proposition 1. We assume that Assumption (H1) is satisfied and that there exists δ > 0
such that ∫

Bc
1

|z|β+δ dν(z) < +∞.

Then, there exists a strong solution (Xt)t∈[0,T ] to (1.1) for all ξ ∈ Lβ+δ(Ω,F0;R
d). Moreover,

we have

E sup
t≤T

|Xt|
β+δ < +∞. (A.1)

Proof. The strategy relies on a compactness argument. Let us denote by DT := D([0, T ];Rd)
the Skorokhod space, i.e. the space of càdlàg R

d-valued functions defined on [0, T ]. We endow
DT with the Skorokhod metric d, which makes it Polish (see [2, Section 34]). By definition of
d, we have for any f, g ∈ DT

d(f, g) ≤ ‖f − g‖∞ := sup
t∈[0,T ]

|ft − gt|.

The previous inequality becomes an equality if g = 0. We also denote by Pβ(DT ) the space of
probability measures µ ∈ P(DT ) such that

∫

DT

d(f, 0)β dµ(f) =

∫

DT

‖f‖β∞ dµ(f) < +∞.

It is endowed with the Wasserstein metric of order β defined, for any µ, ν ∈ Pβ(DT ), by

Wβ(µ, ν) = inf
π∈Π(µ,ν)

∫

DT×DT

dβ(f, g) dπ(f, g),
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where Π(µ, ν) denotes the set of probability measure on DT ×DT having µ and ν as marginal
distributions. For any fixed t ∈ [0, T ], we define the projection πt : f ∈ DT 7→ ft ∈ R

d. It
is a measurable function so that if µ belongs to P(DT ), we can define µt ∈ P(Rd) as the
push-forward measure of µ by πt. Notice that if µ ∈ Pβ(DT ), the function t ∈ [0, T ] 7→ µt

belongs to D([0, T ];Pβ(R
d)). Let us fix µ ∈ Pβ(DT ). Reasoning as in the proof of Proposition

1, the standard SDE
{

dX
µ
t = bt(X

µ
t , µt) dt+ σt(X

µ

t−
, µt) dZt, t ∈ [0, T ],

X
µ
0 = ξ ∈ Lβ(Ω,F0)

(A.2)

admits a unique strong solution Xµ such that

E sup
t≤T

|Xµ
t |

β < +∞.

The following function is thus well-defined

φ :

{
Pβ(DT ) → Pβ(DT )

µ 7→ [(Xµ
t )t∈[0,T ]].

(A.3)

The goal is to prove that φ has at least one fixed point using Schauder’s fixed point theorem.
By the estimation (2.11) obtained in the proof of Theorem 1, we have

Wβ(φ(µ), φ(ν)) ≤ E

(
sup

0≤s≤T

|Xµ
s −Xν

s |
β

)
≤ C

(∫ T

0
W 2

β (µs, νs) ds

)β
2

. (A.4)

Let us show that this implies the continuity of φ. Consider (µn)n ∈ Pβ(DT ) a sequence which
converges towards µ ∈ Pβ(DT ) with respect to Wβ. For almost all t ∈ [0, T ], the sequence
(µn

t )n converges in distribution to µt (see [3, Section 13]). Let us fix such a t ∈ [0, T ]. We aim
at proving that the previous convergence holds true with respect to Wβ. By [17, Definition
6.8], it is enough to prove that

lim
R→+∞

sup
n

∫

|x|≥R

|x|βdµn
t (x) = 0.

But since ∫

|x|≥R

|x|βdµn
t (x) =

∫

|ft|≥R

|ft|
βdµn(f)

≤

∫

d(f,0)≥R

d(f, 0)βdµn(f),

we conclude using that µn
Wβ
−→ µ. Thus, for almost all t ∈ [0, T ], (µn

t )n converges to µt with
respect to Wβ. Coming back to (A.4), and using the dominated convergence theorem justified
since

sup
n≥1

∫

DT

‖f‖β∞ dµn(f) < +∞,

we conclude that φ is continuous. Following the same lines as to prove (2.11), we show that
for some constant C = CT > 0

E sup
t≤T

|Xµ
t |

β ≤ C


1 +

(∫ T

0
M2

β(µs) ds

)β
2


 . (A.5)

Let us define, for R > 0,

BR :=

{
µ ∈ Pβ(DT ),

∫

DT

‖f‖β∞ dµ(f) ≤ R

}
.
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This is a closed and convex subset of Pβ(DT ), which is stable by φ for R large enough owing to

(A.5) and since β ∈ (0, 1). In the following, we fix R > 0 such that φ(BR) ⊂ BR. It remains to
prove that φ(BR) is relatively compact in Pβ(DT ) to conclude that φ admits a fixed point by

Schauder’s theorem. Let us fix (µn)n a sequence of BR. In a first step, we prove with Aldou’s

criterion (see [2, Theorem 34.8]) that ([(Xµn

t )t∈[0,T ]])n is tight, and thus relatively compact in
P(DT ). For t ∈ [0, T ] and A > 0, we have

P(|Xµn

t | ≥ A) ≤
1

Aβ
E|Xµn

t |β

≤
R

Aβ
.

This yields for all t ∈ [0, T ]

lim
A→+∞

sup
n

P(|Xµn

t | ≥ A) = 0. (A.6)

Let (τn)n be a sequence of stopping times and (δn)n a sequence of real numbers converging to
0. We assume that τn ≤ T and 0 ≤ τn + δn ≤ T for any n ≥ 1. It remains to prove that for
any fixed ǫ > 0

P(|Xµn

τn+δn
−Xµn

τn
| ≥ ǫ) −→

n→+∞
0.

For A > 0 which will be chosen latter, we set

T n
A := inf

{
t ≤ T, |Xµn

t | ≥ A
}
.

Markov’s inequality yields

P(|Xµn

τn+δn
−Xµn

τn
| ≥ ǫ) ≤ P(T n

A ≤ T ) +
1

ǫβ
E(|Xµn

τn+δn
−Xµn

τn
|β1Tn

A
≥T ). (A.7)

Notice first that

P(T n
A ≤ T ) ≤ P(sup

t≤T

|Xµn

t |β ≥ Aβ)

≤
R

Aβ
. (A.8)

Then, by the triangle inequality, we have

E(|Xµn

τn+δn
−Xµn

τn |β1Tn
A
≥T ) ≤ E

(∣∣∣∣
∫ τn+δn

τn

bs(X
µn

s , µn
s ) ds

∣∣∣∣
β

1Tn
A
≥T

)

+ E

(∣∣∣∣
∫ τn+δn

τn

∫

B1

σs(X
µn

s−
, µn

s )z Ñ (ds, dz)

∣∣∣∣
β

1Tn
A
≥T

)

+ E



∣∣∣∣∣

∫ τn+δn

τn

∫

Bc
1

σs(X
µn

s−
, µn

s )zN (ds, dz)

∣∣∣∣∣

β

1Tn
A
≥T




=: I1 + I2 + I3

We now estimate I1, I2 and I3. Using the linear growth assumption on b, we have for a constant
C > 0 independent of n

I1 ≤ E

∣∣∣∣∣

∫ (τn+δn)∧Tn
A

τn∧Tn
A

C(1 + |Xµn

s |+Mβ(µ
n
s )) ds

∣∣∣∣∣

β

≤ C|δn|
β(1 +Aβ +Rβ).
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Thanks to BDG’s and Jensen’s inequalities, we obtain that

I2 ≤ E



∣∣∣∣∣

∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

B1

σs(X
µn

s−
, µn

s )z Ñ (ds, dz)

∣∣∣∣∣

β



≤ CE



∣∣∣∣∣

∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

B1

|σs(X
µn

s−
, µn

s )|
2|z|2 N (ds, dz)

∣∣∣∣∣

β
2




≤ C(1 +A2 +R2)
β
2

(
E

∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

B1

|z|2 dν(z) ds

) β
2

≤ C(1 +Aβ +Rβ)|δn|
β
2 .

Since β < 1, the subadditivity of the map | · |β yields

I3 ≤ E



∣∣∣∣∣

∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

Bc
1

σs(X
µn

s−
, µn

s )zN (ds, dz)

∣∣∣∣∣

β



≤ E

(∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

Bc
1

|σs(X
µn

s−
, µn

s )|
β |z|β N (ds, dz)

)

≤ C(1 +Aβ +Rβ)

(
E

∫ (τn+δn)∧Tn
A

τn∧Tn
A

∫

Bc
1

|z|β dν(z) ds

)

≤ C(1 +Aβ +Rβ)|δn|.

Using (A.7), (A.8), and the upper-bounds obtained previously for I1, I2 and I3, we deduce
that

P(|Xµn

τn+δn
−Xµn

τn | ≥ ǫ) ≤
R

Aβ
+

C

ǫβ
(1 +Aβ +Rβ)(|δn|+ |δn|

β + |δn|
β
2 ).

Since R is fixed, we can choose A large enough and then let n tend to +∞ to obtain that

(Xµn

τn+δn
− X

µn

τn )n converges in probability to 0. Thus, ([(Xµn

t )t∈[0,T ]])n is relatively compact

in P(DT ). The relative compactness in Pβ(DT ) follows from the fact that

sup
µ∈BR

E sup
t≤T

|Xµ
t |

β+δ < +∞.

Indeed, this is a consequence of [6, Proposition 2], since for all t ∈ [0, T ], µ ∈ BR and x ∈ R
d

|bt(x, µt)|+ |σt(x, µt)| ≤ C(1 + |x|+R),

and ∫

Bc
1

|z|β+δ dν(z) < +∞.

We have proved that φ(BR) is relatively compact in Pβ(DT ). Thus, Schauder’s fixed point
theorem yields the existence of a solution to (1.1). The moment estimation (A.1) directly
follows from [6, Proposition 2]. �
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