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5-MHz RF-diplexed laser absorption spectroscopy
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C. JELLOIAN1, AND R. MITCHELL SPEARRIN1
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*Corresponding author: minesi@ucla.edu

Compiled December 21, 2022

A multi-MHz laser absorption sensor at 777.2 nm (12,863 cm−1) is developed for simultaneous sensing of
(1) O(5S0) number density, (2) electron number density, and (3) translational temperature at conditions
relevant to high-speed entry conditions and molecular dissociation. This sensor leverages a bias tee
circuit with a DFB diode laser and an optimization of the laser current modulation waveform to enable
temporal resolution of sub-microsecond kinetic at electronvolt temperatures. In shock-heated O2, the
precision of the temperature measurement is tested at 5 MHz and is found to be within ± 5% from 6,000
to 12,000 K at pressures from 0.1 to 1 atm. The present sensor is also demonstrated in a CO:Ar mixture,
in parallel with a diagnostic for CO rovibrational temperature, providing an additional validation across
7500–9700 K during molecular dissociation. A demonstration of the electron number density measurement
near 11,000 K is performed and compared to a simplified model of ionization. Finally, as an illustration of
the utility of this high-speed diagnostic, the measurement of the heavy particle excitation rate of O(5S0)
is extended beyond the temperatures available in the literature and is found to be well represented by
k(3P→ 5S0) = 2.7× 10−14T0.5 exp(−1.428× 104/T) cm3· s−1 from 5,400 to 12,200 K.
© 2022 Optica Publishing Group

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION1

During atmospheric entry, low-pressure gases are shock-heated2

by high-velocity vehicles which can reach speeds of 5–10 km/s,3

for Mars and Venus entry, and up to 7–14 km/s, for Moon- or4

Mars-return entry [1, 2]. In these environments, the molecu-5

lar species reach electronvolt temperatures (1 eV = 11,605 K)6

leading to rapid dissociation and ionization. Atomic oxygen7

can be formed by the dissociation of O2, present in the terres-8

trial atmosphere, and CO2, present in the Venusian and Martian9

atmospheres. In the visible spectrum of air, the formation of10

electronically excited atoms lead to intense radiation that can11

account for a non-negligible contribution to the plasma radiating12

power at T > 8000 K [3–5]. In conditions relevant for lunar-return13

entry (7–9 km/s), the radiation in the 700–1020 nm range is dom-14

inated by atomic radiation and represents approximately 30% of15

the radiative flux during peak heating [6]. Therefore, it is crucial16

to understand the formation and depletion of these states during17

entry.18

The simulation of the electronic excitation of shock-heated19

gases can be conducted through multi-temperature models [1, 2]20

or using state-to-state models [7, 8]. In a multi-temperature21

model, the population distribution of the atomic oxygen elec-22

tronic states, shown in Fig. 1, can be calculated based on the23

electronic temperature. In a state-to-state simulation, electronic24

states can be modeled as pseudo species, at the cost of in-25

creasing the computation time. A collisional-radiative state-26

to-state model of the Fire II flight experiment (Earth entry above27

10 km/s) demonstrated that in selected points of the trajectory,28

the O electronic states lying above 5 eV departed from the Boltz-29

mann and the Saha equilibrium [8]. Thus, simulations more30

accurate than multi-temperature models must be performed to31

correctly describe the electronic excitation. For that purpose,32

accurate state-to-state rates of formation/depletion are needed.33

The formation and radiation of atomic oxygen is typically34

studied by optical emission spectroscopy (OES) [5] and reso-35

nance absorption spectroscopy [9]. The transition of atomic36

oxygen at 777.2 nm (777.4 nm in vacuum) was studied in an37

inductively coupled plasma torch at steady-state by laser ab-38

sorption spectroscopy (LAS) [10]. Several recent works in shock39

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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Fig. 1. Simplified distribution of O electronic energy levels
with J degeneracy omitted.

tubes have contributed to an increased understanding of excited40

oxygen kinetics. In the 5400–8000 K temperature range, Nations41

et al. [11] measured O(5S0
2) and O(3S0

1) number density using the42

transitions at 777.2 and 844.6 nm, see Fig. 1. These relatively low43

temperatures of electronic excitation required an off-axis optical44

cavity to amplify the absorption signal. These data lead to the45

determination of the O(5S0
2) and O(3S0

1) excitation rate by Ar46

collisions [12]. At higher temperatures, this work was pursued47

by Li et al. who extended one of these rates up to 10,000 K [13]48

and measured the shock-induced ionization via the Stark shift49

effect of oxygen transitions [14]. The electron number density,50

which can also be measured via emission techniques [15], is of51

primary importance because the electron collisions dominate52

the electronic excitation of atoms at high ionization rates. Based53

on laser absorption measurements, Li et al. [16] demonstrated54

that the population of electronically excited O evolves according55

to three phases: (i) excitation by heavy impact, (ii) depletion56

by cold electrons, and (iii) excitation by electron impact. The57

time resolution in [11, 13, 14] was 10–20 µs (rate of 50–100 kHz).58

Near 0.1 atm and 10,000 K, the duration of phase (i) is near59

10 µs, which is equal to the time resolution of the aforemen-60

tioned measurements. The experimental investigation of the61

population/depletion process of an O electronic state during62

this phase would be enhanced by employing faster measurement63

rates. Therefore, a faster sensor with sub-µs resolution is needed64

for examining excited oxygen kinetics at higher pressures and65

temperatures, reflective of higher speed entry.66

In previous works, our group has presented techniques to67

improve the scan depth, signal-to-noise ratio (SNR), and time res-68

olution of LAS measurements using customized opto-electronics69

and optimized modulation waveforms. In [17, 18], a bias tee cir-70

cuit was employed to diplex DC current generated from a laser71

controller with an RF modulation signal, effectively bypassing72

the current-controller bandwidth limitation (around 200 kHz).73

This DFB laser modulation scheme increased previous limits in74

scan depth or measurement speed by one order of magnitude,75

sufficient to capture multiple rovibrational transitions of CO and76

CO2 at several MHz [18–20]. Further scan-depth improvement77

was achieved more recently by scanning DFB lasers below the78

lasing threshold and employing a squared current waveform79

modulation [21]. This type of modulation, also demonstrated80

in [22], increased the temperature variations experienced by the81

laser chip within one scan period and multiplied the spectral82

scan depth by more than two compared to sine wave modulation.83

Moreover, most of the spectrum is scanned while the laser is at84

its maximum output power, which increases the measurement85

SNR.86

In the present work, such advanced laser modulation tech-87

niques are employed to spectrally-resolve the 5P3 ← 5S0
2 tran-88

sition of O at 777.2 nm at multi-MHz rates in order to resolve89

excited oxygen kinetics at electronvolt temperatures. The sensor90

simultaneously measures the O(5S0
2) number density, the trans-91

lational temperature, and the electron number density with a92

measurement integration time of tens of nanoseconds. In Sec-93

tion 2, the theoretical foundations of this work and the data94

processing methods are discussed. In Section 3, the experimen-95

tal setup is described. Finally, in Section 4, the performance of96

the sensor is validated. We demonstrate the relevance of this97

sensor by resolving the O(5S0
2) number density with at 5 MHz98

and determine the rate of O(5S0
2) formation by heavy collisions.99

2. METHODS100

A. Laser absorption spectroscopy principles101

The methods and principles of laser absorption spectroscopy102

are extensively discussed in [23]. The absorbance αi of a single103

line can be calculated using the incident and transmitted light104

intensities I0 and It, respectively:105

α(ν) = − ln
(

It

I0

)
ν

(1)

For a uniform gas, the Beer-Lambert law relates the spectrally-106

integrated absorbance area, A [cm−1], of a single spectral feature,107

i, to the species number density, n [cm−3], the optical pathlength,108

L [cm], and the linestrength, S(T) [cm−1/(molec·cm−2)], at the109

gas temperature, T [K]:110 ∫
ν

α(ν)dν = A = nLS(T) (2)

The linestrength of the 5P3 ← 5S0
2 transition can be calculated111

using Eq. 3 where hc/k = 1.44 cm·K, c = 3×10−10 cm/s, f12 =112

0.468 is the oscillator strength of the 5P3 ← 5S0
2 transition [24],113

and ν0 = 12, 863 cm−1 is the transition wavenumber.114

S(T) = (8.83× 10−13)
f12
c

(1− exp (−hcν0/kT)) (3)

B. Broadening and shift mechanisms115

In this work, the transition lineshape is assumed to be a Voigt, a116

convolution of the Gaussian and Lorentzian lineshapes arising117

due to different broadening mechanisms. These mechanisms118

were theoretically derived by Griem in several textbooks [25, 26]119

and later summarized [5, 23, 27].120

The Gaussian broadening and the corresponding full width at121

half maximum (FWHM), ∆νD [cm−1] in Eq. 4, originates solely122

from the Doppler broadening and is a function of the line center123
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Table 1. Stark parameters calculated for the 777 nm triplet of
atomic oxygen [App. IV, 25].

Te [K] w [nm] d [nm] α

5,000 2.28× 10−2 144× 10−3 0.16

10,000 3.15× 10−2 1.43× 10−3 0.12

20,000 4.47× 10−2 1.30× 10−3 0.10

40,000 6.03× 10−2 1.08× 10−3 0.08

frequency ν0 = 12,863 cm−1 and the molar mass of the particle124

MO = 16 g·mol−1.125

∆νD = ν0(7.16× 10−7)

√
T

MO
(4)

The Lorentzian FWHM is the sum of several broadening126

mechanisms. The natural line broadening originates from the127

finite lifetime in vacuum of the initial and final states of the128

transition. The natural FWHM, usually negligible, can be cal-129

culated using Eq. 5, where Aup, k and Adown, k are the Einstein130

A coefficients of all downwards transitions from the upper and131

lower state and c is the speed of light.132

∆νnat[cm−1] =
1

2πc

(
∑
k

Aup, k + ∑
k

Alow, k

)
(5)

Resonant broadening is due to the dipole interaction of the133

transition upper and lower levels to other like-atoms. Non-134

straightforward formulas for evaluating this broadening source135

are available [5, 25–27] and a simplified expression for the oxy-136

gen triplet at 777 nm was derived in [28], see Eq. 6.137

∆νres[nm] = β(T)
nO

2.7× 1019 cm−3 (6)

The combination of the coefficient β(10,000 K) = 9×10−6 nm,138

tabulated in [Table A4, 28], and the number density of atomic139

oxygen, nO, induce an extremely low self-broadening effect,140

which is therefore negligible in the present work.141

Van der Waals broadening, or non-resonant pressure broad-142

ening, can be calculated using Eq. 7, where P [atm] is the pres-143

sure, XB the mole fraction of the collision partner B, and γO←B144

[cm−1/atm] the broadening coefficient of species B on O.145

∆νvan der Waals[cm−1] = P ∑
B

XB2γO←B (7)

The γ coefficient is typically modeled by the power law of Eq. 8146

where γ(T0) [cm−1·atm−1] is the broadening coefficient at the147

reference temperature T0 and N is the temperature exponent.148

γO←B = γ(T0)

(
T0
T

)N
(8)

For T0 = 298 K, The measured coefficients of Eq. 8 for argon149

are N =0.6985 and 2γ(T0) = 0.4615 cm−1/atm [11], which is150

in line with the theory of Griem predicting N = 0.7 [25, 26]. In151

some cases of this work, the gas will be composed at up to 2%152

of atomic oxygen, O, and 1% of atomic carbon, C, whose van153

der Waals coefficients are not available experimentally. Accord-154

ing to the Griem theory, the van der Waals broadening scales155

with α0.4/µ0.3 where α is the perturber polarizability and µ the156

Table 2. FWHM in cm−1 of the atomic O transition at
12,863 cm−1 (777.2 nm) in a bath gas of argon where T [K]
is the gas temperature, P [atm] the pressure, ne [cm−3] the
electron number density, and ω [nm] the Stark coefficient. Ion
effects on Stark broadening are neglected in this table only.

∆νDoppler ∆νnat ∆νres ∆νvan der Waals ∆νStark

2.3× 10−3
√

T 1.9 < 0.001 24.7P/T0.6985 33ωne/1016

perturber-radiator reduced mass [26, 27]. The atoms polarizabil-157

ities are αAr = 11.08, αC = 11.3, αO = 5.3 in atomic units [29].158

The reduced masses are µAr = 11.4, µC = 6.8, and µO = 8 in159

g/mol. Therefore, the van der Waals coefficients of O and C are160

expected to be 0.8 and 1.1 times that of Ar, respectively. Given161

that O and C are only present as traces in these experiments162

(< 1%), their presence has a negligible influence on the van163

der Waals broadening and we will employ Eq. 8 with the argon164

coefficient determined experimentally by Nations et al. [11].165

The van der Waals shift is 1/3 of the van der Waals broad-166

ening [26]. Given that the pressure change is minimal in the re-167

flected region of the shock tube experiments, the van der Waals168

shift is assumed to be constant in the entire analysis of this169

paper [14].170

Finally, the Stark effect arises due to the interaction of the up-171

per and lower states of the transition with electrons and ions [25–172

27]. The Stark broadening, ∆νStark, and the Stark shift, δνStark,173

can be calculated following Eqs. 9 & 10 where ne [cm−3] is the174

electron number density and Te [K] is the electron temperature.175

∆λStark[nm] = 2 [1 + 1.75 fion(Te, ne)]ω
ne

1016 cm−3 (9)

176

δλStark[nm] = [d± 2 fion(Te, ne)ω]
ne

1016 cm−3 (10)

With the present case, the sign in Eq. 10 is a "+" [14, 26]. The177

quasi-static field generated by the ions is responsible for the178

factor fion.179

fion(Te, ne) = 10−4n0.25
e α

(
1− 0.068n

1
6
e T−0.5

e

)
(11)

The d, w, and α coefficients were initially tabulated in 1964 by180

Griem [26] but Griem corrected them in 1974 [App. IV, 25] by181

about 10% (reproduced in Table 2). The ion correction term, fion,182

is comparatively small and, in consequences, the Stark broaden-183

ing and shift are approximately linear with the electron number184

density and the ion correction term is small. At Te = 10, 000 K185

and ne = 1016 cm−3, conditions representative of the present186

work, the ion correction induces a +3% contribution to the broad-187

ening and a +6% to the shift. Nevertheless, we employed the full188

expression in this work. At the present wavelength, the conver-189

sion from "nm" to "cm−1" can be obtained by multiplying Eqs. 9190

& 10 by 16.55 cm−1/nm (using δν = −δλ/λ2 and ∆ν = ∆λ/λ2).191

A summary of the broadening formula is given in Table 2.192

In Fig. 2, the aformentioned broadening FWHM are calculated193

for the 777.2 nm transition in a 1% O2 at chemical equilibrium.194

The Doppler broadening is clearly dominant across the temper-195

atures and pressures studied in this work. The van der Waals196

broadening decreases with temperature due to the T−0.7 term197

in Eq. 7. Above 8000 K, a significant fraction of the neutral198

particles are ionized. Thus, the van der Waals broadening de-199

creases faster than T−0.7 and the relative importance of Stark200

broadening quickly increases.201
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C. Fitting procedure202

In the present work, the background intensity is determined203

from an average of the laser scans across 10s of microseconds204

ahead of the incident shock. The absorbance spectrum for205

each measurement scan is calculated according to Eq. 1. A206

Voigt profile, approximated using the polynomial expression of207

McLean [30], is fitted to the experimental spectrum by floating208

the area, the line center, and the Doppler width. For tempera-209

tures below 8000 K, the impact of Stark broadening is negligible.210

Therefore the Lorentzian width is assumed to be equal to the211

collisional broadening (see Eq. 7). For temperatures higher than212

8000 K, the Lorentzian width is floated to account for the Stark213

broadening contribution. A linear baseline is also fitted to the ex-214

perimental spectrum to account for the plasma emission during215

the experiment. When possible, the baseline is assumed to be a216

constant function to lower the measurement noise. An example217

of a fitted measurement is shown in Fig. 3.218

3. EXPERIMENTAL SETUP219

Shock tubes can generate high temperatures across a range of220

pressures with high certainty in gas composition and thermo-221

dynamic state. They are therefore well-suited for developing222

and validating optical diagnostics, among other applications. In223

this study, the UCLA high-enthalpy shock tube (HEST) [31, 32],224

presented in Fig. 4, is used to generate temperature and pressure225

conditions across 6000–12,000 K at 0.1–1 atm. Incident shock226

waves at speeds of 1.7–2.5 km/s are typically generated in gas227

mixtures of O2:Ar and CO:Ar by bursting a polycarbonate, alu-228

minium, and copper diaphragms. Helium is used as a driver229

gas. Before each shock, the driven section is turbo-vacuumed230

to less than 500 µTorr for at least two hours. The shock-wave231

time-of-arrival is measured by five piezoelectric sensors (Dy-232

nasen, CA-1135) located in the driven section. LAS measure-233

ments are conducted 2 cm from the shock-tube end wall through234

two 0.5-degree wedged sapphire windows. The reflected shock235

conditions are calculated using normal shock relations, assum-236

ing vibrational equilibrium conditions ahead of the reflected237

shock [33]. The region 2 chemistry has a negligible effect on238

region 5, due to the low concentration of O2 in Ar.239

A stainless-steel mixing tank is used to prepare the gas mix-240

tures manometrically. The tank is vacuumed down to less than241

20 mTorr before preparing the mixtures. The purity of CO, O2,242

and Ar gases is certified above or equal to 99.99% by Airgas.243

The combined pressure and pure gas uncertainties result in a244

relative mixture composition uncertainty below 0.2%. Thus, the245

uncertainty of the reference mixture is assumed to be negligible.246

The optical setup is schematically presented in Fig. 4. A dis-247

tributed feedback laser (DFB, Nanoplus) is regulated in mean248

current and temperature using a laser controller (Arroyo 6305).249

A fixed (DC) current is sent to the laser via the controller, while250

a high-frequency modulation (1 to 5 MHz) is added to this DC251

component via a bias-tee circuit [18]. In this work, we mod-252

ulate the laser with a trapezoidal waveform which presents a253

larger spectral scan-depth and SNR compared to sine or saw-254

tooth modulations [21]. As shown in Fig. 4, a ramp is applied255

on the increasing side of the trapezoidal-wave modulation. The256

slope of this ramp is an effective way to control the speed of the257

spectrum scan (or chirp rate). The present ramp is chosen to258

ensure that the temporal frequency content of the scanned spec-259

tral features is below the limiting bandwidth of the detection260

system (200 MHz) [21]. For experiments including CO sens-261

ing, this optical setup is supplemented with the optical setup262

of [34], including a quantum cascade laser (QCL, Alpes Lasers)263

regulated in temperature with a laser controller (Arroyo 6310-264

QCL). In a similar fashion to the O* sensor, a bias-tee and a265

trapezoidal waveform are also employed to modulate the QCL266

laser at 1 MHz.267

As observed in prior works [35–37], the fast chirping of DFB268

lasers increases the laser linewidth, ∆νchirp [cm−1], which can269

be calculated using Eq.12 where dν/dt [cm−1/µs] is the chirp270

rate, c = 3× 104 cm/µs the speed of light, and β < 1 [36].271

∆νchirp =

√
β

1
c

dν

dt
(12)

Assuming β = 1 and with a maximal scanning speed of272

1 cm−1/µs for CO and 8 cm−1/µs for O*, the artificial broaden-273

ing due to the chirping is at most ∆νchirp < 0.015 cm−1, which274

is negligible compared to physical broadening mechanisms de-275

scribed in Section 2.B.276
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Fig. 4. (Left) Opto-electronic setup mounted on the UCLA shock tube. The measurements are performed at cross-section A-A near
the end wall of the shock tube. (Right) Raw pressure and light-intensity measurements. In the inset, the time-resolved measure-
ments of O* and CO (in blue and red) are compared with the averaged background (in black). Offset in the raw voltages are added
for clarity.

Detection of the 777.2-nm optical signals is focused with a277

15-mm lens on a photodiode (Thorlabs, PDA102, 150 MHz band-278

width) whose output is sent to a Tektronix oscilloscope (MSO44279

model, bandwidth 200 MHz) sampling the data on a 12-bit scale280

at 3.125 GS/s or higher. The broadband shock-induced emis-281

sion is blocked by a narrow bandpass filter (Thorlabs). For282

CO, the detection is performed on a photovoltaic (PV) detector283

(Vigo, PVI-4TE-5-1x1, 10 Hz–205 MHz bandwidth) through an284

AR-coated calcium-fluoride lens (20-mm focal length) and a nar-285

row band-pass filter near 5 µm [34]. The raw data acquired on286

the oscilloscope are presented in Fig. 4 and synchronized with287

the pressure measurement performed by a high-speed pressure288

transducer (Kistler, 601B1). An inset of Fig. 4 gives a comparison289

between the average background laser intensity recorded before290

the incident shock arrival, I0, and the time-resolved transmitted291

laser intensity measured by the detector, It. The background, or292

baseline, laser intensity also incorporates all sources of voltage293

in the oscilloscope such as detector dark noise and the unfil-294

tered plasma emission. The methods for conversion of I0 and295

It into physical measurements were presented in the previous296

section. Validation and demonstration of sensor capabilities are297

presented in the following sections.298

4. SENSOR DEMONSTRATION299

A. Temperature measurement300

In this subsection, the temperature measurement performed via301

the Doppler broadening is compared to the ideal conditions302

generated by the shock tube. An example of the O(5S0) number303

density and temperature measured at 5 MHz in the reflected304

region is shown in Fig. 5. The reference temperature is calculated305

using Eq. 13, where Tshock is either the incident or reflected shock306

temperature (T2 or T5) and ∆T(O2)
diss is the temperature drop due307

to the oxygen dissociation.308

Tref = Tshock − ∆T(O2)
diss (13)

The level of O2 dissociation is calculated 10 µs after the shock309

using the rate of dissociation in Eq. 14 [38].310

kd(T)[cm3/(mol · s)] = 2.87× 1018T−1 exp(−58580/T) (14)

The level of dissociation is typically higher than 85% 10 µs after311

a reflected shock (and near 65% in two incident shock tests). A312

linear increase of the pressure is observed behind the reflected313

shock and induces an isentropic compression, which is included314

in the reference temperature calculation.315

For a set of conditions from 6,000 to 12,000 K, the measured316

temperature is compared to Tref in Fig. 6. For two shock con-317

ditions, the 777.2-nm transition is above the sensor detection318

limit (near ∼108 cm−3) in the incident shock region and is used319

for temperature validation. The reflected region of these two320

particular experiments is not used. The measured temperature321

is taken across 10 µs (50 samples at 5 MHz) right before the322

reflected shock. Outside these two particular measurements in323

the incident region, the measured temperature is averaged from324

10 to 20 µs after the reflected shock. This period corresponds to a325

low peak absorbance at 7000–9000 K because O(5S0) is still being326

formed, but coincides with the peak of O(5S0) number density at327

10,000–12,000 K, see Fig. 5. The reported y-uncertainty in Fig. 6 is328

the standard deviation of the temperature measurement across329

10 µs, and is close to the single-point measurement uncertainty.330

The x-uncertainty on the reference temperature is estimated331

from the predicted post-shock temperature uncertainty, mainly332

driven by the shock speed uncertainty, see [App B, 34]333
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Tref

Max. slope of 𝑛O(5S0)

Fig. 5. O2:Ar = 1:99 shock-heated at T5 = 12,199 K and
p5 = 0.23 atm. Top: Rate determination using the fitted rate
production of O(5S0). The slope of the O(5S0) number density
increase, in red, is for illustration only. Bottom: Measured tem-
perature compared to T5 accounting for a slight pressure rise.

B. Electron number density measurement334

As described in Section 2.B, the presence of electrons induce335

a broadening and a shift of the oxygen line. Thus, the elec-336

tron number density could theoretically be measured using the337

FWHM of the transition. However, as shown in Fig. 2, the338

Stark broadening will be convoluted with the van der Waals and339

Doppler broadenings. The contribution of the Stark effect will be340

difficult to evaluate given that Doppler broadening will be dom-341

inant up to 11,000 K. On the other hand, line shifting arises only342

due to the van der Waals and the Stark effects. In a shock tube343

environment, the pressure is abruptly increased by the incident344

and reflected shocks but remains stable otherwise. In this study,345

the steepest pressure increase reported in the reflected region346

is 0.07 atm per 100 µs. This pressure increase leads to a shift of347

less than 10−4 cm−1 per 100 µs, which would corresponds to an348

increase of the electron number density of 4× 1013 cm−3 if it was349

interpreted as a Stark shift. This value is rather low compared350

to the measurement noise, around 3× 1014 cm−3. The van der351

Waals shift is therefore assumed constant and the variations of352

the line position is solely due to the increase or decrease of the353

ionization fraction.354

The increase of the electron number density, ne, is shown in355

Fig. 7 after a reflected shock. The electron number density is356

assumed to start at zero right after the reflected shock. A nearly357

linear increase of ne at a rate close to 1015 cm−3 per 100 µs is358

observed. The 5-MHz sampling being higher than the typical359

timescale of increase, we average the electron number density to360

an apparent 1-MHz sampling. This procedure increases the SNR361

of the measurement, while remaining as fast as the measurement362

performed by Cruden [15] who used emission spectroscopy at363

ionization rates ∼10 times higher.364

The measurements of Fig. 7 are compared to a simplified365

model inspired by [16]. In our kinetic simulations, the produc-366

tion and depletion of the electrons is due heavy and electron367

impact collisions:368

Ar + Ar Ar + e– + Ar+ (R1)
369

e– + Ar e– + e– + Ar+ (R2)
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Fig. 6. Measured temperature compared to shock-heated tem-
perature. The temperature drop due to the O2 dissociation is
included in the reference temperature.

Using the forward and reverse rates optimized in [16] and as-370

suming a constant (free) electron temperature, Te = 9200 K, we371

find reasonable agreement with our measurements. At first,372

electron production is dominated by (R1). Then, the change373

of slope in the simulated ne is due to the start of the electron374

impact ionization, (R2). It should be emphasized that this model375

is only employed to compare order of magnitudes and give a376

reference to our measurement. A more rigorous model, such377

as [16], should include other minor channels of ionization and378

the electron energy equation to account for the evolution of Te.379

Model results from a 200-K change in Te are also shown in Fig. 7.380

C. Dynamic comparison with CO laser absorption spec-381

troscopy382

In this subsection, the measurements performed with the 777.2-383

nm transitions are compared to those performed with high-384

temperature LAS CO sensor developed recently [34]. Thus, for385

this section only, we report measurements in CO:Ar mixtures,386

whereas all the results displayed in other sections were obtained387

in O2:Ar mixtures.388

This paragraph quickly summarizes the details behind the fit-389

ting of CO transitions, which are fully developed in our previous390

work [34]. Four CO transitions – R(8,24), R(10,115), P(4,7), and391

P(1,25) – are scanned at 1 MHz across 2010.6–2011.6 cm−1. The392

CO linestrengths and CO partition function are calculated using393

the HITEMP 2019 database [39, 40]. Using the areas of these394

lines, a Boltzmann population fit is performed and provides395

CO number density and temperature. The fitting procedure is396

performed assuming equilibrium of the rotational and vibra-397

tional temperatures, which is typically the case in the conditions398

explored here. From 7000 to 9000 K, the uncertainties are cal-399

culated according to the methods in [34]. The 1-MHz sampling400

being extremely fast compared to the timescale of temperature401

and CO mole fraction evolution, the measurements were time402

averaged to 100 kHz. This procedure improved the experimen-403

tal spectrum signal-to-noise ratio, which in turns reduced the404

uncertainty. Thus, the uncertainty is typically within 3–5% for405

number density and 1–3% for temperature.406

The temperatures measured via both techniques are dis-407
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Simplified model:

Te = 9200 ± 200 K

T5 = 10,909 K – p5 = 0.43 atm

Measurement

Fig. 7. Measured electron number density based on Stark shift
of the 777.2-nm transition at T5 = 10,909 K and p5 = 0.43 atm.
These measurements are compared to a simplified model de-
scribed in Section 4.B

played in Fig. 8. The low number density of O(5S0) induces408

a slight scatter in the translational temperature measurement, as409

anticipated by the error bar. The rovibrational temperature mea-410

sured with the CO sensor shows smaller error bars due to the411

100 kHz resampling. The agreement between the rovibrational412

and translational temperature is excellent. After 100 µs, the413

measurements reach the equilibrium temperature calculated at414

fixed enthalpy and accounting for the slight pressure rise behind415

the reflected shock. The O(5S0) number density, notated nO∗ ,416

reaches a maximum at t = 50 µs and then slowly decays. This de-417

cay can be due to the decrease of temperature, from T5 = 9755 K418

to ∼7500 K or the multistage behavior described in the next419

section.420

D. O∗ kinetic rate determination421

In [13], a three-phase behavior is reported in the O(5S0) popula-422

tion time history. First, O2 is assumed to be thermally dissoci-423

ated into the atomic O ground state, O(3P). O(5S0) is primarily424

formed by heavy particle impact of Ar on O(3P):425

Ar + O(3P) Ar + O(5S0) (R3)

This phase, where the O(5S0) number density increases, takes426

1–10 µs, see Fig. 5. Then, as the ionization fraction increases, a427

de-excitation process occur, where electrons at a relatively low428

temperature sink the electronic energy of O. The reaction (R4,r)429

is arbitrarily defined as the reverse direction.430

e– + O(5S0) e– + O(3P) (R4,r)

This second phase, where the O(5S0) number density decreases,431

takes 10–100 µs, see Fig. 5. Once the electron temperature is high432

enough, the forward direction of the reaction starts to dominate433

and the O(5S0) population increases again.434

e– + O(3P) e– + O(5S0) (R4,f)

This third and last phase is not visible in Fig. 5.435
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Fig. 8. Mixture of CO:Ar = 6:94 shock-heated at T5 = 9755 K
and p5 = 0.34 atm. Comparison of the temperature measured
using O*, in red, and the CO lines, in blue. The chemical equi-
librium temperature is calculated accounting for the CO disso-
ciation and the slight pressure increase in the reflected region.

Past experimental and numerical work [11–14, 16] examined436

this multistage behavior based on measurements at 10s of kHz.437

In this subsection, we emphasize how the sub-µs capabilities of438

this present sensor complement these previous works, especially439

in the study of (R3). As demonstrated in Fig. 5 and 8, the mea-440

surements at 5 MHz completely resolve the increasing phase441

of the O(5S0) number density. The O(5S0) population, notated442

nO∗ , can be calculated using Eq. 15 accounting for (R3), (R4,r),443

and (R4,f), where nM is the number density of species M in its444

ground state and ki is the reaction rate of (R3), (R4,r), and (R4,f).445

dnO∗

dt
= k1(T)nArnO + k2, f (Te)nenO − k2,r(Te)nenO∗ (15)

In Eq. 15, the reaction rate k1(T) involving two heavy colliders446

is a function of the translational temperature, T, whereas the447

reaction rates k2, f (Te) and k2,r(Te) involving one electron are a448

functions of the electron temperature, Te. For a shock-heated449

mixture at T ∼ 10,000 K and p ∼ 1 atm, the electron number450

density and temperature start very low. Thus, the ratio of the451

first and second terms is k1nAr/k2, f ne ∼ 10 and the ratio of452

the first and third terms is k1nArnO/k2,rnArnO∗ ∼ 10. For these453

estimations, we use the electron number density measurement454

in Section 4.B, ne ∼ 1015 cm−3. The O excitation by Ar impact455

is k1 ∼ 10−18 cm3/s at 10,000 K and the electron impact rate is456

evaluated at 8000 K, k2, f ∼ 10−15 cm3/s, because the electron457

temperature typically takes several ms to equilibrate to the trans-458

lational temperature [13]. Similarly, the reverse reaction rate is459

estimated at 8000 K and gives k2,r ∼ 10−8 cm3/s [13]. A more460

detailed sensitivity analysis was performed at similar conditions461

by Li et al. [13] who obtained the same conclusions at the early462

test times. As a result, the rate of (R3) can be measured using:463

k1(T) ≈
dnO∗

dt
1

nArnO
(16)

The derivative in Eq. 16 is calculated by fitting the nO∗ time464

history with a polynomial. The maximum of this polynomial465

derivative, shown in Fig. 5, corresponds to the inflection point466
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Fig. 9. Rate of O(5S0) excitation by heavy collisions measured
in the literature, in black, and the present work, in red.

of the O(5S0) population and corresponds to the instant when467

(R3) begins to compete with other reactions. The ground state468

population of atomic O is calculated using the rate in Eq. 14. Our469

measurements are shown in Fig. 9, where the temperature of470

each measurement is calculated accounting for the slight cooling471

due to O2 dissociation at the nO∗ derivative peak, see Eq. 13.472

Our kinetic rate measurements were performed over a tem-473

perature range of 8,000–12,200 K and compared to the rates474

reported across several studies [12, 13, 16]. Notably, our dataset475

uniquely examines the near-electronvolt temperature domain476

due to the ability to resolve micro-second formation timescales.477

At lower temperature, Nations et al. [12] and Li et al. (2020) [13]478

adjusted the rate of (R3) by combining time resolved experi-479

ments at 10s of kHz with state-to-state simulations. The agree-480

ment in value and trend between the previous and present re-481

sults (black and red data points, respectively) in the overlapping482

temperature range suggests consistency in our techniques to483

measure k1(T). In [12, 13, 16], several rates were determined484

following an Arrhenius form, k(T) = ATb exp(−Ei/T), where485

A [cm3/s] is the pre-exponential factor, b the temperature expo-486

nent, and Ei [K] the activation energy. All the formation rates487

are consistent with the corresponding datasets, but the trend488

over the entire temperature domain exhibits a lack of agreement489

with any one rate expression. This is explained by the func-490

tional form of the rate employed for the fitting in previous study,491

guided by Drawin’s formula, where Ei,Drawin = 1.061× 105 K492

is the energy difference between the two levels of interest and493

bDrawin = 0.5 [41]. This formulation is correct if the activation494

energy of (R3) is actually equal to the energy level difference495

and if the cross-section of Ar–O collision has the functional form496

proposed in [41], which is an ideal case. In Fig. 9, a new Arrhe-497

nius fit is performed using the aggregate datasets of Nations et498

al. [12], Li et al. [13], and this work across 5,400–12,200 K. Using499

a least squares regression method, the pre-exponential factor500

and the activation energy were adjusted, which provided the501

following rate:502

k1(T) = 2.7× 10−14T0.5 exp(−1.428× 104/T) (17)

The fitted activation energy is 34% higher than the energy sep-503

aration between the electronic levels, rendering superior con-504

sistency across all temperatures. This adjustment in activation505

energy may be viewed as an empirical solution, given that, in506

other works, the reaction rate of heavy-particle impact can be507

modeled using other formulations than the Arrhenius law de-508

rived from the ideal Drawin’s model [42, 43]. Additionally, we509

note that the activation energy is not strictly constrained to the510

separation of electronic levels.511

5. UNCERTAINTY512

In this section, we assess the uncertainties associated with the513

measurement of translational temperature, excited oxygen num-514

ber density, and electron number density,515

A. Temperature and number density516

The analysis in this subsection follows the work presented in517

[18, 34] based on Taylor series expansions [44]. In this work,518

the translational temperature is determined from the Doppler519

broadening, Eq. 4. Thus, the temperature uncertainty is twice520

that of the Doppler broadening measurement:521

δνT
νT

= 2
δνD
νD

(18)

It can be shown that the relative broadening uncertainty scales522

with the relative area uncertainty [45]. In the present work, the523

broadening is dominated by a Gaussian (Doppler) component524

and this principle can be written:525

δνD
νD
≈ δA

A
=

1
SNR

exp(αpk
i )

α
pk
i

(19)

The area uncertainty was demonstrated to be a function the526

measurement SNR and the peak absorbance, αpk, which gives527

the right-hand side expression in Eq. 19 [34].528

The number density uncertainty can be obtained after differ-529

entiating Eq. 2.530

dn
n

=
dS
S

+
dA
A

(20)

The term dS/S is calculated by differentiating Eq. 3 which is531

related to the oscillator strength uncertainty, δ f12, and the deriva-532

tive of S(T), ∂S/∂T. Assuming the variables are independent of533

one another and that the errors in the measured variables are534

independent of one another [44], we obtain:535

δn
n

=

√√√√√( δ f12
f12

)2

bias
+

(
∂S
∂T

δT
)2

+

(
1

SNR
exp(αpk

i )

α
pk
i

)2

(21)

We used δ f12/ f12 = 3% [24] which is a bias error when to the536

other terms of Eq. 21 are random errors. Note that only the537

random errors are reported on the figures.538

B. Electron number density539

To our knowledge, the Stark shift coefficient of the oxygen triplet540

at 777 nm calculated by Griem [25] have not been validated in541

controlled experiments [46, 47]. An experimental study con-542

firmed that the Stark width of the present oxygen transition543

led to similar results to the well-known Stark broadening of544

Hα and Hβ [48]. In general, the measured Stark coefficients of545

other oxygen lines are within a factor 0.61–1.29 times the cal-546

culated ones for the widths, and within a factor 0.48–1.17 for547

the shifts [46, 47]. For instance, the Stark parameters of several548
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atomic O lines were measured by Miller et al. [49] and found549

to be within 8–25% for the width and 15–40% for the shift com-550

pared to those calculated in 1964 by Griem [26]. As stated later551

by Griem in 1974 [pp. 196, 25], the "average deviation" between552

his calculation and experimental references is within 10–15%,553

but one should not rule out individual discrepancies as much554

as a factor 2. In a recent study [50], the Stark coefficients of the555

oxygen transition at 777 nm were calculated and compared to556

the results of Griem [25]. The width coefficients calculated in557

both references agree within 10%. However, the shift coefficient558

of [50] was found to be several times smaller than that calculated559

by Griem. Until further experimental validation or precise calcu-560

lations, we estimate that the electron number density measured561

through this technique could suffer a bias within a factor of 0.5–562

2. Compared to these values, the bias induced by a potential563

under/overestimation of van der Waals shift is minimal.564

6. CONCLUSIONS565

In this work, a high-speed laser absorption sensor was devel-566

oped to spectrally resolve the excited oxygen line at 777.2 nm567

(12,863 cm−1) at up to 5-MHz measurement rates to examine568

non-equilibrium kinetics relevant to planetary entry at tempera-569

tures in excess of 1 electronvolt. A trapezoidal current mod-570

ulation waveform was fed to the laser via a bias-tee circuit571

which allowed a measurement rate of 5 MHz with an integration572

time of approximately 40 nanoseconds. This represents a new573

limit in measurement rate for atomic oxygen. We demonstrate574

that multiple properties can be retrieved from this single laser575

measurement, with variable performance. (1) The translation576

temperature measurement, derived from the Doppler broaden-577

ing, is shown to match the ideal shock conditions within ±5%.578

An additional demonstration of the dynamic response of this579

sensor is performed during CO dissociation, using CO rovibra-580

tional temperature as a reference, with excellent agreement. (2)581

The electron number density of the plasma, measured from the582

Stark shift, is found to be close to a simplified model of ion-583

ization. (3) The O(5S0) number density, obtained from the line584

area, follows the phases of formation/depletion described in585

the literature [13]. At 5 MHz, this sensor could reveal the fast586

population phase spanning a few µs after the mixture was shock587

heated. This speed allowed direct measurement of the rate of588

O(5S0) formation by heavy impact (by argon) up to 12,000 K.589

Based on our measurement and the literature data, an Arrhe-590

nius rate is proposed across 5400–12,200 K. Using a single laser,591

these three measurements at 5 MHz could shed a new light on592

high-temperature chemistry and radiation at high-speed entry593

conditions.594
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