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Abstract

This paper presents a new framework for stability assessment of discrete-time piecewise affine systems. An implicit represen-
tation for piecewise functions based on ramp nonlinearities is proposed. Instead of the usual sector inequalities adopted in the
study of Lurie systems, we directly exploit properties of the ramp function, which are given by a particular set of identities and
inequalities. These properties are then used to derive stability conditions associated to piecewise quadratic Lyapunov func-
tions. These functions are implicitly defined from quadratic forms involving ramp functions. These conditions can be cast as
LMIs and their numerical solution is illustrated by examples highlighting the advantages of the proposed method over existing

stability analysis methods for PWA systems.

Key words: piecewise affine systems, discrete-time systems, stability, piecewise quadratic Lyapunov functions

1 Introduction

Models for Piecewise Affine (PWA) systems have been
proposed to study engineered systems such as nonlinear
circuits [15, 17], where simple piecewise affine nonlinear-
ities may lead to complex behavior, or in the context of
hybrid systems [8]. Moreover, systems presenting some
static nonlinearities, such as saturation or deadzone, can
also be studied in this framework since these functions
are indeed piecewise affine [9, 18]. The practical interest
on PWA continuous functions in discrete-time systems
also appears in the context of Receding Horizon Optimal
Control (ROHC) [2], in which multi-parametric linear or
quadratic programs can be solved offline to obtain PWA
control laws associated to a specific partition of the state
space, termed explicit Model Predictive Control.

Studies on this class of systems trace back to [21], where
the following explicit representation was introduced for
a PWA function f: R" = R", f = f;, Vo € I'; CR",

f](x) = ij + bj, (1)
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j =1,...,n, with disjoint sets I'; defining a partition
of R™ i.e. U?:S]Tj =R".

The stability analysis of PWA continuous-time systems
using the explicit representation (1) has been studied
with continuous piecewise quadratic Lyapunov functions
(LF) [14, 13, 12]. In [14], the sets T'; are described by the
intersections of half spaces. In [13] the particular case of
conewise linear systems is addressed. In [12], a represen-
tation of the polyhedral regions of the state space parti-
tion by vertices and cone rays is considered. In this case,
to guarantee the positivity of the Lyapunov function and
the negativity of its derivative along the trajectories of
the system, sufficient conditions based on the cone rays
and the vertices that represent each region have to be
tested.

On the other hand, the stability analysis of discrete-
time PWA systems has been studied for instance in
[7, 8, 10, 20]. Similar to [14], polyhedral partitions de-
scribed by the intersections of half spaces are consid-
ered in these works. Differently from the continuous-time
case, discontinuous piecewise quadratic Lyapunov func-
tions can be studied for discrete-time systems. However,
a drawback of the results using a different quadratic
function for each set I'; in the partition appears when

18 January 2023



assessing the decrease of the LF during a transition. In-
deed, one needs to enumerate all possible transitions be-
tween sets in the partition and evaluate the associated
decrease of the LF.

The goal of this paper is to investigate stability condi-
tions for discrete-time PWA systems. With this aim we
introduce an implicit representation of PWA functions.
The proposed representation allows to avoid some short-
comings of the explicit representation (1). In particu-
lar, by adopting the proposed representation we show
that it is possible to parametrize continuous piecewise
quadratic Lyapunov functions by considering general-
ized quadratic forms involving ramp functions. The sta-
bility of PWA systems can thus be assessed by evaluat-
ing Lyapunov stability conditions through linear matrix
inequalities (LMI) tests, and does not require the enu-
meration of transitions between the sets of the partition.

This paper is organized as follows: Section 2 presents the
proposed implicit representation of PWA systems, based
on vector-valued ramp functions, which is the basis of the
stability analysis framework. Properties of vector-valued
ramp functions and conditions to certify the positivity of
generalized quadratic forms involving such functions are
introduced in Section 3. In Section 4 we apply the pos-
itivity verification to formulate conditions for assessing
the stability of discrete-time PWA systems using PWQ
Lyapunov functions. Finally we illustrate the obtained
results with numerical examples in Section 5 and present
concluding remarks and perspectives in Section 6.

Notation For a vector v € R™, v; denotes its ith en-
try, for a matrix M € R™ ™, M, ; denotes its (i,7)
entry. Define D" = {M eR™"™|M,;; =0,i+# j},
Prm = (M eR™™ | M, >0,Vi,j}, and S* =
{MeR™™ | M=MT} For M € R™" we define
He(M) := M + M. The set of non-negative real num-
bers is denoted R>g. The absolute value of a scalar is
denoted |- | and for M € R™*™ ||M || denotes the largest
singular value of matrix M. We use 0 (boldface) to de-
note a matrix of zeros of suitable dimensions. For a vec-
tor z € R%, diag(z) corresponds to the diagonal matrix
of dimension d x d with its diagonal given by vector z.

2 Problem Statement

In this paper we study the stability of piecewise affine
discrete-time dynamical systems given by

ot = f(2), (2)

where z is the state, f(x) is a continuous piecewise affine
vector function, and z+ denotes the next time-step value
for the discrete-time system. With this aim, we introduce
now an implict representation for a generic piecewise

affine vector function f : R™ — R"f as follows:

f(x) = Fiz + Fa¢(y(x)) (3a)
y(z) = Fsz + Fag(y(z)) + f5 (3b)

where x € R", y € R", F; € R"™™ F, € R"*"y,
F3 € Rw*" Fy € R"w*™_ fy € R™ and the vector
function ¢ : R™ — R™v is defined elementwise by the
ramp function as

0 if y; <0

i=1,....n, (4
yi if y; >0 Y

bi(y) = r(y;) :== {

as depicted in Figure 1.

7(Yi)

Yi

Fig. 1. Ramp function r(y;).

Using (3)-(4) as a model for continuous PWA functions
avoids the explicit definition of partitions and the corre-
sponding affine functions, as in the standard represen-
tation (1). In fact, with (3)-(4), it is the vector func-
tion ¢(y(z)) and the regions where its arguments are not
negative that define the PWA partition of R™. For this
reason, we refer to (3)-(4) as an implicit representation
of PWA functions. Examples of this representation and
its relation with the explicit representation (1) are given
in Section 5.

Note that in this implicit representation (3b) is, in gen-
eral, an implicit equation (see Appendix A for a discus-
sion on the well-posedeness and solution of this equa-
tion). However, for particular structures of matrix Fy,
explicit solutions to (3b) can be obtained. Henceforth
we assume that (3b) is well posed, i.e. for each z € R"
there exists a unique solution y(x) for the equation. We
should also observe that f(x) is continuous thanks to the
continuity of ¢.

The main feature of (3) that will be exploited in the for-
mulation of stability conditions for PWA discrete-time
systems is the characterization of the vector-valued ramp
function ¢ in terms of identities and inequalities, pre-
sented below in Section 3. With these relations we fol-
low a similar path to the one adopted to study stability
of systems with sector bounded nonlinearities using sec-
tor inequalities. These properties will be key to obtain
numerically tractable conditions for the verification of
Lyapunov inequalities.



Differently from approaches based on the explict rep-
resentation (1) (e.g. [7, 8]), the proposed implicit rep-
resentation also simplifies the stability analysis since
the partition and possible transitions between sets do
not have to be explicitly accounted for in the piecewise
quadratic Lyapunov inequalities. Another important as-
pect is that handling uncertainties in the partition in-
duced by (3) can be simpler than with an explicit repre-
sentation since these uncertainties can be cast as uncer-
tainties on the matrices F3, Fy and f5. These uncertain-
ties can be described by matrix sets such as polytopic or
norm-bounded ones [3].

3 Conditions for Positivity of Generalized Quadratic
Forms Involving Vector-Valued Ramp Functions

Note that ¢ is a sector bounded nonlinearity as ¢;(y) =
r(y;) belongs to the sector [0,1], Vi =1,...,n,. Several
results to verify the positivity of generalized quadratic
forms involving sector nonlinearities rely on sector in-
equalities that hold either globally or locally [22, 11].
These standard sector inequalities cover a broad class of
nonlinearities lying in the considered sector. Hence, sta-
bility conditions based on these inequalities are conser-
vative if we are interested in the study of a specific non-
linearity. In the following, we provide a set of relations
that are verified only for the vector-valued ramp func-
tion ¢. These relations are based on an exact characteri-
zation of the ramp function (4), by using some identities
and inequalities.

Lemma 1 For any matriz T € D" the function ¢ in (4)
satisfies the identity

si(T,y) = ¢ (y)To(—y) =0, vy e R™.  (5)

Proof. Since for § < 0 we have r(8) = 0, and for § > 0
we have that r(—6) = 0, the relation

r()r(—0) = 0. (6)

holds for all # € R. Since the elements of ¢ are defined
as ramp functions we have

s1(T,y) = Z Tiir (ya)r (=)
i=1

which, using (6) and (4), gives (5). ]

Lemma 2 For any vector ( € R™ and matrix R €
R™*™v the function ¢ in (4) satisfies the identity

52(R,Cy) ==C Ry — (o(y) — ¢(—y))) =0, (7)

Vy € R™.

Proof.

Let us first note that the ramp function r satisfies the
identity

60— (r(0) —r(—0)) =0. (8)

Indeed, if 8 < 0, we have r(f) = 0 and r(—0) = —6.
Thus, for 8 < 0,0 —r(0)+r(—0) =0-0—-0=0.If > 0
we have r(0) = 6 and r(—0) = 0, thus, for 6 > 0, 0 —
r(0)+7r(—0) = —6+0 = 0. Since the elements of vector
y— (¢(y) — ¢(—y) are given by y; — (r(y;) — r(—vi))) we
have that (7) follows from (8). ]

Lemma 3 For any matriz M € P(+20)x(1421) the yec-
tor function ¢ in (4) satisfies the inequality

T
1 1

oly) | M| o(y) | 20. (9)
(—y) #(—y)

s3(M,y) :=

Vy c R"v,
Proof. As the ramp function satisfies
r(d) >0, V9eR (10)

from (4) one has that ¢;(y) = 7(y;) > 0 and ¢;(—y) =
r(—y;) > 0, Vi = 1,...n,. Thus, if all entries of M are
nonnegative, it follows that ss(M,y) is a nonnegative
scalar. |

We now use the above lemmas to set conditions to verify
the positivity of generalized quadratic forms of the type

h(z)=x(x)" Hx(x). (11)

T

with x(2) = [1 27 67 (y(x)) 67 (~y(x))| and ¢ de-

fined as in (4).

Proposition 1 Given a generalized quadratic form
h as in (11), if there ewist matrices T € D",
R e RUAn+2ny)xny -\ ¢ PO+20y)x(1420y) gy, ch that

h(@) + s1(T,y(@)) + s2(R, x, y(x)) — s3(M, y(x)) 2(1%)
then
h(z) >0 VzeR"™ (13)

Proof. From Lemmas 1 and 2, which hold for all y(z),
if (12) is satisfied it follows that

h(x) > s3(M,y(z)), Vo € R".

With Lemma 3 we conclude that h(z) > 0,V € R". B



Remark 1 Setting conditions to verify the non-
negativity of a generalized quadratic form as (11) by
solving the inequality (12) makes possible the solution
to the Lyapunov inequalities related to the stability
of PWA systems. These inequalities are studied in the
next section.

Since we consider an expression h with terms ¢(y) and
¢(—y) the use of the relations in Lemmas 1, 2 and 3
is important to restrict the validity of the test for the
non-negativity of A in Proposition 1 only to functions ¢
of which the components are ramp functions. Thus, by
using Lemmas 1, 2 and 3, we restrict the elements of ¢ in
the generalized quadratic forms treated in Proposition 1
to ramp functions and not a broad set of functions.

J

Remark 2 It is possible to use the Karush-Kuhn-Tucker
(KKT) optimality conditions to implicitly characterize
nonlinearities in terms of identities and inequalities.
Such an idea was detailed in [19] for the saturation
nonlinearity. We illustrate this approach for the ramp
function, which can be expressed as the solution to the
optimization problem parameterized in 6 as follows

1
minimize 5(7“ —#)? subject to r > 0. (14)

With the Lagrangian associated to the optimization
problem, £(r,A) = 1(r — 6)? — Ar, we obtain the KKT
conditions

(r—=0)—A=0; \r=0;r>0; A\>0

which are necessary for optimality. Note that these re-
lations offer a characterization in terms of linear and
quadratic identities and inequalities in three variables
(0,7,)). To obtain a description in the variables (6, )
one can use A = (r — 6) above to obtain

(r—=0r=0 (16a)
r>0 (16b)
(r—26)>0. (16¢)

These relations can also be obtained using (6), (8)
and (10). Indeed, note that (16a) corresponds to (6),
since, from (8), r(d) — 6 = r(—0). Also, (16b) corre-
sponds to (10), and again, using 7(0) — 6 = r(—0) we
have that (10), gives (16c). N

4 Stability Analysis of PWA Systems with PWQ Lya-
punov Functions

In this section we apply the results for the verification of
non-negativity of generalized quadratic forms presented
in the previous section to study the stability of the origin

of a discrete-time systems (2) with f(z) defined by the
implicit representation (3), with ny = n.

We assume that ¢(y(0)) = 0 and thus the origin is
an equilibrium point, since f(0) = 0 in this case. If
#(y(0)) = 0, we have that (3b) leads to y(0) = f5. Since
#(y(0)) = 0 implies y;(0) < 0, we have that f5; < 0,
1=1,...ny4.

The stability of the origin of system (2) is studied with
a continuous piecewise quadratic Lyapunov function,
given by a generalized quadratic form on z and the
function ¢(y(z)). Hence, differently from previous ap-
proaches, the definition of an explicit quadratic form on
x for each set of the partition is not required. More pre-
cisely, we consider Lyapunov candidate functions V' :
R™ — Rxg, V(0) = 0 given by

P (17)

¢(y<m)>] '

with P = | 7} 12|, Py € ", P, € R™"™ and Py € S™.
2 3

We obtain below a quadratic upper bound for V(z)
which will be used in the proof of exponential stability of
the origin of (2). To this end, we first compute an upper

bound for ||(b||2 With 5 :=y — f5, (3b) gives
Y= Fsz + F(y + [5). (18)

Since for f(0) = 0 we have f5; < 0and 0 < r(y; + f5) <
r(y;), for i =1,...,n,, we thus obtain ¢(y + f5) = Ay
with A € D = {A € D™|A,; € [0,1]}. From the well-
posedness assumption (see Appendix A), we have that
(I — F4A) is invertible for all A € D, thus using (18) we
obtain

7= (I —FA) 'Faz
and ¢(y) = (7 + f5) = AY = A(I — F1A) ™' Fzw, yield-

ing
lo(y(2)|| <ozl

with ¢ = maxaep ||A(IfF4A)*1F3||. Hence, from

(17), it follows that
2 2

Vi) <[Pl |=]” + 2| Pl (|2 18]l + 175]] |l
(1PL]| + 20 [P + o2 || Psll) [l=]|* = €2 [|]|” -
(19)

<
<

The theorem below presents conditions for the global
exponential stability of the origin of (2) using (17) as a
Lyapunov function candidate.

Theorem 1 If there exist matrices P € S"t™) T ¢
D™, R € R(1+n+2ny)><ny7 M e PA+2ny)x(1+2ny) gmd a



positive scalar €1 such that

(V(ib) - Elx—rx) + sl(Tv y) + SQ(Ra X5 y)
—s3(M,y) >0 (20)

and matrices T € D>, R € RMWnHmx2ny A ¢
PU+aAny)x(+4n0) and o scalarn € (0,1) such that

-
with = [yTy*7 | and X = [127 6(5)" o(~5)" |
then the origin of (2) is globally exponentially stable.

Proof. From Proposition 1 and (19), if (20) and (21)
hold it respectively follows that

eflz]* < V(2) < ex2]? (22a)
V(") < (1-nV(a). (22b)

Thus, (22) allows to conclude that ||z (k)| < ce®||z(0)]|
with ¢ = (E—f)%, d =In(v/1—n), ¥x(0) € R™. Moreover,
(22a) implies that V(z) is radially unbounded. |

The generalized quadratic form involving the the state
and a nonlinearity as in (17) has been studied in the
context of stability analysis of continuous-time linear
complementarity systems [16]. Here, the generic formu-
lation presented in [16] is used considering ramp func-
tions, that also satisfy complementarity condition (16a)
as discussed in Remark 2. In that paper the authors sug-
gest that their stability conditions could benefit from
a numerical formulation exploiting co-positivity condi-
tions. The co-positivity is here accounted for by consid-
ering the inequalities of Lemma 3 in Theorem 1. The
numerical formulation we propose is detailed in the next
section.

4.1 LMI conditions

The relations (20) and (21) can be written in the generic
quadratic form given by (11)-(12), where the correspond-
ing matrices H present an affine dependence on the ele-
ments of matrix P. Hence, conditions in LMI form can
be obtained to ensure (20) and (21). This is formalized
in the following Corollary to Theorem 1.

Corollary 1 Ifthere exist matrices Py € S™, P, € R™"*™v,

Py € S, T € D", T € D2"y | symmetric matrices
M € PA+2ny) X (142ny) 404 M c ]P)(1+4’I’Ly)><(1+4’ny)7 ma-
trices R € RU+n+2n)xny gpd R ¢ RO+n+4ny)x20y g g
positive scalarsn < 1 and €1 such that the following LMIs

are verified

1
H+§Hd@+Rﬂ1JTMIZO (23a)
- 1 - -~ S
H+§HdQ+JE}—IUWZEO (23b)
where
0 o0 00 10 0
0P —el, PO 00 0
H— 1 — €1 2 , 7T — ,
0 P P0 01, 0
0 o0 00 00 I,
0000 o
p_|0000] o EJ
oooT| |F -1I,]|’
0000 I,
00 00 10
g__ 0N N0 o 00
0N, N;0|’ 0 I, ’
00 00 0 0 Iy,
0000 a
G_|0000] o7 £y
0007 |E] =1,
0000 Iy,
with
~ F3 ~ Fy 0] - f5
F3 = ’ = ) f5 = 3
R 3By Fy f5

Ny = F'PF, — (1-n)Py,

Ny = [FTPiFy — (L= )Py FT Py

F) P F,—(1—-n)P; F) Py
P F, P

then the origin of (2) is globally exponentially stable.

3 =

Proof. Cousider V (z) defined as in (17). We show now
that LMIs (23a) and (23b) are equivalent to the satis-
faction of conditions (20) and (21) in Theorem 1.

.
Recalling that x = [1 x" p(y)Td(—y) " | , it follows
that x"Hy = V(z) — eiz'z, x"¥x = 5(T,y) and



X"ZTMZIx = s3(M,y). Moreover, taking into account
(3b), one has that that y " REx = sa(R,x,y). Hence,
by left and right multiplying (23a) respectively by x ™
and Y, it follows that (20) holds.

.
Considering now y = {1{r o) gb(—gj)T] , with

T .
g = [yT y‘”} , it follows that ' Hy = —(V(zF) —
(1 —n)V(z)). Furthermore, as y* = Fyz ™ + Fyp(y™) +
fs = F3(Fiz + F2¢(y)) + Fid(y™) + f5, one has §j =
Fsx + Fyé(§) + f5 and it follows that ¥ ' Ux = s1(T, ),
XTZTMIX = ss(M,7) and ¥ REX = so(R, X, ). Thus
by left and right multiplying (23b) respectively by x ™
and y, it follows that (21) holds, which concludes the
proof. |

Remark 3 Differently from results in the literature con-
sidering the description of the polyhedral partitions by
hyperplanes (e.g. [14, 7, 8]) or by vertices and cone rays
(e.g [13, 12]), in our approach only two LMIs have to be
tested to assess the stability of the PWA system. Note
that in the aforementioned works, an LMI is associated
to each possible state transition from a region I'; to a
region I';. These inequalities are required to enforce the
strictly decrease of the LF. Moreover, for each region
I'j, an LMI constraint is needed to ensure the positivity
of the piecewise quadratic Lyapunov function. Thanks
to the proposed representation, all possible transitions
are implicitly taken into account and no enumeration is
needed. a

Remark 4 The LMIs in Corollary 1 correspond to the
expressions of the V and its one-step variation AV with
the additional terms from Lemma 1 to Lemma 3 as
in (20) and (21). Note that, as detailed in Section 3 and
discussed in Remark 2, the ramp function is specified
when using the relations r(0)r(—6) = 0 from Lemma 1,
0 — (r(0) — r(—0)) = 0 from Lemma 2, and r(0) > 0,
r(—0) > 0 from Lemma 3. These Lemmas introduce re-
spectively matrices (T, R and M) and (T, R and M) in
the LMIs in Corollary 1. Except for very particular cases,
all these matrices need to be free variables whenever
solving (23). This way, we are restricting the analysis of
generalized quadratic forms described only by the vector
valued ramp functions ¢, and not another nonlinear func-
tion that satisfies a subset of the relations in Section 3.
Moreover, we stress that matrices T' and T, related to
the complementarity condition detailed in Lemma 1 are
sign-free variables. This is in contrast to the sector con-
dition where a set of nonlinearities is described using the
same expression as (5) however with an inequality and a
positive semi-definite matrix T' (without the terms from
Lemmas 2 and 3). Whether the sign of the terms in these
T and T matrices from the solutions to (23) is positive
or negative will depend on the problem data (mainly on
the matrix Fy).

Similar LMIs, without matrix R as in Corollary 1, can be
obtained if the algebraic relation 6 — (r(0) —r(—6)) =0
in Lemma 2 is used in both Lemma 1, and Lemma 3.
Namely by using r(—6) = 6 — (#) thus allowing to re-

¥
. On the other hand,

the formulation of Corollary 1 avoids products between
matrices T and M and the matrices F3, Fy and f5 defin-
ing y. This feature will be instrumental to study poly-
topic uncertain system with parameter dependent mul-
tipliers T" and M. J

place y by vector [1 x ! gb(y)T]

5 Numerical Examples

In this section, we illustrate the results of Theorem 1
with four numerical examples. In the first, we demon-
strate the global stability (of the origin) of a generic
piecewise linear system. In the second one, we analyze
the global stability of a linear system subject to actuator
saturation. A third example treats a benchmark exam-
ple borrowed from the explicit MPC literature. In all ex-
amples we have used the values for parameters n = 1073
and €; = 107°.

Example I. Consider a piecewise linear system given
by (2) with f(z) described by the implicit representa-
tion (3) with

0.5 0.1+ k] 11
F1 = 5 F2 =K
“1 05 00

[0 -2 0
) F4 = ) f5 = .

-1 0 0
The corresponding partition of R? defined from equation
(3b) is given by the following sets

Iy = {z € R?[¢:1(y(x)) = 0, ¢2(y(z)) = 0}
={z € R} — 21 < zg;21 < 10},

Iy = {z € R?|¢1(y(x)) > 0, ¢2(y(x)) = 0}
={z e R?|zy <0522 < —a1},

I3 = {z € R?¢1(y(z)) = 0, da2(y(x)) > 0}
= {2z € R?|zy < w1529 > —B11},

Ty = {z € R?*¢p1(y(x)) > 0, da(y(x)) > 0}
= {r € R?|0 < z1; 79 < —5z1}.

and is depicted in Figure 2. The sets in the partition do
not satisfy I'; NI'; = & for ¢ # j. However, f is uniquely
defined since the functions are continuous and coincide
on the boundary of the sets.



T2

Iy

X1

FQ FS
Iy

Fig. 2. Example I - partition of R?

Note that a corresponding explicit representation for
f(x) asin (1) can be obtained as follows:

xt = AjLL' = (F1 + FQAJ(I - F4Aj)_1F3)l‘, ifx e Fj,

for j = 1,...,4 with Ay = diag((0,0)), Ay =
diag((l,O)) AS = diag((ov 1)), A4 = diag((]-v 1))

Applying the conditions of Theorem 1 through the LMI
formulations in Corollary 1, we can show that the origin
of the system is globally stable for k = 0.699, and (17)
is a Lyapunov function for the system with

2.2172 —0.0151 —0.4494 0.0094
—0.0151 1.6462 0.0094 0.3570
—0.4494 0.0094 —1.2060 —0.8242|
0.0094 0.3570 —0.8242 —0.4758

Note that the matrix P is not positive definite. Indeed
the positive definiteness of matrix P is not imposed by
the conditions in Theorem 1. However, since (20) holds
we have that the Lyapunov function is guaranteed to
be positive definite. Some trajectories of the system are
shown in Figure 3, along with the level sets of the de-
creasing Lyapunov function. For comparison, the dual
problem presented in [7, Section II] demonstrate that
there does not exist a quadratic Lyapunov function, that
is V(x) = 2T Pyx, with P, € R"*" that certifies the sta-
bility for k > 0.357, and through simulation, we find that
the origin of the system is stable for —0.35 < k < 0.7.
It should also be pointed out that with the method pro-
posed in [7], using a piecewise quadratic Lyapunov func-
tion, it is not possible to certify the stability of the sys-
tem for x > 0.51 (considering known all the admissible
transitions between regions), which shows that our con-
ditions lead to less conservative results.

As pointed out in Remark 4, testing the LMIs (23) for
this example without all variables, for instance by im-
posing R = 0 and R = 0 resulted in no feasible solution
for any value of k. This highlights the importance of the
term introduced by s2 in Lemma 2.

Example II. Consider the following system taken
from [6], discretized with a sampling period of 100ms,

)
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I

Fig. 3. System trajectories and Lyapunov function level sets
for Example 1.

and subject to asymmetric actuator saturation

at = Az + Bsat|_1 15(Kx) (24)
. 0.9464 0.0957 0.0049
with A = , B = and
—0.9568 0.9033 0.0959

K = [9.9000 0.4950].

First, note that the saturation function is a piecewise
affine function defined as follows:

—1 if Kr<-1
sat|_115(K2) = { Kz if -1 <Kz <15 (25)
15 if Kx > 15.

From (25), it folllows that (24) can be cast as a PWA
system (2) with an implicit representation (3) defined
with:
Fi=A+BK, F=|[-B 5
K —15
F3 =
-1

-K
leading to the following partition of R? in terms of ¢

’ F4:07 f5:

I = {z € R?¥|pa(y(z)) > 0} = {z € R*| Kz < —1},
Iy = {z € R (y(x)) = 2(y(x)) = 0}

= {z e R?*| -1 < Kz < 15},
I3 = {z € R?|¢1(y(z)) > 0} = {z € R?|15 < Kz}

which is depicted in Figure 4.

It can be shown (see [7, Section II]) that there does not
exist a common quadratic Lyapunov function for the
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Fig. 4. Example II - partition of R2.

linear systems defined by A and (A + BK). Since the
quadratic global stability of a linear system subject to
a saturating linear state feedback imposes the existence
of a common Lyapunov function for the open-loop sys-
tem and the closed-loop system without saturation, we
conclude that there is no quadratic function to assess
the global stability of the origin of system [4]. However,
considering a piecewise quadratic Lyapunov function as
in (17) and applying Theorem 1, we can certify that the
origin is globally exponentially stable with

0.1372 0.1684 —0.0030 —0.0241
0.1684 1.0349 —-0.0241 0.0668
—0.0030 —0.0241 0.1042 —0.0073|
—0.0241 0.0668 —0.0073 0.0934

This matrix was obtained from the solution to the LMIs
described in Corollary 1.

In Figure 5, a trajectory of the system and the level sets
of the decreasing Lyapunov function are depicted.
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Fig. 5. System trajectory and Lyapunov function level sets
for Example II.

Ezxample I1I. Consider the following closed-loop system

zt = Az + Bu,

L, [0-7326 00861 5 [0-0609
0.1722 0.9909 | 0.0064|

with u given by the explicit MPC law computed in [2]
leading to the explicit PWA representation in Table 1.

Region 17 Control u;

[—5.9220 —6.8883] 2
5.92290  6.8883 2
z < [—5.9220 —6.8883] p
—1.5379 6.8296 2
| 1.5379 —6.8296 | 2
[—6.4159 —4.6953] [ 1.3577 |
[—644159 —4.6953] x
~0.0275 0.1220 | = < | —0.0357
10.6423
| 6.4159  4.6953 | | 2.6423 |
[ 6.4159  4.6953 | [ 1.3577 |

[—6.4159 —4.6953] x
—0.6423

0.0275 —0.1220| = < [—0.0357
| —6.4159 —4.6953 | 2.6423 |
[—3.4155 4.6452] [ 2.6341 |
0.1044 0.1215| = < |—0.0353 2

| 0.1259 0.0922] | —0.0267 |
0.0679 —0.0924 —0.0524
xr < 2
0.1259 0.0922 ~0.0519
—0.0679 0.0924 —0.0524
x < —2
~0.1259 —0.0922 ~0.0519
[ 3.4155 —4.6452] [ 2.6341 |
~0.1044 —0.1215| = < |—0.0353 )
| —0.1259 —0.0922) | —0.0267 |
Table 1

Explicit MPC law: inequalities defining the sets of the par-
tition and the corresponding affine control law.

The closed-loop system can therefore be described by a
PWA system (2), with f(z) in (3) given by the following
matrices:

FL=A+BK,, F,=B|1 -1 1 —1}(;5@)

Ky — K4 0 0 0O
K, - K, 1 0 00
ng 5 F4: )
—Ki -1 1 00
K, 1 -110

f= [—0.6423 —0.6423 —2 —2}

Ky = {—5.9220 —6.8883} , Ko = [—6.4159 —4.6953} .

By applying Theorem 1, we can find a quadratic Lya-
punov function that certifies the global stability of the
origin. A quadratic function is a particular case of the
generic form (17), in which we consider P, = 0 and



P3 = 0, in this case V(z) = 2" Pyx with

0.9262 0.4674
0.4674 1.0815|

A trajectory and the level sets of the obtained Lyapunov
function are shown in Figure 6.
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Fig. 6. System trajectory and Lyapunov function level sets
for Example III.

As observed in Remark 3, since in this case there are
7 sets in the partition, if we consider the results in ref-
erences [7, 8], which are based on the explicit represen-
tation (1), we have to test 72 = 49 LMIs, regarding all
the possible transitions between the sets of the partition,
plus 7 LMIs to ensure the positivity of the PWQ Ly-
paunov function on each set. This number of LMIs can
be reduced if we perform a reachability analysis, that
requires the solution of 49 linear programming feasibil-
ity problems. In contrast, our conditions requires only
the solution of two LMIs. It can also be shown that the
number of variables is smaller with our approach.

6 Conclusion and future work

We have presented a new framework for the stability
analysis of discrete-time PWA systems. To this end we
introduced a novel implicit representation of PWA func-
tions based on the use of ramp functions. By exploit-
ing some properties of ramp functions as a set of iden-
tities and inequalities, we obtain Lyapunov inequalities
related to piecewise quadratic Lyapunov functions can-
didates. These inequalities are then expressed as LMIs.

In the proposed framework: a) there is no need of defin-
ing the quadratic function associated to each set of the
partition since this is implicitly obtained with a gener-
alized quadratic form; b) there is no need to enumerate
possible transitions between regions; ¢) the conditions
for stability are cast in two LMIs and can be efficiently
tested with standard optimization packages; d) the use
of properties associated to ramp functions applies only

this class of function and therefore are less conserva-
tive than generic sector bounded conditions; e) from the
novel proposed representation, the matrices describing
the partition of the system appear affinely on the sta-
bility LMI conditions, which allows to directly consider
uncertainties in the partition.

Future work includes the extension of the framework to
study local (regional) stability, including efficient ways
of estimating the region of attraction of the origin of
PWA systems, and the synthesis of stabilizing feedback
control laws also in PWA form. The proposition of sta-
bility conditions for continuous-time system is also being
studied.

A Conditions for well-posedness

Note that in Example II above, the solution to equa-
tion (3b) is explicit since Fy = 0, giving y = Fsz + f5. It
is then straightforward to compute f(z) using the value
of y. Explicit solutions can also be obtained in case ma-
trix Fy is structured, for instance for a strictly lower tri-
angular structure as in Example ITI.

In general, with Fy # 0, as in Example I above, (3b) be-
comes an implicit equation and the existence of a unique
solution y for all z € R™ must be ensured. With this
aim, below we provide a condition for the well-posedness
of (3b), that is, the existence and uniqueness of solutions
to

fy(@) = Fo+ f5 ¥z e R", (A1)

with f(y(z)) = y(x) — Fsé(y(z)). In [24, Proposition
2] it is shown that for a locally Lipschitz function f(y)
such that the Jacobian satisfies J,, f(y) € M C R™*"™v
for almost all y € R, where M is a compact, convex
set, with each of its elements being non-singular, there
exists a unique globally Lipschitz function y(&) satisfy-
ing f(y(§)) = & Such a result is used in [24] to obtain
a condition for the well-posedness of an algebraic loop
involving saturation and deadzone functions.

Using the definition of the ramp function in (4), we have
that the Jacobian f(y) in (A.1) with respect to y of is
given by J,f(y) = (I — F4A) with A € D = {A €
D™ A € [0,1]}, which is a compact and convex set
of matrices. Thus, following [24, Proposition 2] a unique
solution to (A.1) exists if (I — F4A) is non-singular for
all A € D. A condition for the well-posedness is an LMI
(see [23, 24]) as in the proposition below.

Proposition 2 ([24, Proposition 1]) If there exist a ma-
tric W € D™, W > 0 such that —2W + W Fy+F, W < 0
then (I — FyA) is non-singular VA € D.

For implementation purposes, for instance when the
PWA function has to be computed to generate a control



input, a well posed equation (A.1) can be solved from
the solution of a Linear Complementarity Problem [5].

Note that from (16) and (4), we have

(¢i —vi)pi =0
$; >0
(¢i —wi) >0,

i=1,...,n,. Setting now £ = Fyz+ f5 in equation (3b),
and using y; = (Fy¢ + £); in the above expressions one
obtains respectively

(I =F1)¢p—&)idi =0 (A.3a)

¢; >0 (A.3b)

(I = Fo)p—€)i = 0. (A.3c)

i =1,...,ny. The problem of solving on ¢ the inequal-

ities (A.3c), (A.3b) affine in ¢, and equations (A.3a),
quadratic in ¢, is called a mixed Linear Complemen-
tarity Problem (LCP). For a given &, the solution ¢
to (A.3) thus provides a solution to the implicit equa-
tion y — Fy(y) = . Please refer to the Lemke algorithm
presented in [1, Section 5.1] for a strategy to solve LCPs
yielding solutions to algebraic loops. Also, as one should
expect, the condition for the well posedness of LCPs in
[1, Proposition 7.1] applied to (A.3) holds if the condi-
tion in Proposition 2 is satisfied.
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