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The resource theory of quantum thermodynamics has been a very successful theory and has generated
much follow-up work in the community. It requires energy-preserving unitary operations to be
implemented over a system, bath, and catalyst as part of its paradigm. So far, such unitary operations
have been considered a “free” resource in the theory. However, this is only an idealization of a necessarily
inexact process. Here, we include an additional auxiliary control system which can autonomously
implement the unitary by turning an interaction “on or off.” However, the control system will inevitably be
degraded by the backaction caused by the implementation of the unitary. We derive conditions on the
quality of the control device so that the laws of thermodynamics do not change and prove—by utilizing a
good quantum clock—that the laws of quantum mechanics allow the backreaction to be small enough so
that these conditions are satisfiable. Our inclusion of nonidealized control into the resource framework also
raises interesting prospects, which were absent when considering idealized control. Among other things,
the emergence of a third law without the need for the assumption of a light cone. Our results and framework
unify the field of autonomous thermal machines with the thermodynamic quantum resource-theoretic one,
and lay the groundwork for all quantum processing devices to be unified with fully autonomous machines.

DOI: 10.1103/PhysRevX.13.011016

I. INTRODUCTION

Thermodynamics has been tremendously successful in
describing the world around us. It has also been at the heart
of developing new technologies, such as heat engines
which powered the Industrial Revolution, and jet and space
rocket propulsion, just to name a few. In more recent times,
scientists have been developing a theoretical understanding
of thermodynamics for tiny systems for which often
quantum effects cannot be ignored. These ongoing devel-
opments are influential in optimizing current quantum
technologies or understanding important physical proc-
esses. Take, for example, molecular machines or nano-
machines such as molecular motors [1], which are
important in biological processes [2], or distant technolo-
gies such as nanorobots [3], where quantum effects on the
control mechanism and the backreaction they incur are
likely to be significant due to their small size.
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The modern quantum thermodynamics literature tends
to be about two types of processes: those which are
fully autonomous (i.e., the processes described by time-
independent Hamiltonians) and those which assume implicit
external control at no extra cost (i.e., the processes described
by time-dependent Hamiltonians). An example of processes
described by a constant Hamiltonian is the Brownian ratchet
popularized by Feynman et al. [4], which simply sits between
two thermal baths and extracts work in situ. There are many
autonomous quantum thermal machines built on similar
principles [5—16]. However, there are a number of processes,
such as quantum Carnot cycles, that are described by time-
dependent Hamiltonians and thus require external control.
This is true both in theory [17-22] and in experiment [23].
See Fig. 1 for a comparison of autonomous and nonauton-
0mous processes.

The nonautonomous engines of the kind depicted in Fig. 1
require an external agent that makes the changes. This does
not happen in the engines used in our daily life. E.g., car
engines do not require any external control; the passage via
different strokes during the cycle is caused by suitable
feedback mechanisms. An example of a thermal machine
that requires switching between the strokes by an external
agent is the quantum heat engine of Ref. [23], where
alternating coupling to the hot and the cold bath is imple-
mented by switching between two lasers—one producing

Published by the American Physical Society
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FIG. 1. Fully autonomous thermal machines vs a type of
nonautonomous cycle-based machine. (a) Depiction of a quan-
tum thermal-absorption machine. These devices do not need
external control to operate; i.e., they are governed by time-
independent Hamiltonians. Given enough time, they settle into
a functioning steady state where heat from a heat bath is
converted via a machine (composed of fine-tuned energy
levels and couplings) into a low-entropy useful state (such as
a charged battery) and a high-entropy “waste” state (such as a
room-temperature thermal state). See Refs. [5,24] for reviews.
(b) Schematic of a nonautonomous thermal machine. In this
resource-based framework [25], an energy-preserving unitary is
performed over a heat bath and initial system state. The unitary is
chosen so that the transformed system state is of high value (e.g.,
it could represent a charged battery). The control required to per-
form the energy-preserving unitary necessitates a time-dependent
Hamiltonian and may not be thermodynamically cost-free.

thermal light of high temperature while the other one
producing light at low temperature.

In this context, the following problem appears. While the
nonautonomous machines involve additional systems
responsible for making the changes, those additional
systems are by definition not considered explicitly. For
microscopic engines, such systems might actually be a
place where a significant amount of entropy and/or energy
is being deposited. Such entropy production is actually
likely to occur in microscopic regimes due to the quantum
backreaction occurring between the controlling unit and the
controlled system. Thus, there may be hidden thermody-
namic costs which are not accounted for. Hence, the
following question can be posed: Given a nonautonomous
thermal machine, is it possible to provide an explicit control
scheme, such that the overall (now autonomous) machine
will exhibit no additional cost?

This question is especially relevant in the context of the
recently developed resource theory of thermodynamics [26],
where any process is supposed to arise from the concatena-
tion of basic operations which are energy-preserving unitary
transformations over a microscopic system of interest and a

thermal bath. Thus, here we deal with external control
represented by a time-dependent Hamiltonian that imple-
ments the subsequent unitaries. In such a microscopic
regime, the hidden costs acquired by the control system
may be indeed high, as is indicated by the phenomenon of so-
called embezzling [27,28] (see Sec. II B).

The problem of the cost of making the resource-theoretic
thermal machines autonomous was considered in Ref. [29].
The control device was implemented by means of an
idealized momentum clock. Actually, any conceivable
control system that enables one to go from a time-
dependent Hamiltonian description to a time-independent
one must involve a clock as part of the control unit. Le., a
device for which the change in its state, due to time
evolution, allows one to predict time.

E.g., in a car engine the role of the clock is played by
periodic motion of the piston (arising via so-called self-
oscillation [30]), or in the already mentioned single-ion
heat engine of Ref. [23], the timing involved in the
changing of the lasers is ultimately due to an external
electronic device, which is a kind of clock.

Unfortunately, the clock used in Ref. [29] requires
infinite energy. It was first noted by Pauli that such clocks
are unphysical [31], and we provide more weight to Pauli’s
argument in this paper.

In this paper, the question of whether one can make the
resource-theoretic thermal machines autonomous without
incurring an extra thermodynamic cost is reconsidered and
positively answered.

Namely, we start with nonautonomous scenario, where
an external agent performs energy-preserving unitary on
system plus bath. We then examine the clock which turns
on and off the interactions implementing the unitaries (as
per Fig. 2) and derive conditions so that the change in the
clock’s state due to the backreaction on it has a vanishingly
small thermodynamic cost. We then show that clocks exist
which satisfy our criterion. In particular, we find a family of
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Clock or
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FIG. 2. Schematic of the autonomous quantum devices we
focus on: a nonautonomous thermal machine complemented by a
quantum clock. The system in the dotted-line box is the same as
in Fig. 1(b). It depicts the standard systems involved in the
resource-theoretic approach to thermodynamics. If no other
systems are involved, its dynamics are described by a time-
dependent Hamiltonian. If one includes an additional quantum
system whose state changes in a predictable fashion with the
passing of time, i.e., a clock, then it can turn on and off interaction
terms at specific times, leading to an autonomous implementation
of the resource-theoretic approach to thermodynamics. Hence, we
use a clock as a control device.
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clocks with different dimensions, for which there is no
change in energy while the difference in entropy relative to
before and after the unitary has been performed is vanish-
ingly small as the clock increases in size. Importantly, since
our clocks use finite energy, they avoid the issues of the
clock of Ref. [29]. Our work thus demonstrates that the
control needed to implement thermodynamic transforma-
tions in the resource-theoretic paradigm can indeed be
neglected under certain achievable circumstances. In this
way, we show that nonautonomous resource-theoretic
thermal machines can be recast into autonomous ones
without additional cost.

As a by-product, our necessary conditions for the change
in the clock to not have a significant additional thermo-
dynamic cost reveal the emergence of a third law: If the
clock implements the unitary too quickly (relative to the
free dynamics of the system and clock), it will suffer a large
backreaction and will represent a significant additional
thermodynamic cost in addition to failing to implement
correctly the required unitary. The minimum time interval
in which the unitary can be implemented without the clock
suffering significant backreaction is limited by the dimen-
sion of the clock. This demonstrates the emergence of a
third law without the need to impose a light cone or locality
condition on how the unitary is implemented [32].

The rest of this paper is divided into five main sections:
Setting II, Results III, Discussion IV, and Conclusions V. In
the Setting section, we start by describing the thermody-
namic transformations under the convention of idealized
control. This is summarized in Definition 1. Then, in
Sec. II B, we describe how to explicitly implement the
control via time-independent dynamics on the system of
interest and an additional system called a “clock.” Finally,
before moving to the Results section, we show why the cost
of control can be counterintuitive by showing how it is
related to the established phenomenon of catalytic embez-
zlement and how idealized control requires infinite energy
(see Proposition 3). Our results discussed in Sec. III start
with the simplest case possible: the control of so-called
noisy operations, in which baths are a source of entropy but
not heat. The result is quantified in Theorems 1 and 2. The
core of Theorem 1 is what we can call “no-embezzling
conditions.” Namely, for the first time, we give a lower
bound for the value of error on the catalyst that does not
cause deviation from the second laws, i.e., from the
limitations for transitions via noisy operations at zero error
on the catalyst. We then move on to consider the full
paradigm of control of thermodynamic operations in which
the baths are a source of entropy and heat—the so-called
thermal operations. This case is summarized in Theorems 3
and 4. In both cases (i.e., noisy and thermal operations), we
allow for catalysts and provide conditions under which the
cost of control is neglectable. The situation is more nuanced
in the case of thermal operations and has unforeseen
consequences which we discuss. Finally, in the last two
sections (Discussion IV and Conclusions V), we discuss in

more detail the implications of our work followed by a
summary.

The proofs of our results are given in the Appendix.
Additional technical details required for the proofs are
relegated to the Supplemental Material [33].

II. SETTING

A. Types of thermodynamic transformations
1. Background: Thermal operations and variants

Resource theories have been applied to the study of
quantum thermodynamics. In this setting, one considers
transformations from a state p%, to p} for which there exists a
unitary U g over system A and a Gibbs state 75 such that
ph = trg[Uac(pd ® 76)Ulg). This setup is entropy pre-
serving since it is a unitary transformation. In order to call ita
thermal operation (TO), we further require the process to be
energy preserving, namely, [Uxg, Ha + Hg) = 0, where
H  is the local Hamiltonian of the A system and H¢ that
of the thermal bath [54]. These operations can be extended to
the strictly larger class of catalytic TOs (CTOs) by consid-
ering additional “free” objects called catalysts p2.,. In this
case, the A system is bipartite with the requirement that the
catalyst is returned to its initial state after the transfor-

; ley 0 — 0 & 0 i ;
mation pg ® ¢y =16 [Uscuc (Ps @y ®76)Uscug)s With
a Hamiltonian A , of the form Hg + H,,. The bath provides
a source of entropy and heat. In the special case in which its
Hamiltonian is completely degenerate, its Gibbs state 7
becomes the maximally mixed state 75 « 15, and the bath
can now provide only entropy. These are known as catalytic
noisy operations (CNOs), or simply, noisy operations (NOs)
when there is no catalyst involved [55,56]. It is known
that CNOs allow for transitions that are not possible by
NOs [57,58].

In these frameworks, the operations (NOs, CNOs, TOs,
and CTOs) are considered to be free from the resource
perspective, since they preserve entropy and energy over
system A and the bath G—the two resources in thermo-
dynamics. However, note that there is the assumption that
the external control (i.e., the ability to apply energy-
preserving unitaries over the setup) is “perfect.” In order
to challenge this perspective, we now introduce an auxiliary
system to represent explicitly the system which implements
the external control, while aiming to show to what extent it
can be free, from the resource-theory perspective.

2. t-catalytic thermal operations

If the control system is a thermodynamically free
resource, its final state after the transition must be as
useful as the state it would have been in had it not
implemented the unitary, and instead evolved unitarily
according to its free Hamiltonian. One way to realize this
within the resource-theoretic paradigm is to choose a
control device whose free evolution is periodic and let
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the time taken to apply the unitary be an integer multiple of
its period. In this scenario, the control device fits nicely
within the resource-theory framework, since when viewed
at integer multiples of the period, the control device is a
catalyst according to CTOs.

The downside with this approach is that the times
corresponding to multiples of the period are a measure zero
of all possible times. Consequently, not only would one need
an idealized clock which can tell the time with zero
uncertainty to discern these particular times, but one
would like to be able to say whether the transition was
thermodynamically allowed during proper intervals of time.
Fortunately, there is a simple generalization of CTOs [59]
which naturally resolves this issue. We introduce t-CTOs
which take into account that the transition is not instanta-
neous, but moreover occurs over a finite time interval. In the
following definition, one should think of the catalyst system
as playing the role of the external control device.

Definition 1. (t-CTO and t-CNO) A transition from
pa(1y) to pd(y) with 7; < 1, is possible under t-CTO if and
only if there exists a finite-dimensional quantum state pc,;
with Hamiltonian Hc,, such that

PS(0) ® pty (0) — B5(1) ® py (1), (1)
where
B B p(r) if t€0,1],
i) = {pé(t) if 1 € [ty, 13], @

pi(t) = emitfo p eitfln D e {S Cat}, n € {0,1}, and 1, is
called “the time when the TO began,” while #, “the time at
which the TO was finalized.” [0,#,) and (t,, #3] are both
proper intervals called “the time before the TO began” and
“the time after the TO was finalized,” respectively. In the
special cases where the bath can be only maximally mixed
7 « 1g, itis denoted 7g and we call the transition a t-CNO.

Unless stated otherwise, we always use the notation pf, (z),
n €{0,1} to denote the free evolution of a normalized
quantum state pf, on some Hilbert space Hp according to its
free Hamiltonian Hp, namely, pfy (1) = e~itHo pn gitfp,

Definition 1 captures two notions: on the one hand, that the
individual subsystems are effectively noninteracting before
and after the transition has taken place, and on the other hand,
that during the time interval (¢, #,) in which the transition
occurs, arbitrarily strong interactions could be realized.
Note that there are two special cases for which t-CTOs
reduce to CTOs at times ¢, f,: when the Hamiltonian of the
catalyst s trivial (i.e., if Hy o 1cy), and when the catalyst is
periodic with ¢, #, integer multiples of its period T [i.e.,
if pgat(h) = p(()iat(tZ) = pgat<T0)]'

From the resource-theoretic perspective, the characteri-
zation of t-CTOs is the same as CTOs as the following
proposition shows.

Proposition 2. (t-CTO and CTO operational equiva-
lence) A t-CTO from p(1,) to pli(t,) using a catalyst
p2..(0) exists if and only if a CTO from p to pi exists
using catalyst p2, (0). In other words,

pg(O) ®pgat(0) E)‘_’S(t) ®p(():at(t)’ (3)
where 6(?) is defined in Eq. (2) if and only if
P8 ® peu(0) —= P ® pey (0). (4)

Proof.—It is simple. For 7 € [0, 7], Eq. (3) always holds
since the lhs and rhs differ only by an energy-preserving
unitary on the catalyst, which is a valid TO. Therefore, the
only nontrivial instance of Eq. (3) is for ¢ € [t,, t3]. Let us
now compare Egs. (3) and (4) for t € [t,,3]: The only
difference is an energy-preserving unitary transformation on
the catalyst state on the rhs. However, all energy-preserving
unitary translations are TOs. Therefore, one can always go
from the rhs of Eq. (4) to the rhs of Eq. (3) via a TO. This
proves the “if”” part of the proposition. Conversely, since the
inverse of an energy-preserving unitary is another energy-
preserving unitary, one can always go from the rhs of Eq. (3)
to the rhs of Eq. (4) via a TO. [

While the generalization to t-CTOs is admittedly quite
trivial in nature, it is nevertheless important when considering
the autonomous implementation of CTOs. So far, the
t-CTOs only allow us to include the external control mecha-
nism explicitly into the CTOs paradigm in such a way that
they constitute a free resource. In the next section, we see how
this free resource unfortunately corresponds to unphysical
time evolution governed by an idealized clock. It, however,
sets the benchmark for what we should be aiming to achieve,
if only approximately, with a more realistic control device.

B. Idealized control, clocks,
and embezzling catalysts

When a dynamical catalyst in a t-CTO is responsible for
autonomously implementing the transition, it must have its
own internal notion of time in order to implement the
unitary between times #; and #,. While in practice, the clock
part may form only a small part of the full dynamical
catalyst system, for convenience of expression, we refer to
such dynamical catalysts as a clock and denote the state of
the clock with the subscript Cl. Specifically, we require
the clock to induce dynamics on a system A which
corresponds to a t-CTO on A. In other words, evolution
of the form pko (1) = e7rcs (P @ p @ 16)eaca
where ph (1) satisfies [60]

0 i ’ ’
Pl (t) = pE(6) ® p0y (1), ph(t) = {ﬂ?(f) frel0.n]

PA() if 1€ [1.13]

(5)
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Here, p2,(7) denotes the free evolution of the clock,
PRy (1) = i it (6)

In the case in which the clock aims to implement autono-
mously a TO, we have that the rhs of Eq. (5) satisfies
P (1) = pd(¢) and pl (1) = pi(t), while in the case of a
CTO, p{ (1) = p3(t) ® ply (1) and pi (1) = pg (1) ® pey(1).
In this latter case, we see that we have two catalysts. The
first one pQ,, simply allows for a transition on S which
would otherwise be forbidden under TOs, while the second
one p2, is the clock which implements the transition
autonomously. Furthermore, note that while the rhs of
Eq. (5) is evolving according to the free Hamiltonian
Hy +ﬁc1, the Hamiltonian A AciG can, in principle, be
of any form such that Eq. (5) holds.

The following rules out the possibility of dynamics of the
form Eq. (5) for a wide class of clock Hamiltonians even
when Eq. (5) is relaxed to include correlations between
system A and the clock.

Proposition 3. (Idealized control no-go) Consider a
time-independent Hamiltonian Haqg on Hag ® Ha
where Hag is finite dimensional and H¢, arbitrary,

which, without loss of generality, we expand in the form

- - dad oo,
Hacic = Hac ® Tai + 2 |ED(Enlac ® H(c1m>’ where

{|E}) AG}?ﬁfG are the energy eigenstates of A, = H + Hg,
the free Hamiltonian on 7, and the bath. Both of the
following two assertions cannot simultaneously hold:
Case 1. For all k,l =1,2,...,dxdg; k # [, the power-
series expansion in t,

trfeHa” el | (7)

X [=AE Y GAEDY™
= z tr{ a Pa— | (8)

has a radius of convergence r > t,.
Case 2. For some 0 < t; < 1, < t3, there exists a TO
from p9 (¢) to

0
i ={ /"

tr6[Unac (P (1) ® 76) U] for 1 € 1, 13],

©)

which is implementable via unitary dynamics of the
form

for 1 €10,1]

PA(1) = traile™ e (0 ® pYy ® 7g)eacs], (10)

where U,g in Eq. (9) has a nondegenerate spectrum,
and it iS an energy-preserving unitary, namely,

[Uag ® 1¢1, Hpgel] = 0.

See the Appendix Sec. A 1 for a proof by contradiction.
The requirement of nondegenerate spectrum in Case 2 for
U s¢ allows for exclusion of the trivial cases U g o 1,g for
which Cases 1 and 2 can simultaneously hold [61].
Furthermore, the no-go proposition also covers the more
relaxed setting in which the clock (or any catalyst included
in A) is allowed to become correlated with the system. The
correlated scenario is also important and studied within the
context of idealized control in Refs. [62-64].

Physical intuition suggests that if the Hamiltonian 4 ¢y
is infinite dimensional, the dynamics it induces can be
arbitrarily well approximated by replacing it by a projec-
tion onto an arbitrarily large finite-dimensional subspace.

However, such a projection would imply that the terms

I:Igl'm) found in the Hamiltonian H ,cg are replaced with

finite-dimensional matrices, and the series in line (7) would
converge. Therefore, according to the above proposition, if
Case 1 holds, the Hamiltonian H ¢y cannot be approxi-
mated as one would expect.

On the other hand, Case 2 includes the desirable scenario
of idealized control discussed at the beginning of Sec. II B.
Therefore, the no-go proposition tells us that if ideali-
zed control is possible, it requires infinite-dimensional
Hamiltonians which cannot be approximated in the way
one might expect.

It can also be seen that the contradicting statements,
Cases 1 and 2 in Proposition 3 are not due to a necessity to
implement Case 2 with “abruptly changing” dynamics,
since the unitary U,g facilitating the TO from p9 to p}
can be implemented via a smooth function of ¢, namely,
Uag(t) = exp|—iH, Ji 8(x)dx], with (1) a normalized
bump function with support on some interval C [t,1,]
and H, an appropriately chosen time-independent
Hamiltonian.

The no-go proposition thus rules out physical imple-
mentation of idealized control for a number of cases. We
now give some examples in which Case 1 or 2 holds.
Proposition 3, Case 1 holds when p2, is an analytic vector
[65]. The simplest example of this is when p2, has bounded
support on the spectral measures of the Hamiltonians
{I:Ig’k) ZA:‘fC‘, such as in the finite-dimensional clock case.
One can, however, find examples for Proposition 3 in
which Case 2 is fulfilled while Case 1 is not. This
corresponds to the case of the idealized momentum clock
used for control in Ref. [29]. In this case, the Hamiltonian
H ey from Proposition 3 can be written in the form
Hygor = Hag ® Toy + Y020 Qu|E, ) (Eyl a6 ® glicr) +
Tag ® Pcy, With Xy, pcy canonical position and momen-
tum operators of a particle on a line. When g and the initial
clock state have bounded support in position, Case 2 in
Proposition 3 is satisfied, but Case 1 is not. Unfortu-
nately, such a clock state is so spread out in momentum, the
power-series expansion Exp[—itpcy] = > % ((—itpc)"/n!
diverges in norm when evaluated on it. This is closely
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related to another unphysical property of such clock states,
namely, that the Hamiltonian has no ground state, as first
pointed out by Pauli [31]. We also see how this idealized
control allows one to violate the third law or thermody-
namics in Sec. III B—something which should not be
possible with control coming from a physical system.
We thus refer to dynamics for which phc(7) satisfies
Eq. (5) as idealized dynamics.

Take home message from Proposition 3: Control
devices which do not suffer any backreaction
when implementing a thermodynamic transition,
arguably necessitate unphysical Hamiltonians.

At first sight, these observations may appear to be of
little practical relevance, since indeed, one does not care
about implementing the transition from p2 to p§ exactly, but
only to a good approximation. Furthermore, for a suffi-
ciently large clock, one might reasonably envisage being
able to implement all transformations whose final states
p& (1) are in an epsilon ball of those reachable under t-CNO
(and not a larger set) to arbitrary small epsilon as long as
the final clock state becomes arbitrarily close in trace
distance to the idealized case, namely, if || o5 (1) — p2, (1)
tends to zero as the dimension of the clock becomes large
and approaches an idealized clock of infinite energy.
Unfortunately, this intuitive reasoning may be false due
to a phenomenon known as embezzlement. Indeed, when
Eq. (5) is not satisfied, the clock is disturbed by the act of
implementing the unitary. As such, it is no longer a catalyst,
but only an inexact one. Inexact catalysis has been studied
in the literature with some counterintuitive findings. In
Ref. [28], an inexact catalysis pair p2,,, p&,, of dimension
dc, was found such that for any dg-dimensional system,
their trace distance vanished in the large-dc, limit:

ds
14 (ds — 1) logyg dcy

(11)

1Ca = Palli =

Yet the noisy operation pd ® p2., E’/’é ® pla becomes

valid for all states pQ, pl in the large-dc, limit. In other
words, they showed that the actual transition laws for the
achievable state pl given an initial state P(s) cannot be
approximated by those of CNOs; they are completely
trivial, since all transformations are allowed. This para-
doxical phenomenon is known as work embezzlement [66]
and stems from the concept of entanglement embezzle-
ment [27].

By virtue of Proposition 2, the above example shows that
simply finding a clock satisfying ||p&, (1) — p2,(7)||; — O as
dc) — oo is not sufficient to conclude that the set of allowed
transformations generated by t-CNOs (and thus, CTOs)

. &,

AX

FIG. 3. The counterintuitive phenomenon of embezzlement.
Consider a thought experiment in which an athlete who has to
push a mass M a distance AX against a resistive force F = Mg
due to gravity pushing down on the weight. Suppose the distance
the athlete has to push the weight is given by AX = f(M), where
f(M) —» 0as M — oo. The work done by the athlete pushing the
weight is W = pugFAX = pggM f(M), for some coefficient of
resistance py. One might be inclined to reason that the amount of
work the athlete has to do in the limit of infinite mass M is zero,
since the distance AX the weight has to be pushed is zero in this
limit. However, a closer analysis would reveal that this is only
correct if f(M) decays sufficiently quickly—quicker than an
inverse power. An analogous phenomenon is at play in our
control setting. There, in the case of the idealized clock, Eq. (5)
holds, yet this is unachievable since it requires infinite energy.
However, all finite clocks suffer a minimal backreaction, and
even though this backreaction can vanish in the large-dimension
or -energy limit [cf. Eq. (11)], this is not sufficient to conclude
that the set of implementable transformations are close to those
implementable via the idealized clock. Moreover, the rate at
which the error needs to vanish and whether this is physically
achievable were (prior to this work) completely unknown.

corresponds to the set of transformations which can
actually be implemented with physical control systems.
A thought experiment illustrating such phenomena can
be found at the classical level in Fig. 3.

III. RESULTS

We start with the easier case of CNOs in Sec. III A
before moving on to the more demanding setting of CTOs
in Sec. III B.

A. Autonomous control for catalytic noisy operations

In this section, we provide two theorems which together
show that there exist clocks which are sufficiently accurate
to allow the full realization of t-CNOs to arbitrarily high
precision. Our first result gives a sufficient condition on the
clock so as to be guaranteed that the achieved dynamics of
the system are close to a transition permitted under t-CNOs.
It can be viewed as a converse theorem to the result in
Ref. [28] discussed at the end of Sec. II B.

In the following theorem, let Vgcycig(2) = e~itHscacis be
an arbitrary unitary implemented via a time-independent
Hamiltonian Hgcycig over pd ® pl., ® p, ® 7 and sup-
pose that the final state at time ¢ > 0,
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Phcacic(t) = Vscacia (1) (03 ® ply ® Pl ® 76)Vicucis (1)

(12)
deviates from the idealized dynamics by an amount
1PScaci () = P§ (1) ® Py () ® pey(1)]4
< €emb (13 ds. deadcr) (13)

where recall that p2 () is the free evolution of the
clock according to its free, time-independent Hamiltonian
He [Eq. (6)] and likewise for pQ, (f) with arbitrary
Hamiltonian IA{CaI.

Theorem 1. (Sufficient conditions for t-CNOs). For all
states pg not of full rank, and for all catalysts pgat, clocks
pgl, and maximally mixed states 7, there exists a state
os(r) which is e, close to pk (1),

llos(1) = p& () ||1 < €res(ds, degdcr, €emp (1 ds. deadcr)).
(14)

such that for all times ¢ > 0, a transition from

PRl ®pY to os(t) ® ply(t) ® pi(r)  (15)

is possible via a NO [ie., pd to og(f) via t-=CNOJ.

Specifically, for fixed dg and in the limit that dc,dq
and 1/egy, tend to infinity:

€res (dS ’ dCatdCI ’ €emb)

ds In(dcydcr) 1/7
= 15| Bl () | g deelD.
\/lnm/eemb) 1 dewdercan)

Explicitly, one possible choice for og(?) is

ost={ /" i]lp8 ()=T/ds |y <eus:
s\t)— .
(1 _eres)pg(t)Jreres]]S/dS lf”pg(l)_ﬂS/dSHIZGreS'

(16)

See Appendix Sec. A 2 for a proof and an expression for
€ro¢ Which holds when d¢,dc and €., are finite. Note that
this theorem also holds more generally if one replaces
Hscacig With any time-dependent Hamiltonian. However,
the time-independent Hamiltonian case is better physically
motivated.

Before we move on, let us understand the physical
meaning of the terms €., €. By comparing the definition
of €. in Eq. (13) with that of Eq. (5), we see that it is the
difference in trace distance between the dynamics achieved
with the idealized clock and the actual dynamics achieved
by the clock. Thus, the quantity €., upper bounds how
much one can embezzle from the resulting unavoidable
inexact catalysis of the clock. Then, €., (which is a
function of €.,,) characterizes the resolution, i.e., how
far from a t-CNO transition one can achieve due to

embezzlement from the inexact catalysis. For example,
consider a hypothetical clock for which e, decays as an
inverse power with dq. Then, €., would diverge with
increasing dq; and Theorem 1 would not tell us anything
useful. On the other hand, if we have a more precise clock
with, for example, €., exponentially small in dc, then
Theorem 1 would tell us that ¢, converges to zero as d¢
increases.

Take home message from Theorem 1: There is a
threshold on the amount of backreaction the
control system can incur, above which the laws
of thermodynamics have to be modified to include
the thermodynamics of the control system.
Theorem 1 provides a bound on this threshold
when the bath transfers entropy but not heat.

Whether €.,,,, and €, can both be simultaneously small
depends on both the quality of the clock used and the
transition one wishes to implement. Two examples at
opposite extremes are as follows. Both €., and ¢, are
trivially arbitrarily small (zero in fact), and the conditions in
Theorem 1 are satisfied when the t-CTO transition is the
identity transition (i.e., p2 to p2). At the opposite extreme,
both €., and €., cannot be small or vanishing when one
attempts a nontrivial t-CNO transition which occurs
instantaneously, i.e., one for which pf () = p? for t €
0,7,] and pL (1) = pi for t € (1;,13].

Our next theorem shows how one can implement to
arbitrary approximation all t-CTO transitions, over any fixed
time interval (7, 1,), yet without allowing for a larger class,
as the examples in Eq. (11) and Fig. 4(b) do. To achieve this,
one must choose the time-independent Hamiltonian Hscucig
and initial clock state pQ, appropriately. The theorem will use

‘ @ @
(a) (b) (©) (d)

FIG. 4. Possible scenarios resulting from the physical imple-
mentation of t-CNOs. Given a state pg, the above blue Venn
diagrams represent the set of states pé which can be reached
under t-CNOs. The orange Venn diagrams represent possible
scenarios of reachable states when attempting to implement a
t-CNO, while gray represents the intersection of the two sets.
Because of the apparent impossibility of perfect control and that
embezzlement can occur [see Eq. (11)], all options (a) to (d) are,
in principle, open. Theorem 1 gives sufficient conditions on the
control (clock) so that either (a) or (d) occur. Theorem 2 shows
that transitions implemented via the quasi-ideal clock can achieve
(d) under reasonable circumstances.
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the quasi-ideal clock [67] discussed in detail in the Appendix
Sec. A 3 for the clock system on H¢y. The quasi-ideal clock
has been proven to be optimal for some tasks related to
reference frames [68—70] and clocks [71,72], and it is also
believed to be optimal for others [73]. In the following, 7',
denotes the period of the quasi-ideal clock (when evolving
under its free evolution), i.e., p(Ty) = p,(0).

Theorem 2. (Achieving t-CNOs). Consider the quasi-ideal
clock [67] detailed in Sec. A3 a with a time-independent
|

Hamiltonian of the form Hgcyog = Hs + Hey + Hg +
Tscacic + Hey giving rise to unitary dynamics

ch;ucm@ = Vscacig(t) (Pg ® P(():at ® ,0%1 ® %G)V;CatClG(t)'

For every pair p2, p!, for which there exists a t-CNO from p to
ps using a catalyst P%ap there exists an interaction term

Tscacig such that the following hold.
(1) og(2) satisfies Eq. (15) and is of the form

(0 { pa(r) for times ¢ € [0, ;] (i.e., “before” the transition),
Og t) =

ps(r)  for times t € [ty, Ty] (i.e., “after” the transition).

(2) €emp ([satisfying Eq. (13)] is given by

€emp = (24 3V/dsdcy)Vealda).  (17)

for all z € [0,#,] U [to, T], where e¢((+) is indepen-
dent of dg, dcy., dg and is of order

ea(da) = O(poly(da) exp [-cdy ™)), (18)

as dg — o0, with ¢ =c(t,1,,Ty) >0 for all
0<t <ty <Ty, and it is independent of dq.

See the Appendix Sec. A4 a for a proof.

As a direct consequence of Theorem 1, in the scenario
described in Theorem 2, €, is of power-law decay in d¢; as
dc) — oo, and thus, both €., and €, are simultaneously
small. Therefore, the quasi-ideal clock allows all t-CNOs to
be implemented without additional costs not captured by
the resource theory.

Take home message from Theorem 2: There exist
control systems whose incurred backreaction is
small enough that one is below the threshold
mentioned in the previous box. Hence, in
conjunction with Theorem 1, it implies that the
laws of thermodynamics (for baths that transfer
only entropy and not heat) do not need to be
modified by taking into account the control device.

The property that 7 is a maximally mixed state for CNOs
is at the heart of two important aspects involved in proving
Theorems 1 and 2. On the one hand, all CNOs (and hence, all
t-CNOs by virtue of Proposition 2), which are implemented
via an arbitrary finite-dimensional catalyst pc, can be done
so with maximally mixed states 7 of finite dimension
[74,75]. The other relevant aspect is that they are the only
states which are not “disturbed” by the action of a unitary,
namely, Ug7g Ué = 7 for all unitaries Ug. Together, these
mean that the clock needed only to control a system of finite
size, and thus, the backreaction it experiences is limited and
independent of the dimension dg [76].

[

One would like to prove analogous theorems to Theorems
1 and 2 for t-CTOs. Unfortunately, their Gibbs states satisfy
neither of these two aforementioned properties. Indeed, there
exist CTOs on finite-dimensional systems Hg which require
infinite-dimensional Gibbs states of infinite mean energy to
implement them [32,75,77]. This observation combined with
the fact that Gibbs states are also generally disturbed by the
CTO in the sense that Ugzg Ug # 1 for some Ug suggests
that a theorem like Theorem 2 for which €, from Theorem 1
vanishes is not possible since the backreaction on any finite
energy or dimensional clock would be infinite in some cases.
Furthermore, there is a technical problem which prevents
such theorems. The proof of Theorem 1 uses the known,
necessary, and sufficient transformation laws for noisy
operations (the nonincrease of the so-called Rényi a entro-
pies). However, only necessary (but not sufficient) second
laws are known for CTOs (the most well-known of which are
the nonincreases of the so-called Rényi « divergences [25]).

B. Autonomous control for catalytic
thermal operations

In order to circumvent the dilemma explained at the end
of the previous section, we now examine how well the
energy-preserving unitary of t-CTOs can be implemented
when one restricts to attempting to implement t-CTOs
which can be implemented with finite baths. We also
allow for some uncertainty in our knowledge, or ability
to prepare, the time-independent Hamiltonian which imple-
ments the transition. Specifically, we consider

Hscuorg = Hg + Hey + Hg + HE 6 ® HS + He,
(19)
where
[Hs + Hey + He, Hi 6] = 0. (20)

and normalization chosen such that the interaction term
has eigenvalues bounded by pi: | A%, |l < 7. With the
interaction term A%, in the Hamiltonian Eq. (19), and the
aid of the thermal bath and clock, we are targeting to
implement the joint system-catalyst state
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Oheu = e 0 (1 ® plt, ® Ta)ehes].  (21)
From Eq. (21), we can observe that the interaction term

St already allows for potential Hamiltonian engineer-
ing imperfections, since ideally, the interaction term
should leave the final state 6§, in Eq. (21) in a product
stati: Aof the form pé ® p%‘gt.‘ To capture these imperfections
in Hgtyg, we introduce /¢, which, for the initial state
e ®pl, ®1g, implements an uncorrelated system-
catalyst state:

o (0 © ply ® 26)euc].  (22)

Here, pl is an arbitrary state that can be produced by
such a transformation; i.e., it is an arbitrary state that can be
obtained from pg via a CTO. Note that the evolution
according the total Hamiltonian in Eq. (19) will not
produce such a transformation through time evolution even
if we have the term 71,  instead of A%, since the clock
is not ideal.

If we denote the difference between the states in

Egs. (21) and (22) by

Py ® piy = tigle”

(23)
then Proposition 45 states that ¢y is upper bounded by

€y = ||6éCat _pé

en < 2[1618¢uc o + 178G 1% (24)

where [|61%. ||, denotes the largest eigenvalue in mag-
nitude of the imperfection in the Hamiltonian preparation:

ST G = HEL, o — T . Note that there is also some
freedom in the definition of 7%, in Eq. (22) since the final
state of the bath is traced out and hence irrelevant. One can
minimize ||675%, ||, over this degree of freedom, reducing
the control requirements over the bath degrees of freedom
and improving the bounds on €.

We now introduce a state pici (), which we call the
target state. It is the state which we would be able to
implement with the Hamiltonian in Eq. (19) if we had
access to an idealized clock. Hence, any deviations from
this will be due to using physical clocks in the control. It is

given by

P (1) 1= USZ (1)[p2(1) @ pLy (1) ® 76 UG (1), (25)

where Ugih (1) =

0 fortrel0,1r],
o - { 0.1
1 for € [ty, 13].

’0() SCaG with
(26)
(Recall that the physical meaning of #;, t,, and 3 can be

found in Definition 1.) Therefore, tracing out the bath, we
have for 7 € [0, 1,],

P (1) =

P3(1) ® (1) (27)

while for ¢ € 1, 3],
() =

We now define a quantity A(z;x, y) which depends only on
properties of the clock system:

_it(ﬁS+ﬁCa!)Gécateit(gs+l:lcm)_ (28)

A(t;x,y) = </’g1|ﬁa<x’ Ha(y. 1)]py). (29)

fCI(X’ t) — e—itI:ICl+ix(9(t)1lCl—tH*C"l‘)’

x,t€R. (30)
The following theorem states that if A(z;x,y) is small for
all x,y € [—x, z] and the dimension of the bath dg is not
too large, then the clock can implement a unitary over
the system, catalyst, and clock which is close to a t-CTO
using the time-independent Hamiltonian in Eq. (19).
Furthermore, the clock itself is not disturbed much during
the process.

Theorem 3. (Sufficient conditions for t-CTOs) For all
states pQ and p2,, consider unitary dynamics Vscyci(f) =
e~itHscacis implemented via any Hamiltonian of the form
Eq. (19), with an initial pure clock state p2, = |[p&) (p2,.

Namely, pécqcic (1) = Vscacia (1) (08 ® ply ® ply ® 76) X
Vicucio (1) Then, the following hold.
(1) The deviation from the idealized dynamics is
bounded by

1PScac(t) = P5 (1) ® py(t) ® pey(1)]l1 < 2e46(1)
+ 6\/dstathtr[Té]\/ max |1 — A%(t;x,y)|.

YE[-m.7]
(31)

(2) The final state p&(z) is

10§ (£) = ps™* (1)1, < enb(0)

+ \/ dsdcydgtr[td] max I1—A%(t;x,y)], (32)
X,yE|-m,7|

close to one which can be reached via t-CTO: For all
t €[0,t] U [ty, 1], the transition

PR ® ply @ pli 10 P (1) ® ply (1) ® py(1)
(33)

is possible via a TO, i.., p2 to pg™ via a t-CTO.

A proof can be found in the Appendix Sec. AS.

Since the definition of the target state in Eq. (25) allows
one to reach all t-CTOs which are implementable with a d-
dimensional bath [78], Theorem 3 provides sufficient
conditions for the implementation of all t-CTOs which
are implementable via such baths. As long as the set of
CTOs with finite bath size is a dense subset of the set of all
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CTOs, Theorem 3 provides sufficient conditions for imple-
menting a dense subset of CTOs. While the TO in Eq. (33)
for ¢ € [0, #;] is “trivial” in the sense that it does not involve
interactions between the subsystems or requires the thermal
bath, it is nevertheless important since it captures the notion
of “turning on” the unitary—an essential step in the
implementation of any unitary operation.

Intuitively, in order for A(f;x,y)~1 for all
x,y € [-m,x], we see from Eq. (30) that we want the
initial clock state [p2,) to be orthogonal to the interaction
term Hg’f initially, and subsequently the dynamics of the
clock according to its free Hamiltonian H¢ to “rotate” the
initial clock state [pQ,) to a state which is no longer
orthogonal to A after a time ¢, when the interaction
starts to happen. Similarly, the evolution induced by Hc
should make the state |p2,) orthogonal to H after time 1,.
Meanwhile, the interaction term A% should have imprinted
a phase of approximately e~ onto the state | pOC]> during the

time interval (¢,, t,) to cancel out the phase factor ¢*?() in
Eq. (30). So we can think of the quantity A(z,x,y) as a
formal mathematical expression which quantifies the intui-
tive physical picture of “turning on and off an interaction.”

The quasi-ideal clock, which recall is of dimension dc,
and period Ty (when evolving under its free evolution), can
realize the above intuition to a very good approximation.
Indeed, the following theorem bounds the quantities on the
rhs of Egs. (31) and (32) up to engineering errors €y by
setting 13 = T in Theorem 3.

Theorem 4. [Achieving t-CTOs] For the quasi-ideal
clock, we have

max |1 —A%(t;x,y)]

X,yE|—7x.7]

< O(poly(dey) exp [—cdg]) (34)

as dcy — oo forall € [0, 1;] U [, T), where A%(#; x,y) is
defined in Eq. (30) and where ¢ = ¢(t,, 15, T) > 0 for all
0<1t <t, <Ty and is independent of d.

See the Appendix for the proof. On the other hand, it
turns out that the idealized momentum clock discussed in
Sec. II B satisfies A(z;x,y) =1 for all x,y € [-x, x] for
an appropriate parameter choice in which Case 1 in
Proposition 3 fails (see Sec. A 6 in the Appendix). Thus,
the rhs of Egs. (31) and (32) is exactly zero for all ; < ¢, in
this case. This observation highlights another point of
failure for this clock: It allows for the violation of the third
law of thermodynamics. The third law states that any
system cannot be cooled to absolute zero (its ground state)
in finite time. In Refs. [75,77], it was shown that under
CTOs, both the mean energy and dimension d of the bath
need to diverge in order to cool a dg-dimensional system to
the ground state. The inability to do this in finite time by
any realistic control system on H; manifests itself in that
MaXx, ye[—q.q |1 = A?(t;x,y)| cannot be exactly zero in this

case, so that the rhs of Eq. (32) becomes large due to the
factor dgtr[z%] diverging [79]. However, for the idealized
momentum clock, the rhs of Egs. (31) and (32) is exactly
zero even in the limit dgtr[z4] — oo, thus allowing one to
cool the system on Hg to absolute zero in any finite time
interval [t,,1,]. Finally, it is also worth noting that the
change in von Neumann entropy of the clock between
before and after the unitary is implemented is vanishingly
small for the quasi-ideal clock as its dimension increases.
This follows from applying the Fannes inequality to the
results of Theorems 3 and 4. This is because the Fannes
inequality implies that the change in von Neumann entropy
between two states approaches zero when the trace distance
between said states decreases faster than 1/ log(d), where d
is the dimension of the system in question.

Take home message from Theorem 3: The result
provides bounds which characterize the
backreaction incurred on any control device
implementing an arbitrary thermodynamic
transition, i.e., with baths which transfer both
entropy and heat. It includes and quantifies
engineering imperfections and has important
physical consequences for nonequilibrium
physics and the third law.

Take home message from Theorem 4: There
exists a control device, such that the bounds in
Theorem 3 for the incurred backreaction are, up
to engineering inaccuracies, exponentially small
in the device’s dimension. Thus, Theorems 3 and
4 together imply the existence of control devices
such that the laws of thermodynamics are not
modified for baths that can transmit both entropy
and heat.

IV. DISCUSSION

Other than the fact that Theorem 1 provides the neces-
sary conditions for implementation of t-CNOs while
Theorem 3 for implementation of t-CTOs, there are two
main differences between them. The first is that Theorem 1
applies to any time-independent Hamiltonian, while
Theorem 3 to Hamiltonians of a particular form. The other
main difference is that Theorem 1 provides bounds in terms
of how close the catalyst and clock are in trace distance to
their desired states, while Theorem 3 provides bounds in
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terms of how close A(#; x,y) is to unity. While the latter
condition implies small trace distance between the clock
and its free evolution, the converse is not necessarily true.
Fortunately, while A(7; x, y) ~ 1 is a stronger constraint, we
show that it can be satisfied by the quasi-ideal clock (this is
Theorem 4). However, from a practical point of view, its
fulfillment is likely harder to verify experimentally since
quantum measurements can be used to evaluate trace
distances, while the ability to experimentally determine
Max, yel—z.- A(%; X, y) is less clear.

Observe how the bounds in Theorems 1 and 3 increase
with d¢,, the dimension of the catalyst. This aspect of the
bound is also relevant in some important cases. Most
exemplary is the setting of the important results of
Ref. [62] which show that if one allows the catalysts to
become correlated, then, up to an arbitrarily small error e,
there exists a catalyst and energy-preserving unitary which
achieves any TO between states block diagonal in the
energy basis if and only if the second law (nonincrease of
von Neumann free energy) is satisfied. Here, the dimension
of the catalyst diverges as e converges to zero. The setting
considered is that of idealized control, and thus the
divergence of the catalyst does not affect the implementa-
tion of transitions. However, if one were to consider
realistic control such as in our paradigm, the rate at which
the catalyst diverges would be an important factor in
determining how much backreaction the clock would
receive and consequently how large it would have to be
to counteract this effect and achieve small errors in the
implementation of the control.

There are various results regarding the costs of imple-
menting unitary operations [80-88]. These all have in
common the assumption of implicit external control, while
restricting only the set of allowed unitaries which is
implemented by the external control. The allowed set of
unitaries is motivated physically by demanding that they
obey conservation laws (such as energy conservation) or by
comparing unitaries which allow for coherent vs incoherent
operations. So while these works consider interesting
paradigms, the questions they can address are of a very
different nature from those posed and answered in this
paper. In particular, the assumption of perfect control on the
allowed set of unitaries means that effects such as back-
reaction or degradation of the control device are neglected.

While other bounds do impose limitations arising from
dynamics, these bounds are not of the right form to address
the problem at hand in this paper. Perhaps one of the most
well-known results in this direction is the so-called quan-
tum speed limit which characterizes the minimum time
required for a quantum state to become orthogonal to itself
or more generally, to within a certain trace distance of itself.
Indeed, such results have been applied to thermodynamics,
metrology, and the study of the rate at which information
can be transmitted from a quantum system to an observer
[89,90]. In our context, the promise is of a different form,

namely, rather than the final state being a certain distance
away from the initial state, we need it to be a state which is
close to one permissible via the transformation laws of the
resource theory (t-CNOs or t-CTOs). Similar difficulties
arise when aiming to apply other results from the literature.
Perhaps most markedly is Ref. [91]. Here, the necessary
conditions in terms of bounds on the fidelity to which a
unitary can be performed on a system via a control device
are derived. Unfortunately, this result is unsuitable for our
purposes for two reasons. First, their bounds become trivial
in the case that the unitary over the system to be
implemented commutes with the Hamiltonian of the system
(as is the case in this paper). Second, since catalysis is
involved in our setting, bounds in trace distance for
deviations in the state of the clock due to the implementa-
tion of a unitary, are not meaningful due to the embezzling
problem discussed in Sec. II B. The latter problem is also
why one cannot arrive at the conclusions of this paper from
Ref. [67] alone.

This work opens up interesting new questions for
future research. In macroscopic thermodynamics, the
second law applies to transitions between states which
are in thermodynamic equilibrium. Such a notion is not
present in the CTOs, since the second laws governing
transitions apply always, regardless of the nature of the
state. One intriguing possibility which comes into view
with the results in this paper is that the CTOs actually
hold only in equilibrium, and the apparent absence of this
property has been hidden in the unrealistic assumption of
idealized control. To see why, observe that we prove
only that the transition laws for t-CTOs hold for times
t€[0,4] U [t,, 73] where the unitary implementing the
transition occurs within the time interval (¢,1,). It
appears that CTOs are not satisfied for the state during
the transition period (#,1,). If this can be confirmed and
proven to hold in general, then this suggests that the
CTOs actually hold only in equilibrium. A potential
physical mechanism explaining this could be that at times
around #; the clock sucks up entropy from the system it
is controlling, allowing it to become more pure after
finally releasing entropy back around the #, time so that
the system can then become mixed enough to satisfy the
second laws.

Another aspect which the introduction of the paradigm
of physical control into the paradigm of CTOs has given
rise to naturally is the variant of the third law of thermo-
dynamics stating that one cannot cool to absolute zero in
finite time. It is noticeably absent from the CTO formalism.
Future work could now investigate this property in more
depth. Previous characterizations of the third law [32] had
to assume that the spatial area which the unitaries in the
idealized control could act upon satisfied a light-cone
bound. While this is indeed a realistic assumption, it did
not arise from the mathematics. Here it arises naturally even
without the need for a light-cone bound assumption.
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Introducing similar nonidealized control for other re-
source theories [92,93] could allow us to understand the
requirements of these paradigms.

V. CONCLUSIONS

The resource-theory approach to quantum thermody-
namics has been immensely popular over the last few years.
However, to date the conditions under which its underlying
assumptions of idealized external control can be fulfilled
have not been justified. While it is generally appreciated
that they cannot be achieved perfectly, to what extent and
under what circumstances they can be approximately
achieved remained elusive. Our paper addresses this issue,
providing sufficient conditions which we prove are satisfi-
able. In doing so, our work unites two very popular yet
starkly different paradigms: fully autonomous thermal
machines and resource-theoretic nonautonomous ones.
Our approach and methods set the groundwork for future
unifications of generic quantum processing machines, of
which resource-theoretic thermal machines can be seen as a
particular example, with generic autonomous quantum
processes.

Not only could these results be instrumental for future
experimental realizations of the second laws of quantum
thermodynamics, but they can also open up new avenues of
research into the third law of thermodynamics and the role
of nonequilibrium physics.

In particular, we introduce a paradigm in which the
cost of control in the resource-theory approach of
quantum thermodynamics using CNOs and CTOs can be

characterized. This is achieved via the introduction of t-
CNOs and t-CTOs in which control devices fit naturally
into this thermodynamic setting as dynamic catalysts.

We then derive sufficient conditions on how much the
global dynamics including the control device can deviate
from the idealized case in order for the achieved state
transition to be close to one permissible via CNOs. This is
followed by examples of a control device which achieves
this level of precision.

Finally, we introduce Hamiltonians which lead us to a
criterion for all CTOs with a finite-dimensional bath. The
bound captures the requirement of better quality control, as
the bath size needed to implement the CTO gets larger.
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both cases A =S and A = SCat.

on subsystems X, ..

Unless stated otherwise, the below commonly used notation has the indicated meaning.
(i) Abbreviations for transformations: NO, CNO, TO, and CTO. The prefix “t-” can be added to any of these
abbreviations and stands for time. See Sec. Il A for their definitions.
(i1) Subscripts: The following subscripts are added to states to indicate the subsystem they belong to. Subscript g is
the system, c, is the catalyst, (¢ is the clock, g is the bath. A result with a subscript , means the result holds for

(iii) Partial trace: We use the quantum-information notation for partial trace. For a generic bipartite quantum state
Px,x,» We denote the state on subsystem x; after tracing out subsystem x, by py,.

(iv) Time dependence: p% or 6% is the initial state on subsystem X. p} or o is the state on subsystem X after the
application of a fixed transformation to the initial state p} or o, respectively. p% () or 6% () for n = 0, 1 is the

dynamically evolved state p§ or o% according to its local Hamiltonian: p%(f) = e”f’XpS’(e

., X; at time ¢t whose time evolution is not given (in general) by the sum of the local
Hamiltonians A x, 7+, +Hy,. Its exact definition is context dependent and given locally in the text.

(v) Dimensions: dy is the Hilbert space dimension of subsystem X.

(vi) Thermal states: 7y is the Gibbs state of subsystem X, i.e., 7y = e~#x/T/Z, where Z is the partition function, and T
is the temperature in appropriate units. The maximally mixed state denoted 7y is a special Gibbs state
corresponding to when Hy is proportional to the identity Ty. It takes on the form 7y = 1y/dy.

1

—itHy or

011016-12
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APPENDIX: PROOF OVERVIEWS

In this appendix, we provide the proofs of the results in
the maim text. Owing to the complexity of some of these
proofs, with the exception of Proposition 3, the others have
a high-level overview of the proof here, with details
relegated to the Supplemental Material [33].

1. Proof of Proposition 3

Here we prove Proposition 3. We assume the assertions
in both cases in the proposition and culminate in a
contradiction, hence showing that the assertions cannot
simultaneously hold. To start with, we denote the unitary
transformation implementing the TO from p9(7) to pl5(2)

by Unag(t) = e 0. where

5(1) = {0 if t €10,1],

Al
1 if 7 € [ty, 13]. (A1)

By definition of TOs, Uag(f) is an energy-preserving
unitary which must commute with q AG = Hy®
Tg+ 14 ® Hg = Y. % E,|E,)(E,| 5 and can therefore
be chosen to be of the form H, = ZdAdG Q|E ) (E,|ac

with Q, € [-z, 7). In order to avoid trivial unitaries, we
also assume that the phases are nondegenerate Q, # Q, for

n # p. It then follows from [Uxg ® ¢y, Haga] = 0 that

£kl

A% =0 (A2)
for k # I. Using the expansion of Hgc from the prepo-
sition, it then follows that

dydg
HAG®“C1+Z|E E|AG®H

n=1

Hpga = (A3)

Expanding the state p,g in the energy basis pag =
lm % Al EN(Ep|ag, we find from the definition of

Phaal(t),

(mm)
(Elpka(1)En) = Ay (0)tele e poefa™ ),

where the dependence of the
A1) is  defined via pag(t) =e Mrpsge
dads A (1)|Ef)(E,|ag- On the other hand,

I,m=1

(A4)

time coefficients

itHag —

(Ei|Uac(1)pac(t) = Ay (1) 1= 230

(45)

ULG(I) |Em>

We now proceed to show the contradicting statement. Let
us assume we can equate Egs. (9) and (10) and furthermore
assume that the power series in Eq. (8) is convergent in the
neighborhood of either #; or #,. Since Eq. (A5) holds in the

case of Eq. (9), and Eq. (A4) holds in the case of Eq. (10),
we find by equating these equations for all m # 1,

m,l: 1,2, ...,dAdG:
e it(Qu=Q)3(1) — tr[ —thC] >p eth(”’ ”’)]‘ (A6)
Hence, if the power-series expansion Eq. (8) holds,
e_it<gm _Ql)é(t> (A7)
o0 (_iﬁ[(l’l))n (lH<mm))p .
= > tr{ n? P2 ‘2' P (A8)

However, for ¢ € [0, 7;] we have that §(¢) = 0; thus, since
0 < t; < r, with r the radius of convergence of the power
series, for any 7 € (0, ¢,), we find [94]

q
d_e—it(gm—Q,)é(t)h:; =0 for = NT.

pr (A9)

If we take derivatives of the rhs of Eq. (AS8), evaluate at
t =1, and set to zero, we find

(L . pr(m,
RS GHE™)
n! c p!

= 60,;160.[71 (AIO)

where 6, , denotes the Kronecker delta function. Yet if we
plug this solution into the rhs of Eq. (A8), we find a
contradiction for 1 € [t,,r) # @.

2. Proof of Theorem 1

In this section we prove Theorem 1. We also need the

results from Appendix Secs. A I-A 5 to aid the proof.

The below theorem is a slightly more general version of

Theorem 1 in three ways:

(1) In the below theorem, no time dependence is
assumed, since while it is physically reasonable to
do so, it is not necessary from a mathematical
perspective to prove our theorem.

(2) We denote by pgat a generic catalyst of dimension
D¢, To achieve the version of Theorem 1 in the
main text, one makes the identification p  in the
below theorem with p, ® p2, in Theorem 1 and
letting D¢y = degder- The motivation for this re-
labeling is that for the purposes of this proof, there is
no point in distinguishing between the clock catalyst
(which controls the interaction) and the other cata-
lyst, which allows for thermodynamic transitions,
which would otherwise not be permitted under TOs.
In other words, it is only in later theorems that we
care about actual dynamics where the distinction
between the two types of catalysts is important.

(3) The bound on €y (€emp> ds, Dcge) in Eq. (A14) is a
more general version than that stated in Theorem 1

011016-13
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in the main text. A proof that Eq. (A14) implies the
version stated in the main text can be found in

Corollary 33.

Theorem 5. [Sufficient conditions for implementing
CNOs] Consider arbitrary initial state pg of not full rank
and arbitrary catalyst p%at. Consider arbitrary unitary Vgcag
over pS ® pl, ® 7, and suppose that the final state

Pcac = Vscac(P§ ® ply ® ‘?G)VECMG satisfies

lPca = P§ ® Plalli < €cmp- (A11)

Then there exists a state o5 which is close to pf,

HGS _ngl < €res> (A12)

such that

p(s) ® Pca>0s @ Pea (A13)
for some finite-dimensional catalyst pc,. Here, €., =
€res (Eemb» ds, Dcat), Where dg, Dey are the dimensions of
system p2 and catalyst p2., respectively. Specifically,

43 + 4(In dgDcy) In dg
ln(l/eemb)

€res(€embv dS, DCat) =5

Explicitly, one possible choice for og is

- _{“s/ds if [|p§ — Ts/ds|li < €res
S — .
(1_€res)p£+€resﬂs/ds if |‘pg_ﬂ8/ds|’1 Z6res~
(A15)

a. Overview of the proof

We show that catalytic majorization holds by using the
Klimesh conditions given in Theorem 6. Since we assume
that the initial state is not of full rank, and the final state o by
definition is of full rank, it is enough to show that for a > 0,
9a(p?) is strictly larger than g,(os). In terms of simpler
functions f, given by Eq. (A4), we need to show that

for a > 1,

for a € (0, 1]. (A16)

In particular f; is the Shannon entropy, so the condition for
a = 1 can also be written as

S1(pg) < Si(os). (A17)

There are other equivalent ways of writing the conditions
using the Tsallis-Aczel-Daroczy entropy (in short, Tsallis
entropy) defined in Eq. (A6), or Renyi entropy of Definition 8,

To(p}) < Ty(os) fora>0,
Sq(p2) < S,(os) for a> 0.

(A18)
(A19)

Itis in one way more convenient than the condition in terms of
faNamely, the case @ = 1 is not given by a separate formula.
Indeed, T = lim,,_,; T, (the same for S,). Note here that for
each single a, the inequality with Renyi entropy S, is

%

1/6 €emb dsDcy

+ dSDCaleeéb +5 <(dSDCat)2 p ell)n In at) :
S+ Cat €emb

(Al14)

I
equivalent to inequality for 7',. Thus, for some a’s we may
show the inequality for T, while for others for S,. Now, let us
sketch how we approach this problem.
(1) Showing the inequalities (A18) for states pg and pf
up to term 7,,.

By assumption, the initial state pJ ® p2., ® p¥ is
unitarily transformed into p&. . This transforma-
tion does not change functions like f,, T, S,. Then,
going back and forth between f,’s and T,’s, and
using the continuity of 7, from Theorem 7, we
obtain

To(pQ) < To(pk) +n,DE, fora>0 (A20)

with 7, satisfying

Mg > 6D <€j;b> for a € (0,1/2].  (A21)

€emb €emb 1
> -32D 1 f <—,
Ta = VD "\ p O Cem S35,
IS ! 2
a 2 b 9,

Ng = 61/Déey,  for a € [2,00),

where D = dgDc,. Anticipating that there may be
problems with @ around oo (this becomes clear later)
we also obtain a similar inequality for the Renyi S,
entropy:

(A22)

Seo(P2) < S (L) + o (A23)
with

Neo = DCateernb' (A24)
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(2) Removing term 7, by replacing pf with its approxi-
mated version oyg.

The inequalities (A20) are not yet satisfactory,
since we need strict inequalities, while the above
ones are not only not strict, but also there are
terms #,. Fortunately, we want to show the strict
inequality not for the state pf itself, but for its
approximated version 5. The state o is just p with
admixture of the maximally mixed state when it is
far from it, and it is just the maximally mixed state
when it is close to it.

(96D “52)" =2 i ()

ér(a) <

It may appear like the end of the story is near. We
need just to choose some ¢, which is larger than all
of the three values above. The Tsallis entropies on
the rhs will then just grow (as the entropies grow
when we increase the admixture with identity or if
we replace with identity; see Lemma 20); hence, the
inequalities will be still satisfied. Thus, for so-
chosen ¢€,,, we obtain Eq. (A18) [where recall that
or depends on €, as in Eq. (A15)]. However, there
is a problem with « around 0 and around oco. For the
a’s, the above bounds for €7 become large, while we
want them to tend to zero for €., going to zero. In
other words, we do not have a uniform bound for &;
for all @’s at the moment.

For a lying in those regions, we turn to Renyi
entropies and prove inequality (A19) rather than
Eq. (A18). To deal with large values of a, we use
Eq. (A23) in conjunction with Proposition 19 to
show that for a > 1,

Sa(P8) < Su(0§ (6w (@))) (A27)

with

Ind
€ual@) S 4Y/75 4 Deey =0(@). (A28)
a

To deal with values of a around zero, we prove in
Proposition 19 that for « € (0, 1),
Sa(ps) < Salo§ (eo())) (A29)

for

< Q0 (-1024D% /Fmn | /Smys =gy for all a € (1/2,2],
(96 V Deemea)% = €T max (0{)

The idea now is to show that due to this
admixture, og will have larger values of entropies
than pf by such an amount that it will allow one to
bypass the #’s and obtain the needed strict inequal-
ities. A crucial step is done in Proposition 19, where
for €emp < (1/32D?) we obtain the following in-

equalities:
To(pY) < Tu(ot (r(@)) fora>0. (A25)
where
for a € (0,1/2],
(A26)
for a € (2, 00).
|
dg — 1\
eo(a) < < S 7 ) =g(a).  (A30)

In this latter case, we use our assumption that the
rank of the initial state p3 is not full. Note that the
above €’s behave reasonably for large (or small)
values of a. The &)(a) goes to zero as a goes to zero,
and €, tends to 4y/De.y,. We then choose some
Opin and Ay, and below a;, as well as above o,
we use the inequalities for Renyi entropies (A19),
while between a,,;, and a,,,,, we use inequalities for
Tallis entropy (A18). The rest of the proof is to
choose a;, and o, in such a way that the resulting
common bound ¢, for all five types of €’s [i.e., three
coming from Eq. (A26) and the other two from
Egs. (A28) and (A30)] is the smallest possible.
Finally, one may ask why we do not use the Renyi
entropy everywhere. We do not use it because it is
easier to deal with Tsallis entropies for this region of
a in Proposition 19.

Now we are ready to present the full proof of the
theorem, with most of the technical lemmas rel-
egated to the Supplemental Material [33].

Proof.-—Since p(s) is not of full rank, and the final state og
is by definition of full rank, we need only to consider
Klimesh conditions from Theorem 6 for a > 0. Consider
first « > 0, a # 1. If for some unitary U we have

Uﬂg ® p%at ®igU" = plSFCatG’ (A31)

then
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(A32)

fa(ﬂ(s) ® P%m ® %G) = fa<ngatG)’

where f, is defined in Appendix Sec. A 1. Because of
convexity or concavity of f, and their multiplicativity, by
Lemma 11, putting A = SCat and B = G, we obtain

for a > 1,

for a € (0,1).

fa(pg ® pgat) > fa(/)gCat)’

Fa(P8 ® ply) < falPhca)s (A33)

This implies, by the definition of Tsallis entropy T,
[Eq. (A6)], that for all @ > 0, @ # 1 we have

Ta(p(S) ® pOCat) < Ta(pgcm)' (A34)
We now use [|pgc, — p§
ity Lemma 21 to find for @ > 0,
To(pica) < TalP§ ® ply) +1la (A35)
for all #, satisfying
Ny > 6D (i‘;"’) fora € (0,1/2],  (A36)
—32D leemb /eemb
fi <—, , A37
Or €emb 32D2 a € <2 ) (A37)
Na = 6/ Déey, for a € 2, ), (A38)

where D = dgDc,,. We rewrite the above equation back in

terms of functions f,, which gives

for a > 1,

for a € (0,1).
(A39)

((Z - 1)']0(
(a - 1)’7(1

fa(P£Cat) 2 fa’(pg ® p%at) -
fa(pgcm) < fa(pg ®p0Cat) -

Then, by using Eq. (A33) followed by the multiplicativity
of the f,’s, we obtain from the above equations

a2 £l =2 foras 1, (Ado)
fa( Cat)
-1
£u(e) Sfa(pg)—;j(p(c)at)) he forae(0.1).  (Adl)

Finally, using f,(p) > d'~* for @ > 1 and f,(p) > 1 for
€ (0,1) [these inequalities follow from setting r =1,

p=a, and r = a, p = 1, respectively, in Eq. (A268) in

Lemma (29)] rewriting back in terms of 7,’s we obtain

T,(p?) < T, (pk) 4+ n,DE!  for a > 1, (A42)

To(pd) < Ta(p§) + 1 for a € (0,1). (A43)
Here we include the case @ = 1, which is obtained by
taking the limit @ — 1 [95]. We can somewhat crudely

unify this equation into

To(pS) < To(p§) +naD¢y for a>0.  (A44)
Furthermore, Eq. (A33) implies that for a > 1,
Sa(P§ ® pea) < SalPica)- (A45)
and by taking limit @ — oo, we get
Seo(P§ ® Plar) < Seo(Picar): (A46)
which by Lemma 21 and additivity of S, gives
Seo(P8) < Seo(P§) + Mo (A47)
where
Moo = Dcat€emb- (A48)

Let us now define as in Proposition 19

Is/ds
ofe)={
° (1-e)pk +els/ds when ||pf —Ts/ds]|, > e.

(A49)

when [|p§ —1s/ds]|, <e,

Equations (A44) and (A47) by using Proposition 19 lead to
the following conclusion: For

(165,D&, d%")3 for a > 1,

ér(a :{ 1 (A50)
(16n,D¢,d¢ a™l)s  for a € (0,1),
Ind
em(a):4\/u+nw for a > 1, (AS1)
12
€la) = (1 - d_> for a € (0,1), (A52)
S

we have

To(p§) < To(og (Er(a)))

—min {DE, 1, To(1/ds) = Ta(pQ)}  for a >0,
(AS53)

S(l(p(S)) < S(z(o-lsr(eoo (a))) min {DCdtnw In ds - Sl (p(S))}
for a > 1, (A54)
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Sa(ps) < Sa(0f(eo(a))) (A55) Sa(p) < Sa(o§(eo(@))) forae (0.1).  (A59)
—Eln o1 for a € (0, 1), (A56) Let us now insert explicitly the ’s from Eqgs. (A36)-
s (A38) and Eq. (A48) into Eqgs. (A50)—(A52). For
q q
from which we achieve
1
Tul) < Tulo§ @r(@)) fora>0,  (AST) e <3357 (A50)
Sa(p§) < Sa(0§(ew(@))) fora>1, (AS8) e achieve the upper bounds
|
er(a) < (96D ) @) for ae (0,172, (A61)
(04
€ Cemb \ 3
<—1024D2,/°—mb1n,/ emb) = €rmia  for a € (1/2,2], (A62)
D D
(96/Dé ey D)3 =: Ep max (@) for a € (2, 0), (A63)

1
e(a) <4 M9 | pe =z (a) forael, o), (AG4)
(04

dg — 1\ =
a=(45)

where D = dgDc,.. We now divide the set (0, 00) into five subintervals (some of which may be empty). For a,,;, € (0, 1),
Amax € [2,0), we have (0, 00) = (0, Apin] U (@min, 1/2] U (1/2,2] U [2, dpax] U (tmax, 00). For each of these intervals, we
compute upper bounds on our epsilons. Specifically, from Eqs. (A61), (A64), and (A65), we observe that

:&g(a) for a e (0,1), (A65)

€0<0!) < é‘O(O(min) Vae (0’ amin)7 v Omin € (0’ 1)’ (A66)

t7':Tmin(amin) Vae (amim 1/2}’ v Omin € (07 1/2]’
£2(@) < { Erma vae (1/2.2] (A67)

Ele’l’l%lX (amax> V a G [2’ amax]? V amax E [2’ m)’
€00(a) S éoo(amax) Va e (amax’ OO), V amax e [1’ m)' (A68)

Now we define €, as any value satisfying

€res (Umins Amax) = MaX { €min (Amin)» Emax (Amax ) s Ermia }» (A69)

where
Emin(Umin) = Max {€7 min(Amin) € (Fmin) }+ (A70)
Emax (Cmax) = Max {&7 max (Amax ) Eco (Amax) }- (A71)

Thus, using Lemma 20, we have

Sa(p(s)) < Sa(ag(EO(amin))) < Stx(ag(eres (amin’ amax))) Vae (O’ amin)! (A72)

Ta(pg) < Ta(o'g (éTmin(amin))) < Ta(ag(eres (aminv (xmax))) Vae (aminv 1/2), (A73)
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Ta(ﬂg) < Ta(ag(éTmid)) < Ta(ag(eres(amimamax)))
Ta(/)g) < Ta("g(ETmax(amax))) < Ta(ag(eres(aminv amax)))

Sa(ﬁg) < Sa(ag(éoo (amax))) < Sa(ag(eres(amin’ amax)))

holds for all ay,;, € (0, 1), apay € (2, 00) [96].

Thus, for any particular choice of ay;, € (0,1) and
Amax € (2,00), €res(Amin> Amax) 18 such that the Klimesh
conditions are satisfied, so that for any pg there exists
catalyst pc,, such that

Pg ® ﬁCat>0§(€res) ® Pcar- (AT7)

Our next aim is to find an explicit expression for
€res (Amins Imax) With the aim of choosing the parameters
Qmins Fmaxs SO that € (Amin, dmax) 18 NOt too large. In
Lemma 22, we show that the €, given in the statement of
the theorem upper bounds €. (@pmin, *max) fOr some api,
and .. This finalizes the proof. L]

To see how to write Theorem 5 in the form of Theorem 1,
see Corollary 33 in the Supplemental Material [33].

3. Introduction to the quasi-ideal clock
and proof of Theorem 2

In the following subsection, we start with a brief over-
view of the properties of the quasi-ideal clock. These are
necessary for the proof of Theorem 2, which is in Appendix
Sec. A4a.

a. Brief overview of the quasi-ideal clock

In this section, we recall the clock construction from
Ref. [67] which is subsequently used to prove Proposition
4, which in turn leads to the proof of Theorem 2.

The time-independent total Hamiltonian over system

pa ® par is

Ay =Hya @1+ HY @V, + 15 ® Hoy.  (AT8)

where H , is the system Hamiltonian which commutes with
int

the target unitary U, The term A" encodes the target
unitary via the relation Uy"*" = ¢~%" with

da
HY =30, ln) (. (A79
n=1

The clock’s free Hamiltonian Hg is a truncated

harmonic  oscillator Hamiltonian. Namely, Hg =
41 wn|n)(n|. The free evolution of any initial clock

state under this Hamiltonian has a period of T, = 27/,
specifically, e="ToflapeiTotlcr = p, for all p. The clock

interaction term Vd takes the form

Vaell/22], (A74)
Vae 2, any), (A75)
Va € [apax, ) (A76)
o d &
Va= T_Z Va(k)[0k) (O, (A80)
0 %=0

where the basis {|0;)}¢-} is the Fourier transform of the
energy eigenbasis {|n) }%}. The function V,:R > R will
be called potential and is defined by

Vi) =g vo(Fo-w). (e
where V| is an infinitely differentiable periodic function of
period 2z centered on O (so that V,; has period d and is
centered on yg). A lot of results hold for this general form of
potential. To obtain all the results, we need a specialized
form of potential given by

2n

27[<2n) ’

n

Vo(x) = A.cos? (;f) with A, = (A82)
and where 7 is later taken to be a suitable function of the
clock dimension (specifically, later we take n ~ d'/#). Here,
A, is a normalization constant so that [ Vi (x)dx = 1.1tis
important that V, has exponentially decaying tails

—2n6 1 >
g, = / " Vy()dx < e for 5y € (0,7).
—27(1-5,) v
(A83)

The bound in Ref. [67] is tighter and does not diverge as
Sy — 07, but the present one is just enough, as we care just
about scaling for the proof anyway (see Lemma 36).

Recall that for the quasi-ideal clock, the initial state is
pure pcp = |‘Pnor(k0)><‘ynor(k0)|’ where

‘Tnor(k()» = Z W(kO; k)|9k>7 (A84)
keS, (ko)
‘//(ko;x) — Ae_fz(X—ko)zei27m0(x—k0)/d’ xER (ASS)

with 6 € (0,d), npe (0,d—1), kg e R, A€ R", and
S,4(kg) is the set of d integers closest to kq defined as

d d

Note that for k larger than d — 1 or smaller than 0, we
define 6, as 0; 0q44- The quantity A is defined so that the
state is normalized, namely,
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A= O'ko

I —)

(A87)

The parameter n is approximately the mean energy of the
clock, and for good clock performance, it should be not too
close to 0 or to d. We later set it to (d — 1)/2 as suggested
in Ref. [67]; see Definition 1.

4. Small error on the clock

Here we prove a proposition that is crucial to prove
Theorem 2. The proposition states that for the clock
described above, the state of the clock acquires a
small error.

Proposition 4. Consider the quasi-ideal clock described
above. Consider times ¢, f, satisfying 0 < ¢, <, < T.
Then for the potential V; determined by Egs. (A81) and
(A82) with yy = (t; — 1,)d/T, and n = [d'/*], we have

=pa D] < (A88)

|
lp& (1) t1 poly(d)e=<24",

th —

where ¢, = min{g-. (t, — 1,)?/(32T%)}.

Remark 5.—The unbounded from above factor
1/(t, —t;) is not necessary, and in the original paper
[67] it did not appear. Here it is the price for a simpler
proof of potential concentration properties.

Proof.—Let us set arbitrary times #; and #,. We want to
show that we can choose the potential in the clock
described in Appendix Sec. A 3 a so that, apart from times
near the boundaries (i.e., those not satisfying
0<t <t, <Typ), it will be close to the free evolution
of the clock state. In other words, the evolution may be
different in the “interaction zones.” The potential has been
already determined with two free parameters: the peak
position y, and n determining the concentration of the
potential around the peak. As we argue later, the clock state
(we call it pointer) will approximately travel around the
circle with linear speed d/ T, so that to times 7, and 7, there
correspond positions y; = 1,d/Ty and y, = t,d/T, (see
Fig. 5). Since the interaction can take place on the interval
where the potential is non-negligible, we aim to have the
potential concentrated in the area between y; and y,. To this
end, we choose the peak of the potential to be in the middle
between y; and y,:

Vi t+y

[2+t2d
Yo = ) =

2 T,

(A89)

The concentration parameter 7 is chosen later. With such a
potential, we want to estimate the following quantity:
(A90)

I (2) = P&y (D)l

FIG. 5. Dynamics of the clock. The circumference of the circle
is d. The red profile represents the amplitudes of the clock state
(called pointer) with the weight concentrated within +6,,d from
the center. It moves around approximately with speed d/T . The
potential V, has peak at y,. The positions y; and y, are
determined by the times #; and #, and denote places which the
peak of the clock state will reach at times #; and ¢,.

To this end, we evaluate the fidelity and use ||p — 0| <

2y/1 = F(p,0)*. In Ref. [67] (see the proof of Lemma
10.0.3, page 192) after a bit of algebra, the following is

obtained:

pCl an n n <

where {p,,(0)}, are the eigenvalues of the initial system
state p,, and thus also constitute a set of normalized
probabilities. |®,,(¢))¢ is defined by

D, (1)|cr» (A91)

|®,,(1))c1 =T (A92)

(t> |Tnor(k0)>C1’

—it(Q,V,+He) i

[(1,Q,) =e (A93)

where {Q, € [-7. 7]}%, is a set of phases which deter-
mine the target unitary one wishes to apply [see Eq. (A79)].

Using F(p.y) = (wlplw), we get

F(pg (1), par(1))

_ann

> min |<Tnor(k0>|eitHle(t’Q)ll}lnor(kO)Hz'

Qe[—r.7|

nor k0)| l[HCIf(t7Qn)|anor(k0)>|2 (A94)

(A95)

We thus aim to show that the following states
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e_ltHCl |an0r(k0)> and F([’ Q) |Tnor<k0)> <A96)
have overlap close to 1, irrespective of phase Q. To this end,
we use the core theorems in Ref, [67] (Theorem VIII.1 on
page 19 and Theorem IX.1 on page 35). They say that
(i) under evolution e the state |Wpo (ko)) up to a
small correction evolves in a trivial way; namely, its
peak undergoes translation
(ii) under evolution I'(Q, ) the above translation occurs
too, but in addition, the kth amplitude of the state
acquires phase equal to the potential integrated over
the interval that k traveled
More specifically, for ny = (d — 1)/2 (cf. Definition 2 in
Ref. [67]), which means that n,, which has the interpre-
tation of the average energy, is not too close to O or to the
maximal energy, we have

e e W, (ko)) (A97)
= Whor(ko + 1d/To)) + le.) (A98)
= Y wlko+1td/Te: )0 +le).  (A99)

keS,(kat1d/To)
I(2. Q)[¥or (ko)) (A100)
= |Woor (ko + td/To, td/Ty)) + |e,) (A101)

= 3 Oy (ko +1d/Tyk)|0) +le,). (AL02)
k€S, (ko+1d/Ty)

where the phase acquired by the kth amplitude is given by

k
m=a [ ave). (@0

Now, for ¢ = \/d and for n = L[d"*7 in the potential form

of Eq. (A82) we have (see Lemma 37)
|| |81/> HZ =€y S tp01y(d>e_ﬁd1/4’
H |gc>||2 =E = O(pOly(dCl)e_%dCl).

Actually, only the estimate on ¢, depends on the potential
form. The bound for ¢, holds for arbitrary periodic V.

(A104)

Now, since for normalized |y), |¢) and |x), |y) such that

I <1, we have [((w]+ (x)[(l¢) + [y))I* >
[(wl#)I* = 31| = 3[I[y)l. we obtain from Eq. (A94)

F(pe(1), par(1))
> min |<‘Pn0r(k0 + td/T0)|LPnor(k0 + td/TOv td/T0)>|2

Q€[—n,7]

(A105)

-3¢, — 3e,. (A106)

We thus have the situation that W . (kg + td/T,) and
¥, (ko + td/T,) have the peak moving around with speed
d/T,, while ¥, in addition acquires phase. We now write

explicitly the above inner product

A(Q) = <Tn0r(k0 + [d/TO)llilnor(kO + td/T(h td/T0)>
(A107)

. 'k
= MmOy (ko + 1/ TR P,
k€S (ko+1d/Ty)

(A108)

and the goal is to show that it is close to 1 independent of Q
for all times before #; and after 1.

The idea to prove this (along the lines of Ref. [67]) is the
following (see also Fig. 5). Let us denote the position of
the peak of the pointer by k(1) = ko + td/T,. We set the
initial pointer’s peak to be at 12 o’clock, i.e., ky = 0. First,
since Gaussians have rapidly decaying tails, we have (see
Lemma 35)

gLR = E

k: |k—ko|>5,,d

Waor (ko3 K)[? < poly(d)e=®’d  (A109)

for §,, > 0. We can restrict the sum in Eq. (A107) and leave
only k's lying within the interval k(¢) + 6,,d. Since the
pointer’s peak travels with speed d/ T\, i.e., ko(t) = td/T,
for times “before the interaction,” i.e., t < t;, the k’s will be
to the left of y; + J,,d, and for times “after the interaction,”
i.e., 1 > 1y, they will be to the right of y, —6,,d.

The potential is strongly peaked around y, which sits
between those two positions. Thus, for times ¢ < #; the ks
are traveling within the tail of the potential, while for times
t > t,, all the k’s have passed the “body” of the potential.
Thus, for times ¢ < ¢, by virtue of Eq. (A103), the acquired
phase for all those k’s will be close to zero (less than Qéy,
where ey, is the area of the tail), while for times ¢t > 1,, the
phase will be close to Q [larger than Q(1 — &), since the
total integral of the potential is 1].

We now write it rigorously. First of all, we cut the tails of
the pointer. We split A(Q) as

A(Q) = Ac(Q) + Ar(Q) (A110)
with
Ac(@) (Al11)
= Z e—iﬂ kk,[d/1,0 dyV(y) Waor(td/To: k)2, (A112)

k—td/To|<5,,d
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Ar(£) (A113)
. k
= > T My /Ty )P,
8,d<|k—1d/T,|<d/2

(A114)
We then have
[ALR(Q)] (Al15)
< W nor (ko3 k)2 = e g <poly(d)e=®’d,  (A116)

Ynor (K05 LR = POly s

k:|k=ko|>5,d

where the tail bound is, for completeness, given in Lemma

35. By the tail estimate (A115), for e;g < 1 we then get

[AQP 2 [Ac(Q) - 2ep. (A117)

so that it is enough to show that A-(Q) is close to 1
irrespective of Q.

We now bound the phase ¢ () for our restricted set

of k’s.
Times before interaction: Consider time ¢ < ¢;, and as

said we are restricting to k such that |k —td/T| < §,d.
This implies
k S td/TO + 5'I/d S tld/T() + 5,,,611 =1 + 61/,61,
k—1td/Ty> —6,d, (A118)
which gives (see Fig. 6)
k yi+8,d
w=a [ viaysa [ v
k—td/T, —0,d
(A119)

Yo—bvd 276y
< Q/ V.(y)dy = Q/ Vo(x)dx = &y,
Yo+oyd—d —2z(1-6y)

(A120)

where 6y is determined by oyd = yy — y; — 6,,d. Denoting
t, —t; = At, we have 6y + 6, = At/T,, and we may
choose 6y = 8, = At/(4T,). We know from Eq. (A83)
that €y, decays exponentially in the concentration parameter
n of the potential.

Times after interaction: Now we consider ¢ > t,. Similar
to before, the condition |k —td/T,| < §, implies
k Z td/TO - 5'I/d Z t2d/T0 - 5'I/d =Yy — (31',,(11,

k—1d/Ty < 6,d, (A121)

hence,

k 2=0,d
ni=a " viwze [T v @)

P
Yot+ovd
>Q
Yo—6yd

= Q1 - &y).

2ndy

Vai(y)dy = Q/ Vo(x)dx  (A123)

—27dy
(A124)

Altogether, for times 7 < ¢; and t > t,, respectively, we
obtain

e — 0| < QEy. e — Q| < Qe (A125)

We can now come back to the estimation of A,. Denoting
Ay = Woor(td/Tos k), (A126)

we have

AC = e_i(/)kAk.
|k—td/Ty|<6,,d

(A127)

Because of normalization and the tail estimate of
Eq. (A115), we have

1 - EIR < (AIZS)

Yo oA=L

|k—td/To|<6,,d

Thus, we have an expression where the A,’s are almost
normalized, and the ¢;’s almost equal to each other; hence,
the expression must be close to 1. Indeed, Lemma 34
implies that
|Ac(Q)| 2 1 — e g — 7Ey, (A129)
irrespective of whether we are before or after the interaction
(i.e., whether t < t; or ¢ > 1,) because we use only the fact
that the phase is approximately equal, which happens in
both cases as in Eq. (A125).
We can now come back to the fidelity. From estimates
(A105), (A117), and (A129), we have

Flpb(0).pa(0) min [A@)-6e, (A130)
> min |Ac(Q)—2e,—6e,  (A131)

Q€[-n.7]
Zl_gLR_ﬂéV_szR_3€y_38y' <A132)

We now use the exponential bounds on all the €’s. Recall
that e g and &, are tails of the pointer shape and the
potential, and that ¢,, ¢, describe deviations of the pointer
evolution from the simple picture of movement and phase
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(a) o1 (t) = Qarea( )
€y = area( )
tld/Tg
, , td/Ty .
A oyd
! \ :
i N\ 6 5
: Y/ : 7/ | .
yol—d : 0 Y1 vo d
(b) o (t) = Qarea( )

1~€V=area( // )

td/Tp

th/TO

yo—d 0

it

FIG. 6. Acquiring phase by the clock states |0;). The quantities area (

) and area ( ) are the areas of the orange and blue

regions, respectively. (a) Times ¢ < t,. For such times, the peak of the pointer will travel with speed d/T, up to y,, so that the body of the
pointer (i.e., the part within +6,,d from the peak) will always be within the blue area. We consider arbitrary k within the body of the
pointer at time ¢ (the left dashed pointer) and its past position k — 7d/T. The phase ¢, (t) acquired by |6;) is proportional to the yellow
area, which is contained in the blue one, which in turn is the tail of the potential and therefore small. (b) Times ¢ > ¢,. In this case, the
pointer is initially before the blue area (the body of the potential) and ends up after it. Thus, any k from the body of the pointer at time ¢
had to travel through the blue area from its past position k — #d/,,. The acquired phase ¢, (¢) is proportional to the yellow area. The latter
for any k is larger than the blue one (body of the potential) and therefore the phase is close to Q.

acquisition. Here we write the bounds for those quantities
given by Egs. (A104), (A115), and (A83),

e, < tpoly(d)e 4",
e, S poly(dgy)e#a,
ER < POIY(d)e_a"’zda

1 2
EV S —€_6V n’
dy

(A133)

where we choose §, = 6y = (1, — t,)/(4T,), and to get the
estimate for &,, we choose the potential concentration
parameter n to be n = [d'/*]; hence, we also have

.o
€y < —e

5V2dl/4
Oy ’

(A134)

We thus have

F(p(1).par(2)) S1 - —erd'

poly(d)e (A135)
th—1

where ¢; = min{5}_, (t, — t;)*/(16T3)}. We now use

lo—ol <21 Flpo.  (A136)
so that F > 1 — ¢ implies ||p — o), < 2v/2\/e. Using this,

we obtain that for times ¢ satisfying ¢t < #; or t > 1,

011016-22



AUTONOMOUS QUANTUM DEVICES: WHEN ARE THEY ...

PHYS. REV. X 13, 011016 (2023)

P& (). par (1) < poly(d)e=="", (A137)

I — 1

where ¢, = min{z-. (1, — 1;)?/(32T§)}. (We can put
t, —t, instead of ./t —f; in front of poly, as the
differences are bounded from above by 7', so for scaling,
the small values of the differences are relevant, so this
rough estimate is legitimate.) L]

a. Proof of Theorem 2

We start with a definition and proposition whose use-
fulness is soon apparent in the proof of Theorem 2 below.
Definition 6. (Autonomous control device error). Let
PR () denote the idealized or targeted control of system

A, namely,

0

ptarget(t) o {pA
target () —

U )0 U for 1 € [1y, T,

for r € [0, 1], (A138)

where we associate the time interval [¢1, 7,] with the time in
which the CPTP (completely positive and trace preserving)
map is being implemented in the ideal case. Furthermore,
let pf,(7) denote the autonomous evolution of A and the
control system (the clock cl),

pha(t) = e a(p, @ poy)ePra.  (A139)

Let e5(t, dcy, da) and ecy(t, dcy) be defined by the relations

oA (1) = P (D)]ly < et der.da). (A140)
Ip&(1) = pa (1)l < et dc). (A141)

where p,(#) is the free evolution of the clock,
Py (1) = e7iheipeyeihicr, (A142)

Proposition 7. There exists a clock state pc; and time-
independent Hamiltonian called the quasi-ideal clock [67]
such that for all 1€ [0,4] U [t,,Ty] and for all fixed
0 <t <t, <Ty, the error terms €, € are given by

ea(t.doy.dy) = £/ datr[pa (0)]e(dqy). (A143)

eal(t,de) = e(dy), (Al144)

where &(d¢y) is independent of the system A parameters
and is of order

e(dc) = O(poly(dc) exp [—Cdlc/f]), as dcy — oo,
(A145)

where the constant ¢ > 0 depends on 7y, 1,, and poly(dc) is
a polynomial in dc.

Proof.—This proposition is a direct consequence of
Proposition 4 and the results in Ref. [67]. Proposition 4
proves estimate (A144) with the constant in the exponent
given by c», i.e., the constant used in estimate Eq. (A88) in
Proposition 4. In Ref. [67] [see section Examples: 2)
System error faster than power-law decay, page 47], the
following estimate is proven:

lpa(t) —oa(d)ll _ o200y \/Inder
) O(tpoly(dci) ) (Al406)

for all r€[0,1;] U [t,,Ty] and for all fixed 0 <t <
t, < Ty. Here we define 2c¢g = (n/4)ady3, where oy, x
are constants defined in Ref. [67]. So this proves
Eq. (A143) with constant c¢,. Taking ¢ = min{2¢, ¢, }
finalizes the proof. m

This proposition is a generalization of the results from
Ref. [67]. Specifically, these results are proven for the
special case in which t = T in Eq. (A144).

We are now ready to provide the proof of Theorem 2
located in the main text. We precede the proof with a short
overview.

Overview of the proof of Theorem 2.—The aim of the
theorem is to show that in our autonomous setup, the final
state of the system, catalyst, and clock is close to product.
Indeed, now that the catalyst and clock play the role of the
total catalyst state, in order to prevent embezzling, we have
to make sure that the total catalyst will not be polluted too
much. Of course, the final state on the system is to be close
to the required state. Proposition 4 implies that on the
system and catalyst we get a state close to the required state,
and we have a small error on the clock.

To pass from this outcome to what we want, we note that
the initial clock state is pure. Thus, having a small error on
the clock means also that the total state stays approximately
product between the system-catalyst state and the clock. In
the proof, we express this in terms of fidelity.

We now present the full proof.

Proof.—We start by demonstrating part 1 of the theorem.
Define

if 1 €[0,1],
if t € [t,, Ty,

1]SCatG

Uscac(t) = { (A147)

/
USCatG

where Ugq, satisfies

tI‘G[UISCatG(pg ® p%at ® %G)U,STCatG] = pé ® pOCat' (A148)

Define

oscac(t) = Uscy (1) (0§ ® ply ® %G)U/STCatGU)' (A149)

It follows by the definition of t-CNO (Definition 1 and
Proposition 2) that for every pair p2, p for which there
exists a t-CNO from pg to p&, there exists a unitary Uscyg
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satisfying the above criteria. Since the catalyst pQ,, is
arbitrary, this is true if and only if Eq. (15) holds. Therefore,
og(t) in Eq. (A149) fulfills part 1 of the theorem.

We now proceed with proving part 2 of the theorem.
Recalling Definition 6 and Proposition 7, and using the
identifications A = SCatG, U\*" = Ul g, for every
unitary Ugcy,g above, there exists an interaction term
Tscacig such that using the quasi-ideal clock we have

lPScac(t) — oscac (D], < €a (A150)
= Vdsdcydg \/tr[(P(s) ® Py ® %6)?leci(dey)

< Vdsdcyec(day). (A151)

P& (1) = P& (D)l < eci(der). (A152)

where in the last line of Eq. (A150) we take into account
that 75 = 1/dg. Recall that an expression for &(d¢) is
given by Eq. (A145). We now apply Proposition 14 with
the identifications

Pscac()=pas PE(H)=Pas Picuca(t) =pas,  (A153)
Oscac(1) =1 0a, pei(t) =0, (A154)
scuc (1) ® pey(1) =: oag, (A155)

hence,
€] = €n, € = &qp es=0 (Al156)

[e5 vanishes because p2,(7) is a pure state] to achieve

[P§caca(t) = oscac(f) ® ply(Dl) < 2y/eq +ex (A157)

for all r € [0,1,] U [tp, T], and where &4, & are given in
Egs. (A150) and (A152). Applying the data processing
inequality, we find

[P5cac(t) = osca(t) @ pL(D]l) <2/Eci +ea  (A158)

forallr € [0, ;] U [t5, Tp). Using the triangle inequality, we
have

[P5caci () = P§ (1) ® pa & pi(0)]; (A159)
<Pk (t) = oscal(t) @ P (D]l (A160)
+[|osca(t) @ ply (1) = p§ (1) ® Ly ® P4 (1], (Al61)

<2V/eqi(t) + ea(t) + llosca(r) = p§ (1) ® plylli- (A162)

Now we note that by definition, it follows that ogc, (1) =
os(t) @ p2,, for all r€[0,4]U[t2,To). Plugging into
Eq. (A162), we achieve

||ngaIC1(t) _pg(t) ® pgat ® pOCI(t)Hl (A163)
<2yeq +ep+ llos(r) —p§ ()]l (Al64)
<2./eq + 2ea (A165)

forallz € [0, #;] U [t,, Ty] and where in the last line, we use
Eq. (A150) after applying the data processing inequality to
it. Without loss of generality, assume that ec; < 2 (if this
does not hold, then the following bound holds anyway
since the trace distance between any two states is upper
bounded by 2), so that e¢; < v/2¢¢; and using Eq. (A150)
we achieve

1P§caci () = P5 (1) ® ply ® ply(1)]l; (A166)
<2,/eq + 2v/dsdcyec (A167)
< (24 2v2/dsdea) vea (A168)
< (2 + 3+/dsdca)VEa (A169)
= €emb (A170)

for all 7€ [0,1,] U [tp, Ty]. Now, recalling that &g is
independent of dg, dcy, dg, and only a function of
dey, ty, 1, Ty, we obtain estimate Eq. (17) of part 2 of
the theorem. Next, the formula (A145) from Proposition 7
gives the estimate (18) concluding the proof of
Theorem 2. [

5. Proof of Theorem 3

In this section, we prove Theorem 3 in the main text.

Proof of Theorem 3.—The proof is divided into two
parts labeled A and B.

Part A consists of proving that the theorem statements 1
and 2 hold under a different set from those of the theorem.
Namely, that 1 and 2 hold when the following two
conditions both simultaneously hold:

(a) The final joint system-catalyst-bath state is very close
to that of the target joint system-catalyst-bath state.

(b) The final clock state is very close to its free state. The
proof of part A uses basic relationships between
quantum states (such as trace distance and fidelity),
but it does not take into account any dynamical
properties.

Part B consists of proving that the conditions in the theorem

from which 1 and 2 should follow, do indeed imply

conditions a and b from part A. The proof uses the

dynamical properties of the states.
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a. Part A of the proof of Theorem 3

We start with a comment on notation and a few immediate

consequences. We denote Usiest. (1) = e~ (05t from the

main text by U tsa(r:%liée” ) (1) =
ourselves that A% - induces a small error €, onto the final
catalyst and system state [see Eqgs. (21) and (23)]. We also
denote USENO) (1) i= =001t since T, corresponds to
the case of no error, i.e., ez = 0 [see Eq. (22)]. Accordingly,

we denote

e here to remind

() (A171)
arge arget(0)T
= Useed (0103(1) ® ply (1) ® 76)Useae " (1), (A172)
s (1) (A173)
et(e rget(ey )t
= USd) (1) [pA(1) @ ply (1) ® 76 Usees™ (1), (A174)
Recall that
0 ifrelo, 1],
a(z)—{ : 0.1] (A175)
1 ifre(n, nl.

Therefore, similar to Egs. (27) and (28), we have for
t€0,1],

0
P (1) = () ® pl (1), (AIT6)
while for 7 € [1, 13],
ptsaéiett(o)(t) — e—it(l‘:ls—&-lfl(;‘Il P ®,0 e eit (Hs+Hey) (A177)
= p3(1) ® py(1)- (A178)
Hence, Egs. (A176) and (A177) together imply
arget(0 argel
psca (1) = ps (1) @ pRult)  (A179)

for t € [0,1,] U 1. 13].
Part A consists of proving that the following holds. Let
escag (€3 1) > 0 and ecy(7) > 0 satisfy

target(ey)

PscatG (A180)

1P§cac () — ()]l < escac(en:t).

(1) = peas (D1 < eci(?)- (A181)

It follows that
(1) The deviation from the idealized dynamics is

bounded by
[Pécaci(t) = P§ (1) ® ey (1) ® pey(1)ll; (A182)
< 2€SCatG(€H; I) + 2\/ €C1<[) + 2€H9(t). (A183)

(2) The final state p&(7) is

llps (1) = Ptsarget (Ol < escaclenst) +end(t)

(A184)

close to the one which can be reached via t-CTO: For
all € [0,1,] U [t,, 73], the transition

target(0

(1) ® pRal) ® P2 (1)
(A185)

3 ® Py ® Py to ps

is possible via a TO, i.e., Ps to Ps areet(0) \ia a t-CTO.

We begin with proving item 2. To prove the Eqs. (A184)

and (A185), we start by extending the definitions of

ptsa(r:%:ée” (t) and ptsa(r:%:é )( t) in Egs. (A176) and (A177) to
include the clock system:

P (1) = pice™ (1) ® py(1).  (A186)
tsaéi%m(t) Ptsaégaié; (1) ® Pc1( ) (A187)

where p2,(1) is the free evolution of the clock defined in
Eq. (6). Therefore, from Eq. (A179), it follows that the
reduced state after tracing out the Gibbs state on G is

target(0) (t) _target(0)

Pscatcl =Ps (A188)

(1) ® P (1) ® Py (1)
for r € [0, #;] U [t5, 13]). Thus, taking into account property
Eq. (20), it follows by definition of CTOs and t-CTOs

that a transition from p? to pg‘rget(o)(t) is possible via a

t-CTO. Finally, applying the data processing inequality to
Eq. (A180), we achieve

target(ey)

P& (1) = ps (A189)

()]l < escac(enst),

while applying the date processing inequality to Egs. (A172)
and (A174), we find ||ptarget () - mrgel @) (£)||l, =0 for
t € [0, ¢;], while from Egs. (21)—(23), we see ||/)target (1) —

ptsarget(e” (1)||; < ey for t € [1a, 13]. Hence, comblmng both

equations, we have [|pE" % (1) — p@Eten) (1) || < e,0(1)

for t € [0,#,] U [, t3]. Then, Eq. (A184) in item 2 above
follows from the triangle inequality:

15 () = pE= O ()1y < 1L (1) = pe= ()|, (A190)
s (1) — pe O ()|} < escuclens ) (A191)
+eu0(t). (A192)

We now prove the above item 1 [i.e., the estimate (A183)].
We begin by using the triangle inequality followed by the
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identity parEet® (1) = pere©) (1) @ p0. (1), which follows
from Eq. (A188),

1P§cuci(t) = P§ (1) ® py(t) ® poy(1)]l; (A193)

= ||p§CatC1( )= P[salﬁr:iil ) (1) ® Pc1( ) (A194)
+ peca ) (1) ® py (1) = pE (1) @ pl(r) ® P (D)4

(A195)

<Ipkcuc (1) = pSE (1) ® PN ()] (A196)

+oSE 0 @ p () —pic (N @pY (1)l (A197)
+ 155 (1) ® pf (1) = PE (1) ® PRy (1) ® P (1)
(A198)
=llpécuci(t) = Ptsacrj%it 0 (1 ®@pk)l, (A199)
P50 (1) = peezs® (1) (A200)
+ 105 @ ply, (1) = Pk (1) ® Py (D],
< lpscaci (1) = /’[saéi? ( ) ® (D)1l (A201)
+enb(1) + [1ps= " = pE ()], (A202)
5”/’5@@1( ) — Ptsa(rj%l? ) (1) ®Pc1( M (A203)
+2e,0(1) + escac (€3 1), (A204)

where we apply the data processing inequality to Eq. (A180)
and use the resultant equation in the last line. Now we make
the following identifications, noting that p2,(¢) all # € R is
pure by assumption of the theorem,

=:pag. (A205)

Pscac(t) =:pa, PO =P8, Plcucal(?)

target(ey)

Pscac (1) =04, P?:l(t) =: 0B, (A206)
St (1) ® py(1) = o ap. (A207)

and apply Proposition 14 with use of Eqs. (A180) and (A181)
arriving at

€1 = scac(€ns 1), € = £qy(1), €3 =0, (A208)

and thus,
||p§CatGCl( ) — P[sa(r:i%EH (1) ® Pm( M (A209)
<2ea(t) + escaclens t) (A210)

Applying the data processing inequality to the above
equation, followed by substituting into Eq. (A204), gives
(A211)

PEcaci(t) = PE (1) ® Py (1) ® p&i(1)ll,

<2Vea(t) + escac(€ms t) + escac (€ns t) + 2e40(t)
)+ 2 eal(t) + 2e6(t). (A212)

= 2egcac(€nst

b. Part B of the proof of Theorem 3

We now set out to prove the second part, which consists
of deriving expressions for egcyg (€ ) and ecy(¢) such that
the contents of items 1 and 2 above are consistent with the
claims in 1 and 2 of the theorem.

To start with, since Hg + Hc, + Hg and A, com-
mute, they share a common eigenbasis which we
denote {|E;)};. We can write the interaction term in terms

Ht e = 51 Q) |E)(E)]
in the range Q; € [-x, Jr] since

of this basis as follows:
with eigenvalues Q;

|5 6lle < 7. We can also expand the state p ® p., ®
7 in the energy eigenbasis {|E;) } ;. Doing so allows one to

simplify the expression for pf., e (7). We find

Pheacalt) = e AstHeat Hot B G®RE ) ) @ pd. @ 76 ® |ply) (pl e (st Heut HotHituc@HE +ficr) (A213)
dsdcydg o .
— Z e—iz(HS+HCM+HG+Qng‘f+HCl)pgcalGJJ |E ><E |® |Pc1><Pc1|e” (As+Heu+Hg+Qy HE+He) (A214)
ji=1
dsdcadg
= > Peucy DIENE ® [ (1) (21 ()], (A215)

-

JJj'=1
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where Similarly,
drdesds . plreetien) 1) (A221)
> Pcuc s DENE | =ps() ®pLy () @16,  (A216)
jj =1 arget(e arget(e
" = Uscia™ (01p3() ® (1) ®1Uscg ™" (1) (A222)
|pgl.j(t)> =e ”(Q Hml+HCl |p%l> (A217) — e—itH( )Hlsnéatc <A223)
We thus have by taking partial traces ( ds %j d
0 ito(t
Pewcss OB ES )0 (224
Picac(t) (A218) =
dsdcads dsdcydg
= Z p(s)CatG,j,j/(t)|Ej><Ej’|<p0c1,j'(t) ‘p?:l,j(t»v (A219) = Z pgcatc}_j_j’(t)e_”(gj_gj/)g([)‘Ej><Ej’|' (AZZS)
Jj'=1 jj=1
dsdcado Noting that the Frobenious norm || - || upper bounds the
poi(t) = Z ngatG,j,jLO%l,j(t»<p%],j(t)|' (A220)  trace distance by the inequality |- || > || - ||,/Vd for a
J=1 d-dimensional space, we find
|
lPfeua(t) = P (i < V/dsdeadsllpieua(t) = P (0I5 (A226)
dsdcyd
— Vdsdewdo,| S i@, )0 0, () A227
= dsdcadc Z ‘Pscma” (0)]*e <ﬂc1, (D)o (1)) ( )
JJ'=1
dsdcadc
< Vdsdcadg Z |pgcatG,j,j’(t)| (I%que (= )001) — </’81.n([)|:0g1,m([)>|2) (A228)
jJ=1

<V deCath\/ rlp§(1)? @ py(1)? ® 7] (max|e™ =0 — (pg,  (1)|pLy, (D)7 (A229)

= \/ dstrlpg?|deutrlply’ldgtr(z?|max| e (@m0 — (o0, (1)]pQy, (1))] (A230)
< \/dStrLDS Jdcatr[pgy ldatr(z6’] m[ax 1= (&[T (x, OF (v, 1) o) (A231)
=A max |l —A(f;x,y)], (A232)
X,yE|—rm.7]
where we denote escac(€mst) = A rn[ax ]\1 — A(t;x,y)]. (A235)
X, yE[-n.7
A(t; = (p [T r 0 A2

(62,5) = {pa [T (x. O (. Dlpca). (A233) Noting that the fidelity F between a pure state
1p2,(1)) = e~™Ha|pd) and a state pf(z) is given by F =
A= \/dstrLogz]dCattrLoOCatz]thr[TGQ]. (A234)  {p&(Dlpé&i(1)|pe (1)) using Eq. (A220) and the usual
bound for the trace distance in terms of the fidelity,

we find

(Note here that since dtr[p?] > 1 for any d-dimensional
state, we have A > 1.) Thus, egcyg (€5 t) from Eq. (A180),
we set as P& (1) = P& ()14 (A236)
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<2/1 = F(ofy (1) 1024(1)) (A237)

= 24/1= (P (Dl (0) |l (1) (A238)

dsdcydc

=2,11- PgCatG,j,j</’%1(t)|P%1.j(t)><Pg1,j(t)|P0C1(t)>
=

< 2¢ 1 = min (o (1) ol (1)) P (A239)
< 2\/ L= min [pf(0]e ™ TP (A240)
XE|—n,m
= 2\/1 = i[RI (0. 08 (. )l (A241)
xe 71'7[
<2 may \/1=[(4I0 0 OO (A242)
X ye -7, ﬂ
=2 max /1 —]|A(;x,y)% (A243)
X,yE|-m.7
so that we can set £ci(¢) from Eq. (A181) to
ea(t) =2 max /1 —|A(t;x,y)]%. (A244)

X,yE|—rm.7]

Inserting Eqs. (A244) and (A235) into Eqs. (A183) and
(A184), we conclude

1Pécuci(t) = P§ (1) ® Py () ® pey(D)]l; (A245)
< 2\/Zx’}gl[§ﬂ] 11— A5 x,y)] (A246)
+4x,ylg[§);,n] 1 —|A(t;x,9))? +2eu0(1), (A247)

and
10§ (1) = O (), (A248)
<epf(t) +2 max /1 —|A(t;x,y). (A249)

X, yE[-m,7|

Finally, to finish the proof we need to find some simplifying
upper bounds to the rhs of Eqs. (A247) and (A249) to
conclude the bounds stated in Theorem 3.

To this end, we apply Lemma 38, which implies, by
identifying ¢ = A(#;x,y),

L= |A(5x, ) < |1 = At x, )2,

(A250)

1=A(tx,y)| < 1= A(tx,y)?. (A251)
Observe that we can make the identification ¢ = A(#;x, y)
since |A(z;x,y)| < 1 follows from unitarity and |1 —¢| =
|1 — A(t;x,y)| < 1 can be assumed without loss of general-
ity. Indeed, if |1 — A(#;x,y)| > 1, then the bounds would
be greater than 2 [see Eqs. (A247) and (A249) and recall
A > 1], hence, not relevant, since the trace norm is always
no greater than 2.

We then obtain

1P§caci (1) = pE(1) ® ply(t) ® P& (D)ly (A252)

< 2ey0(t) + 6\/Ax vrél[el);” 1 —A%(;x,y)],  (A253)
where we use A > 1 and

o5 (1) = = (1)1 < en(2) (A254)

+\f”rg[§§”|1 — A (A255)

-

where A and A(7;x,y) are given by Eq. (A233). Finally,
since tr[p?] <1 for any normalized density matrix p, we

have
A S dsdcathtr[TGQ}. (A256)

Inserting this into Eqs. (A253) and (A255), we get the
thesis of Theorem 3.

6. Calculating A(#;x.y) for the idealized
momentum clock

In the case of the idealized momentum clock, we have
He = p, HY = g(%), where & and p are the position and
momentum operators of a particle in one dimension satisfy-
ing the Weyl form of the canonical commutation relations
[%, p] = i, while g is an integrable function from the reals to
the reals, normalized such that [, g(x)dx =1 [97].
Therefore, we find for the idealized momentum clock, for
.,y ER,

A(t;z.y) (A257)
= (PTG (2 Dy )lpl) (A258)
= e~ i(z=y)0() <p |elfp+lztg( ) e—ith—ivig(%) |Pg1> (A259)

:e—i(z—x)ﬁ /dx(p |ellp+lztg |x><x|e itp—iytg(% |p >
R

(A260)
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We can now use the relation p = —i(d/dx) and solve the
first-order two-variable differential equation resulting from
the Schrodinger equation for the Hamiltonian p + yg(%)
and initial wave function (x|p2,). Plugging the solution into
the above, we arrive at

Alfiz.y) = €700 / dix|(x]ply) [P0 S
R
(A261)

We now choose the support of the initial wave function
(x[p,) to be x € [x,,,x,,] and the support of g(x) to be
X € [xy, x,,]. Noting that

/Htg(x’)dx’ _ {0 if x+1<xg,

) (A262)
1 if x<xyand x+12>x,,

and taking into account the support interval of (x|p2,), we
conclude

R
1 it 1 <xy—x,,

) { | | g = Xy (A264)
@) if > Xgr = Xyl

Therefore, choosing #; = x,, —
from Eq. (A261) we arrive at

Xl/,l and 1 = xgr — xl,,[,

Alt;x,y)=1 Vx,y€[-n7, (A265)
as we claim in Sec. III B of the main text. Furthermore, note
that the derivation holds for all #; < t, by appropriately

choosing the parameters x,, X, Xg, Xy
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