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Highlights
A Model-Based Approach to Addressing Energy Demand in Sustainable Urban Systems
Abdoulaye Gamatié,Thomas Leduc,Daniel Siret,Gilles Sassatelli,Michel Robert

• A new simulation tool for studying urban deployments of the so-called GENESIS (generation of energy-synergistic
information systems) technology, such as evaluating the impact of IT equipment usage on local energy consumption.
GENESIS relies on distributed modules (or green nodes), each may combine a server, a renewable energy harvester,
local energy storage, and custom programmable power electronics systems that handle energy transfer between
interconnected modules. The simulation tool’s typical output is a map of an urban area with estimates of energy
production and consumption over time, taking into account the weather conditions in that area.

• A case study of potential GENESIS deployment scenarios in two different French cities: Nantes and Montpellier. Both
cities differ in terms of urban layout, buildings typology and weather conditions. We investigate the conditions under
which, from an energy standpoint, such deployments can favor sustainability in relation to typical urban activities in
each city district we studied.

• A thorough discussion on the integration of the proposed innovative technology within sustainable urban systems w.r.t.
some relevant perspectives.
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A B S T R A C T
Sustainable cities have an integrated approach to addressing their citizens’ environmental, social,
economic, cultural, and institutional concerns. For a successful transformation of urban systems in this
context, it is important to investigate key enabling technologies that can make such transformations
possible. Furthermore, computer-based modeling approaches for analyzing the benefits of such
technologies for urban organization and activities are highly desirable. Adopting a model-based
approach, we introduce in this paper, a technique for addressing sustainable urban environments,
that employs a green edge computing technology to meet the needs of urban systems for energy and
digital services. Our study evaluates the deployment of this technology in various urban contexts and
demonstrates how it can help satisfy the crucial demand for power from digital activity by utilizing the
solar energy potential of urban roofs. The proposed modeling framework is a valuable analysis tool
for assisting decision-making for improving the quality of urban systems due to its unique features.

1. Introduction
Efforts are made to create sustainable cities that actively

address environmental, social, economic, cultural, and insti-
tutional challenges [11]. To improve the quality of life, they
strongly encourage sobriety in all aspects of life, including
the consumption of goods and services such as transporta-
tion systems. They advocate, in particular, the optimal use
of natural and renewable resources, which significantly con-
tributes to lower energy consumption and carbon emissions.
This necessitates the involvement of public governance in
charge of planning and implementing the city transformation
required by the sustainability challenge [26].

One key enabler solution to support this transformation
is digital technology. Examples include big data collected by
multiple sensors in cities for processing and analysis using
AI techniques [10]. Edge and fog computing paradigms
[27, 1], on top of the Internet of Things (IoT), have emerged
as suitable answers to the sustainable digital transformation
of cities. They employ geographically distributed mini data
centers to manage the data and workloads generated by urban
information and communications technology (ICT) on a
local level. The ability of these computing paradigms to pro-
cess data locally, i.e., close to the data sources, significantly
improves information privacy and security. This feature is
compatible with the critical data governance and sovereignty
requirements of data-driven decision-making in urban con-
texts [35]. While edge and fog computing paradigms are
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excellent candidates for satisfying the local demand from
urban systems [26], their effective deployment in cities must
consider certain factors. In particular, they must be imple-
mented in such a way that their corresponding energy con-
sumption remains sustainable and economically acceptable,
i.e. without causing a detrimental increase in the public
governance’s electricity bill.

The purpose of the present study is to tackle the chal-
lenge of how to support digital services in urban neigh-
borhoods and address the essential energy demand asso-
ciated with them. The rationale behind the proposed ap-
proach assumes the deployment of a cutting-edge tech-
nology, called GENESIS (generation of energy-synergistic
information systems) and introduced in the sequel. In this
technology, data/workload computations are combined with
renewable energy harvesting and management to extend the
principles of the edge and fog computing. The emphasis of
this paper is on how its second feature can successfully fill
urban digital energy demands.
1.1. Addressed problem

We concentrate on the difficult problem of developing a
modeling and analysis framework for the effective integra-
tion of sustainable technologies in urban settings to meet the
energy demand from digital services. This is addressed by
two major research questions, RQ1 and RQ2, as follows:
(RQ1): how can we employ the principles of edge comput-

ing coupled with renewables to provide a technologi-
cal answer that fills the needs of a sustainable urban
system, as discussed in the previous section? The
critical challenge here is to propose a solution that is
resilient, scalable, energy-efficient, and environment
friendly.

(RQ2): how can the effective integration of our proposal
be modeled in the urban context to anticipate typical

Abdoulaye Gamatié et al.: Preprint submitted to Elsevier Page 1 of 17



A model-based framework for addressing the energy demand in sustainable urban systems

Figure 1: A typical deployment of the GENESIS paradigm for sustainable urban environment development.

issues like the impact on energy costs or the organi-
zation of the urban systems? The challenge raised by
this key question is the development of a computer-
based model capable of properly supporting the de-
tailed description of urban contexts that incorporate
our proposed technology. The model can make use of
geo-informatics concepts and public databases to ob-
jectively assess the potential impact of this integration
on sustainable cities.

1.2. Our contribution
We propose a model-based framework for investigating

urban system deployments for long-term sustainability. As
an answer to (RQ1), our solution relies on a novel green het-
erogeneous computing paradigm referred to as GENESIS,
validated via a small-scale demonstrator in the laboratory. It
aims to meet urban systems’ demand for energy and digital
services. Figure 1 depicts its typical urban deployment.

The heterogeneous nature of our solution stems from the
combination of a large number of green nodes with a small
number of in-door mini data centers (1–10 racks of servers
within 1–25 square meters compute space [34]) to define
a city-level data center. These mini data centers (Figure 1
bottom-right) are housed within secure buildings. They are
linked to the power grid.

The green nature of the solution comes from the usage
of specific nodes. Such nodes may combine in the same
module: a server, a renewable energy harvester, local en-
ergy storage, and custom programmable power electronics

systems handling energy transfer between interconnected
green nodes [30]. In particular, we consider solar panels and
batteries for energy harvesting and storage. As suggested
in Figure 1 (top-right), all of the electronic equipment,
including servers and batteries, is installed on the roof1, just
behind the solar panels, to take advantage of passive cooling
via appropriate packaging that ensures secure isolation.

The data processing demands of urban areas are met
using the most local compute resources, preferably on green
nodes to take advantage of free renewable energy. The har-
vested energy excess unused by the deployed green nodes
can be re-injected into the utility grid thereby generating
some potential financial revenues. A graphical user interface
(see Figure 1 middle-right) provides remote monitoring and
control of system resources such as harvested energy, energy
demands, and so on.

To investigate a large-scale city-wide deployment of
GENESIS, we define and implement a simulation tool that
allows one to evaluate, for example, the impact on local en-
ergy consumption. This aims to answer (RQ2). The defined
tool is made up of a Python implementation of a variety
of functionalities orchestrated via a workflow: processing
of alphanumeric census data and topographic data, retrieval
and processing of solar ephemeral required for irradiation

1They can also be installed in-door if necessary. The system’s design
additionally allows for this deployment mode. It should be noted, however,
that the energy cost associated with in-door server cooling is not negligible.
Furthermore, depending on the distance between the solar panels and the
in-door equipment, there will be more energy losses during the transfer.
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calculations, and integration and mapping of energy con-
sumption and supply models.

The typical outputs of our tool are urban area maps (e.g.,
see left-hand side of Figure 1) with corresponding energy
production and consumption estimates over time, while tak-
ing their specific weather conditions into account. For the
sake of relevance, the tool manipulates data from public city
databases as input. The models captured in our tool are partly
calibrated using data from our GENESIS demonstrator, like
computing resource dimensioning, energy harvesting and
storage resource sizing, and energy transfer efficiency factor
between green nodes. This enables to consistently address
sustainability issues in urban systems based on an innova-
tive paradigm such as GENESIS. Our tool is therefore a
promising decision-making support, which is essential in
city governance policy.

As illustrative case studies, we investigate a few GEN-
ESIS deployment scenarios in two different French cities
as proof-of-concept: Nantes and Montpellier. Both cities
differ in terms of urban layout and buildings typology, as
well as weather conditions. We analyze the conditions under
which, from an energy standpoint, such deployments can
favor sustainability in relation to typical digital activities in
each city district we studied. Ultimately, we discuss several
relevant perspectives opened up by the current work, espe-
cially regarding the integration of GENESIS-like technolo-
gies within sustainable urban systems.
1.3. Outline of the paper

The rest of this paper is structured as follows. Some
related work is presented in Section 2. The GENESIS green
computing paradigm is introduced in Section 3. Then, Sec-
tion 4 describes the modeling and evaluation of GENESIS’s
urban context-based deployment. Section 5 examines two
deployment scenarios in different French cities in terms of
energy consumption. Section 6 discusses some open ques-
tions raised by this work. Finally, Section 7 provides some
closing remarks and perspectives.

2. Related work
The literature has previously discussed the relevance of

the edge and fog computing paradigms for sustainable cities.
Perera et al. [26] typically presented a general survey on
this topic, giving insights into how fog computing can be
used on top of IoT infrastructure in smart cities. They also
go over some general desirable features of fog computing
platforms, such as security and privacy, in relation to a subset
of use case scenarios like smart transportation, smart waste
management, smart health and well-being, smart power grid,
and smart water management. Pereira et al. also focus on
key governance aspects in the context of sustainable smart
cities in [35]. They propose a roadmap as a tool for address-
ing sustainability issues, including the integration of urban
infrastructures and ICT.

Several surveys on sustainable cities have been con-
ducted, with the importance of adopting disruptive digital
technologies [11, 3, 2]. Estevez et al. cover a substantial body

of work on smart sustainable cities in [11]. This includes
suggestions for local policymakers, government practition-
ers, and academic experts. Furthermore, the authors discuss
some relevant initiatives from various countries, as well as a
conceptual framework to help with the process of planning,
developing, and evaluating these initiatives. Beyond modern
technologies such as mobile phones, sensor networks, big
data, grids, cloud services, and IoT, they believe that open-
source software, web services, and geo-informatics should
be emphasized. These technologies improve citizens’ quality
of life. Modeling and simulation tools that predict the behav-
ior of urban systems and citizens are valuable for assisting
policymakers in decision planning and implementation.

In [3, 2], Bibri et al. emphasize the critical need for
new wave computing ICT to be seamlessly integrated with
sustainable urban systems. They identify suitable technolo-
gies and applications for sustainable cities, such as the po-
tential combination of big data analytics and context-aware
computing. Indeed, big data applications and technologies
combined with IoT technologies enable the exploitation of
stakeholder information to better manage sustainable cities
[17]. The volume, velocity, and heterogeneity of data that
characterize big data, on the other hand, necessitate ap-
propriate energy-efficient high-performance computing in-
frastructures. Context-aware computing makes it easier to
adjust urban service demands based on the location of users,
available hosts, and devices [31].

Kong et al. [21] propose a comprehensive study on
green-energy-aware approaches. They discuss various job
scheduling approaches aimed at achieving favorable condi-
tions for lowering energy costs in data centers. The con-
ditions include the cost of electricity, the level of carbon
emissions, and the availability of renewable energy. Cioara
et al. introduce a methodology for operation planning to
maximize the use of local renewable energy harvested in
data centers in [6]. They specify a mechanism for shifting
the energy demand from low renewable energy production
time slots to higher energy production time slots. This allows
for a reduction in power consumption from the utility grid.
The shifting mechanism is based on a prediction of energy
production. Based on an in-house simulation framework, the
authors demonstrated that their approach increases renew-
able energy usage by 12%.

By leveraging renewable energy to improve the energy-
efficiency of computing infrastructures, our green hetero-
geneous computing paradigm shares goals with approaches
like [21] and [6]. However, in comparison to these ap-
proaches, our GENESIS-oriented approach incorporates an
additional dimension, namely energy migration beyond job
migration, which contributes to lower overall energy costs
and creates added value for residents.

The modeling of the solar potential of urban roofs has
been extensively addressed [13], based on the IEA’s pioneer
work [19]. Some studies focused on the issue at different
analysis levels, ranging from national to local [18]. The
quality of architectural integration of panels and their accept-
ability by the inhabitants are covered in [12]. On the other
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hand, the impact of urban compactness on the photovoltaic
potential of cities is investigated in work [23]. Here, a major
challenge is to overcome the solar masking issue induced by
urban buildings. More recently in [36], machine learning-
based techniques are used to integrate the constraints of
mask, roof structure, efficiency of the device according to its
temperature, etc. Beyond the usage of photovoltaic panels,
complementary solutions such as wind turbines and battery
banks are equally considered to optimize distributed site-
specific electrical hubs [25]. For this purpose, multi-criteria
heuristics are applied to determine Pareto front solutions.

While the aforementioned studies are mainly devoted
to the estimation of the potential photovoltaic capacity of
roof surfaces, very few have compared this green energy
potential w.r.t. the effective demand from urban environ-
ments. Costanzo et al. [7] compare measured electricity
consumption with simulated irradiation on some campus
buildings’ facades and roofs (the deployment of PV panels
being a ratio of the total envelope surface). Groppi et al. [15]
propose a comparative approach between the energy supply
generated by PV panel installation on buildings and their
thermal (heating and hot water) and electrical needs. The
assessment of the demand is mainly based on a building ty-
pology (construction period, materials, constructional size,
nature and type of openings, etc.), independent of the actual
number of inhabitants or uses. Using an ISTAT database, it
estimates energy consumption based on building features.

Contrarily to our modeling approach, [15] does not take
into account any detail about important parameters such
as the number of inhabitants and their activity modes or
usages, which are necessary for addressing more realistic
urban scenarios. On the other hand, [7] does not consider
advanced technologies, such as GENESIS, which aims at
combining the usual energy demand with the increasing
demand in computing resources and data storage in urban
environments.

3. A green edge-computing technology for
urban context
As mentioned in the introduction section, we consider a

novel technological solution, which accounts for renewable
energies and favors a scalable deployment in urban contexts.
The following sections provide an overview of the tech-
nology design, which includes both hardware and software
components.
3.1. Hardware part

Our technology is built from the ground up to meet
the stated goals of sustainable computing. Each green node
is based on a compute blade (a motherboard with CPUs,
memory modules, and optionally a GPU) similar to those
found in data centers. This compute hardware is powered
by custom software-controlled power electronics that can
accept a variety of power sources, including solar, battery,
and utility grid. Green nodes can also exchange energy,
allowing a node with a depleted battery to continue operation
by utilizing energy from one or more remote nodes.

Figure 2: Green node architecture (backside)

Figure 2 depicts the hardware system organization with
two green nodes. Each green node is represented by a rooftop
solar panel with additional hardware installed on the back-
side: a compute board, batteries, and the so-called “power-
board”, which acts as a smart energy gateway connected to
the solar panel, batteries, and neighbor nodes via dedicated
DC wires for energy sharing. Some green nodes (right node
on Figure 2) are linked to the utility grid, either to supple-
ment renewable energy if harvested energy is insufficient
and batteries are empty, or to inject any surplus energy for
monetary compensation.

In most cases, a mesh configuration is used, which means
that there is no single route between any two nodes in the
system, but rather many. This raises an interesting optimiza-
tion question, the concepts of which are briefly introduced
in section 3.2, which is essentially where map compute jobs
should be executed and from which node (local or remote)
the energy should be drawn.

To ensure the best possible utilization of renewables,
the system is equipped with the ability to perform these
reconfigurations online, i.e. without interrupting compute
job execution or energy delivery to compute hardware. The
former is made possible by the use of mature technologies
found in data center software stacks (virtual machine migra-
tion), whereas the latter is the result of careful design of the
green node power electronics hardware. This hardware is ca-
pable of fusing power streams and thus enabling progressive
handover operations, i.e. transitions from one energy source
to another.

A green node uses its own harvested or stored energy
whenever possible. If this is not possible, its assigned
data/workload is migrated to remote green nodes, or energy
is fetched from other green nodes so that it can continue to
operate. Power from the utility grid is only used as a last
resort to ensure operational readiness. The energy cost of
workload execution on green nodes is zero as it is derived
from free renewable energy.

Figure 3 depicts a conceptual representation of a single
green node cluster instance in which one compute job is
mapped to a green node with a nearly-empty battery that
must rely on energy from two other nodes (green arrows).
The use of utility grid electricity or the ability to push
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electricity back into the grid is depicted by red arrows. This
energy transfer is assumed to serve the purpose of covering
local household needs, partially powering a neighbor indoor
mini data center, or being transferred to other neighbor
housings should a proper powerline exist or specific agree-
ments with the provided electricity exist in the specific case
explored in this paper.

Figure 3: Conceptual representation of energy transfer

3.2. Software part
A dedicated software infrastructure is used to manage

the aforementioned technology. This consists of a full soft-
ware stack that enables the operation of the available green
computing nodes in conjunction with mini data centers.
The infrastructure’s ultimate goal is to optimize the overall
system behavior in terms of operating costs and the quality
of service provided to end users. Technically, this entails
the implementation and integration of the following major
components.

The monitoring component uses a database to retrieve
information about the operation of the deployed hardware
computing system. The optimization component exploits
some heuristics for an efficient orchestration of workload
execution and energy allocation in the system. In particular,
it uses mixed integer linear programming (MILP) [32] in
conjunction with a rolling horizon heuristic [4] to formulate
and solve the resource allocation problem. For this purpose,
it also considers a number of input information including
system utilization statistics, meteorological prediction data,
etc. The resulting optimization decisions are applied via a
control component.

The integration of all these modules with the OpenStack
infrastructure [29] allows for the smooth and transparent
management of the virtual machines (VMs) running on
the various green nodes and remote indoor mini data cen-
ters. OpenStack is a popular and active open-source cloud
computing infrastructure software project. It enables us to

handle job migration across a heterogeneous system, such
as between supported green nodes and mini data centers.
The considered resource allocation problem in our target
distributed system takes advantage of both data (or virtual
machines) and energy migrations across green nodes. A
major goal is to reduce the amount of energy drawn from
the utility grid as much as possible.

The system is managed by the operators or end users via
a graphical interface that allows them to allocate some given
computer resources, such as virtual machines, to monitor the
system, and to exercise some remote control over the allo-
cated resources. As shown in Figure 1, we use the Grafana
dashboard monitoring [5] to display the state evolution of the
prototype and to send orders for some system actions, such
as data or energy migration or node switching off/on.
3.3. A small-scale prototype

To validate the concept, a prototype of four green com-
pute nodes was deployed (see Figure 4). The images in
the middle and right-hand side of the figure show a side-
view and a top-view of the prototype system, respectively.
Each green node has a solar panel with a surface area of
1.59 𝑚2. Each node has a battery capacity of 2 kWh2. A
node’s computing server is an Intel Xeon E5 bi-socket with
10 cores and 64 GB of RAM memory. The image on the
left side of Figure 4 zooms in on the various components
integrated within a green node. We can see the line inverter,
which allows the harvested energy to be injected into the
utility grid, and the powerboard, which is in charge of energy
routing between the components, such as from battery to
server, or from solar panel to server or battery.

Using the prototype, we tested a variety of execution sce-
narios, such as solar panel-powered and/or battery-powered
operation modes. In order to calibrate some large-scale
simulation models featuring the proposed green computing
nodes, we also performed some useful measurements, such
as energy transfer loss between different nodes based on
various scenarios. The four-node prototype works with an in-
house server (which serves as a mini data center) to migrate
VMs between the two platforms using OpenStack.
3.4. Exploitation modes of GENESIS

The deployment of GENESIS green nodes considered
in the scope of this study assumes that each node includes
at least one solar panel as well as energy transfer logics that
allow interaction with the rest of the system. It is optional to
integrate batteries or compute servers (with associated data
transfer logics). The GENESIS paradigm’s adaptability nat-
urally leads to a variety of functional modes for exploitation
in urban contexts.

The first mode primarily involves the use of its energy
harvesting capacity on a local scale via the deployed solar
panels. It enables direct use of harvested energy to com-
pensate for the energy demand from urban systems. It can

2This battery capacity is fully customizable, i.e. it can be either
increased or decreased. In our current prototype, the choice is simply
economical.
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Figure 4: Four-node prototype system deployment

also be injected into the utility grid to properly balance
the overall energy distribution in a city. The second mode
usually includes energy storage facilities, such as batteries,
as well as energy harvesters. It enables compensating for
energy demand through more flexible allocation of collected
energy during critical situations, such as at night or in
adverse weather conditions. The third mode makes use of
all of GENESIS’s functionalities, including computing and
energy management components. Urban activities, services
and residents can use the computing systems integrated into
GENESIS green nodes here. Typically, they can function as
proximity data centers, processing or hosting local user data.

GENESIS’ computing systems, on the other hand, can
be used as a Platform-as-a-Service (PaaS) cloud computing
infrastructure. Potential customers would be able to develop,
execute, and manage various applications without having to
build and maintain the infrastructure themselves. A service
provider is required in this case to manage the deployed
GENESIS computing infrastructure. Then, a possible busi-
ness model is similar to that of Amazon Elastic Compute
Cloud 3 (EC2). Indeed, EC2 offers users virtual CPUs and a
memory budget for a few dollars per usage hour. The income
from such a business for the rental of their roofs could benefit
city dwellers.

4. Modeling of GENESIS urban deployment
Considering the hardware and software capabilities of

GENESIS, we can now assess its relevance in actual urban
areas. Our objective is to develop a model that compares
the combined supply of digital and energy on the one hand
with the demand for digital in buildings on the other. It is
therefore imperative, first, to quantify the territory’s capacity
to host the GENESIS system, and consequently, the amount
of energy that can be collected and accumulated for digital
needs. Additionally, we want to measure the amount of
energy consumed by the residents of the territory to run their
IT devices.

To spatialize our model, that is, to anchor it on a given
territory, we need geospecific or geotypical data. These data

3https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/concepts.
html (Accessed March 2022).

are of three kinds. They must first allow us to characterize
the solar deposit of the surfaces or roofs on which the
photovoltaic panels of the system will be installed. Addi-
tionally, they must allow categorizing the population within
the premises based on age. Here, we assume that the way
digital technology is used varies based on which group a
person belongs to. Lastly, the data should make it possible
for household IT devices to be quantified by type. This
number is based on data from a French national household
survey.
4.1. Spatial calibration

To highlight the interest of the model and the resulting
simulation tool, we need to identify an areal unit. The
latter should be of an appropriate size, enabling us to not
only carry out a set of calculations but also to provide a
cartographic representation that is intuitive not only from
the standpoint of a single urban block but also from the
viewpoint of an entire building (since this is the scale at
which the GENESIS green nodes are mounted). For these
various reasons, the district’s scale seems appropriate.

Thus, our model works similarly to a Matryoshka doll,
aggregating data at various levels. The GENESIS green node
is an approximately one and a half square meter rectangular
panel. Based on the building footprint and orientation, this
green node may or may not be mounted on a building. Next,
the buildings are grouped together at the city block level.
Here, we assume that this geographic proximity will facili-
tate the pooling and redistribution of the energy accumulated
in the green nodes. Lastly, we compare the potential of each
block at the urban district level. We will see later in the
article that we need to add an additional level to this stack.
We must, indeed, disaggregate a collection of data contained
within a regular grid.
4.2. Potentials for deployment on roofs

As a first step, we used standard topographic data (ac-
cording to the European INSPIRE directive) to characterize
the cities based on the heights of polygonal footprints. Based
on this simplistic model of a city, every building in it is seen
as a collection of right prisms, i.e. because there is no data
immediately available, roofs are assumed as flat roofs, rather
than being modeled according to their diversity. We must
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Figure 5: Above the well-aligned facade is a 3.2 m deep roof
ribbon (yellow shaded polygon) on which a GENESIS green
node may be potentially installed. To avoid the sun shading
effect, we removed any part of the roof ribbon that protruded
beyond the party wall. Red polygons correspond to building
footprints in the terrain data (BD Topo®).

adopt an alternative deployment strategy due to this general
flattening of potentially sloped roofs (which does not include
chimneys, air vents, and other skylights which can impede
GENESIS panel installation).

To overcome the lack of fine modeling of urban roofs,
we focused on detecting south-facing facades, assuming that
we could deploy the panels in a 3.2-meter-deep ribbon (see
5). In practice, given the size of the panels we use, this
depth allows two rows of green nodes to be inserted (see
the right side of the figure 4). This is an input parameter of
the model and can of course be modified. This deployment
at depths of less than four meters (if arbitrary) appears to
answer assumptions about roof structures in practice, and
the acceptability and ease of deployment in morphologically
constrained urban environments.

Geoprocessing used to assess the potential for installing
GENESIS green nodes consists of three steps. The first
step is to remove the shared walls by applying a geometric
dissolution operation, which consists of a spatial union of the
input geometries. It provides the resulting geometry without
overlapping. The second step allows only well-exposed and
sufficiently long sections to be selected from the outlines
of various building plans. In practice, this treatment can
leave only south-facing elevations, i.e. elevations whose
azimuth is contained within 45° of the full south. The third
and final step simply consist in paving each facade linearly
from the previous filter in ribbons less than four meters
deep (see previous discussion). This potential placement of
green nodes along each facade is a function of the specific
dimensions of the panels and mounting ribbon.

Note that our model does not account for all the complex
effects of solar shading between buildings. However, these
effects depend not only on the 3D geometry of the building,
but also on the position of the sun over time. To overcome
this limitation (and possibly the roof constraints), we in-
corporate as a parameter an arbitrary average percentage of

coverage that depends on the general morphology of the
target urban area.
4.3. Population and IT usage estimation

The data from the population census is gridded to ensure
individual anonymity. The disadvantage of this gridding in
this study is that it requires us to disaggregate the census
data 𝐶 ∈ ℝ𝑚 in order to assign population estimates by
building. C is a vector data of dimension 𝑚 (from now on
and throughout the article, 𝑚 refers to the size of the census
space) because it embeds various dimensions relating to the
various age groups, but also to the number of households.
In a preliminary version of the model, we assume that the
population distribution 𝐶(𝑏) ∈ ℝ𝑚 per building footprint 𝑏
is simply a function of its floor area relative to the total floor
area of the study area, as shown in Eq. 1, as follows:

𝐶(𝑏) =
area(𝑏)

∑

𝑏′∈𝐵
area(𝑏′)

× 𝐶 (1)

The set of building footprints in the census area is
represented by 𝐵 in this equation. Of course, this estimate
is completely arbitrary. It is only a statistical representation
of the premises’ occupancy.

In our simplified model, the quantity of population
𝑃 (𝑏, 𝑡) actually present in buildings and likely to use IT
equipment is a function of both this disaggregated census
data 𝐶(𝑏) and time 𝑡. We assume that the occupation of
the dwelling varies according to age groups during the day,
depending on the nature of the day (weekday, weekend day,
etc.) and even the context (business as usual period, lock-
down, generalized partial teleworking, etc.). This variable
quantity is a function that, at any time 𝑡 ∈ ℝ, associates the
value of the selected IT equipment usage scenario 𝑆(𝑡) ∈
ℝ𝑚. By scenario, we mean in this model the usage of IT
equipment in the household, by age group and for a given
date. An example of usage is described in Table 4. It is
an arbitrary linear combination of time-indicator functions
representing a pattern of usage.

Let ⊙ denote vector pairwise multiplication. The popu-
lation actually present in the building 𝑏 at time 𝑡 and likely to
use IT equipment, denoted by 𝑃 (𝑏, 𝑡) ∈ ℝ𝑚, can be written
as the pairwise product of 𝑆(𝑡) ∈ ℝ𝑚 and 𝐶(𝑏) ∈ ℝ𝑚 as
exhibited in Eq. 2, as follows:

𝑃 (𝑏, 𝑡) = 𝑆(𝑡)⊙ 𝐶(𝑏) (2)
The above uniform distribution of age groups across

buildings is based solely on the floor area criterion. It is
purposefully kept simple for the sake of proof of concept
in our current tool implementation. By taking into account
household composition, a less trivial settlement model could
be developed.
4.4. Energy balance related to digital activity

We will refer to the number of IT equipment to be
evaluated in our study as 𝑛 from now on and throughout the
rest of the paper. The goal of this section is to introduce 𝐷 ∈
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Figure 6: Presentation of the whole geoprocessing workflow.

ℝ𝑛 ×ℝ𝑚. In practice, 𝐷 is a matrix of 𝑛 rows by 𝑚 columns
that assigns a possession ratio 𝐷𝑖𝑗 to each type of equipment
and age group. Because they are derived from national level
censuses, these equipment ratios are not geospecific.

From a high-level perspective, the energy required to
operate the IT equipment of a given territory is determined
not only by the number of inhabitants and equipment, but
also by the actual consumption of each device. The latter
can even be variable depending on the specified date (in the
case study to follow, we will typically decide to charge the
smartphones only once a day at 7 pm). Let 𝐸(𝑡) ∈ ℝ𝑛 be
the function that models power consumption over time by
IT equipment type. The electricity consumption C (𝑏, 𝑡) –
related to IT equipment usage – of building 𝑏 at date 𝑡 can
then be written as the inner product of 𝐷 × 𝑃 (𝑏, 𝑡) by 𝐸(𝑡),
see Eq. 3 as follows:

C (𝑏, 𝑡) = ⟨𝐷 × 𝑃 (𝑏, 𝑡), 𝐸(𝑡)⟩ (3)
We can see that by associating a pattern of presence with

each age group on the one hand and a ratio of ownership of
various IT devices on the other, the above model assumes
that the same individual uses all of his/her devices at the
same time. This assumption is not always realistic.
4.5. Mapping of GENESIS to digital energy

demand
All of the processing described in the preceding sections

is grouped into the workflow depicted in Figure 6, which is
written in Python. This relies on the integration of various
libraries, including Pandas [28] for processing alphanumeric
census data; shapely [14] and GeoPandas [20] for processing
topographic data; Pysolar [33] for retrieving and processing
the solar ephemeral required for irradiation calculations, and
t4gpd [22] for integrating and mapping the energy consump-
tion and supply models. It is also worth mentioning the use of

the NumPy [16] library which, thanks to its array programming
capabilities, makes the various energy consumption calcula-
tions very efficient. In our simulator, for example, we have
translated Eq. 3 as follows: dot(matmul(D, multiply(S, C)),

E), with the functionalities dot, matmul, and multiply being
directly imported from NumPy.

The Direct Normal Irradiance (DNI) is required to cal-
culate the solar deposit. The DNI parameter represents the
amount of solar radiation received per unit area by a surface
in an instant. This surface is preferably considered perpen-
dicular (or normal) to the rays emanating from the sun’s
current position in the sky. We derive the DNI value from
topographic data extraction by calculating the apparent solar
path associated with the latitude and longitude of a given
urban site. Because this value estimation assumes a clear
sky, we have chosen to weight the daily solar contribution
by a sky brightness coefficient: the closer this coefficient
is to zero, the more cloudy it is. However, the closer this
coefficient is to one, the clearer the sky.

Figures 7a and 7b depict typical outputs (maps and
curves) directly generated by our GENESIS deployment
simulator in two French urban areas. As discussed in Sec-
tion 5, we implemented the presented model on the “Pas
du Loup” district of Montpellier city (43.6° N, 3.8° E) and
the “Madeleine” district of Nantes city (47.2° N, 1.5° W).
We note here that Montpellier has a sunny Mediterranean
climate unlike Nantes which has a more often overcast
oceanic climate. The simulator allows to combine actual
topographical data (such as building footprints), IT equip-
ment usage data, and solar energy harvesting data at various
times of the year. It also easily handles various organic urban
morphologies, as demonstrated by the two examples.

To run these simulations, a number of parameters, in-
cluding the aforementioned ones, must be specified, such
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green nodes exceeds the storage capacity of the 48 battery-equipped nodes. To provide free harvested energy to the city block’s
293 residents while avoiding strain on the utility grid, storage capacity must be increased.
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Figure 7: GENESIS deployment to answer energy demands from local IT equipment in Montpellier and Nantes cities.
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Table 1
Parameters and corresponding values for Figure 7.

Parameter Montpellier Nantes

GENESIS coverage 50% 30%
Ribbon width 3.2 m 3.2 m
GENESIS batt. ratio 1:6 1:6
Battery capacity 3 kWh 3 kWh
PV panel size 1.6m × 1m 1.6m × 1m
PV panel efficiency 19% 19%
Loss rate during (dis)charge 90% 90%
Min. battery charge level 15% 15%
Time step 1h 1h
South azim. range 270 ± 45° 270 ± 45°
Winter brightness see Fig. 7a see Fig. 7b
Spring brightness see Fig. 7a see Fig. 7b
Summer brightness see Fig. 7a see Fig. 7b

as the brightness coefficient, as indicated in Table 1. The
GENESIS nodes equipped with batteries are used to store
the surplus harvested solar energy, i.e. when it exceeds
the energy demand from a given city block (see parameter
named GENESIS batt. ratio in Table 1). When storing
the excess energy in the battery, we apply a Loss rate

during (dis)charge (also known as round-trip efficiency,
see Table 1). Similarly, when the harvested solar energy
supply to GENESIS nodes is insufficient and the battery
charge exceeds a threshold (Min. battery charge level), the
discharge is amplified by the same loss rate.

In addition, we consider a parameter related to the
Battery capacity, which plays a significant role in whether or
not the energy demand of IT equipment can be met without
using energy from the utility grid.

5. Case study
We consider the “Pas du Loup” and “Madeleine” dis-

tricts in Montpellier and Nantes, respectively, to demonstrate
the relevance of our simulation tool. We investigate various
GENESIS deployment scenarios at the district level in order
to determine the most advantageous configuration in terms
of energy consumption from the utility grid (which is costly
and not necessarily green). It should be noted that the PaaS
exploitation mode of GENESIS (see Section 3.4) is not
taken into account in this study due to the absence of public
databases on the cloud data processing demand per residents
in urban environments.
5.1. Gathering data to build simulation models

The urban topographic data that we used are freely
available online at the French IGN Géoportail site4.

We used the data tables from a technical report [8] to
calculate the distribution of IT equipment per inhabitant. The
smartphone ownership ratios by age group are reported for
the year 2019 in [8], Table 4, page 35. The ratios of computer
equipment by age group are given for the same year in [8],
Table 6, page 42. Similarly, the ratios of tablet ownership are
reported in [8], Table 8, page 46. The ratios of smart speaker

4See https://geoservices.ign.fr/bdtopo (Accessed March 2022).

Table 2
Assumed distribution of IT equipment rate (in %) by age
groups. In the current study, this distribution is a matrix 𝐷,
composed of 𝑛 = 7 rows (IT equipment categories: gwy =
gateway, ltp = laptop, tbl = tablet, sph = smartphone, sob =
smart object, spk = smart speaker, tv = television) and 𝑚 = 8
columns (hld = household, and age groups). For instance, 91%
of individuals in 11 – 17 age group hold a laptop, while only
58% of 65 – 79 age group hold a laptop.

hld
11
-

17

18
-

24

25
-

39

40
-

54

55
-

64

65
-

79
80+

gwy 95 0 0.0 0.0 0.0 0.0 0.0 0.0
ltp 0 91 82.0 73.0 83.0 76.0 58.0 0.0
tbl 0 37 36.0 49.0 45.0 47.0 29.0 0.0
sph 0 86 98.0 95.0 80.0 62.0 44.0 0.0
sob 0 31 25.0 21.0 17.0 9.0 5.0 0.0
spk 0 15 14.0 1.0 9.0 7.0 5.0 0.0
tv 0 0 79.2 93.1 95.3 97.9 97.9 0.0

Table 3
Assumed average energy consumption (in Wh) per IT device.
In this study, this energy consumption is a function of time t.
It thus associates with any 𝑡 ∈ ℝ, a vector 𝐸(𝑡) ∈ ℝ𝑛 with
𝑛 = 7 components (IT equipment, see legend of Table 2).
Let ℎ be the hourly component of 𝑡 (obtained via the t.hour
attribute as stored in the Python datetime instance). The
fourth component of 𝐸(𝑡) is based on a Dirac unit impulse,
which takes the value 1 only at 7 pm (it is assumed that
each smartphone is recharged between 7 pm and 8 pm) and is
zero otherwise. The other components are all time independent
constants.

gwy ltp tbl sph sob spk tv

Energy 26 75 4 10×𝛿(h-19) 1 5 100

are reported in [8], Table 9, page 49. The ratios of connected
smart objects are reported in [8], Table 11, p. 54. We added
up the ratios of connections by ADSL or Optic Fiber from
[8], graph 55, p. 80, for the connection of households to the
Internet. Finally, information on TV equipment ratios by age
group is extracted from the French INSEE "Equipement des
ménages" survey, available online5.

In practice, and in order to specify each of the model’s
parameters, we have grouped all of these parameters in the
matrix variable 𝐷 shown in Table 2. We have grouped the
estimated average consumption data per IT equipment in the
𝐸(𝑡) vector shown in Table 3. These data are rough estimates
that can naturally be modified. Finally, Table 4 shows an
example of a typical usage scenario for IT equipment based
on the day and time of day, as well as the type of equipment
and the user’s age group. The data in this table correspond
to our model’s 𝑆(𝑡) matrix (see Eq. 2).

Table 4 describes a typical scenario of IT equipment
usage. This scenario is completely arbitrary and is referred
to as standard usage (i.e. business as usual period) in the

5See Fig. 1 at https://www.insee.fr/fr/statistiques/4277714 (Ac-
cessed March 2022).
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Table 4
Assumption of IT equipment usage ratios (in %) according to age group, baseline scenario 𝑆(𝑡) during standard usage, i.e. no
lockdown. Note that 𝑆(𝑡) ∈ ℝ𝑚, with m=8 (rows of the table), is a function of two integer variables ℎ (t.hour attribute as stored
in the Python datetime instance) and 𝑤 (t.weekday(), the day of the week starting with 0 for Monday). The function Π(𝑡0, 𝑡1, 𝑡)
corresponds to a modified indicator function. It is equal to 1 on the semi-open interval [𝑡0, 𝑡1[ and 0 elsewhere. Φ𝑥 denotes here
a normal continuous random variable Φ𝑥 ∼  (𝑥, 𝑥

10
).

Age groups IT equipment usage ratios

household 100
11-17 Π(0,5,w) × (Π(12,14,h) × Φ20 + Π(18,20,h) × Φ70 + Π(20,23,h) × Φ50) + Π(5,7,w) × (Π(8,13,h) × Φ90 + Π(18,20,h)

× Φ70 + Π(20,22,h) × Φ90)
18-24 Π(0,5,w) × (Π(19,21,h) × Φ70 + Π(21,24,h) × Φ60) + Π(5,7,w) × (Π(10,15,h) × Φ50 + Π(21,24,h) × Φ70)
25-39 Π(0,5,w) × (Π(9,12,h) × Φ20 + Π(12,14,h) × Φ30 + Π(19,21,h) × Φ60 + Π(21,24,h) × Φ70) + Π(5,7,w) × (Π(10,15,h)

× Φ90 + Π(18,24,h) × Φ90)
40-54 Π(0,5,w) × (Π(9,12,h) × Φ30 + Π(12,14,h) × Φ35 + Π(19,21,h) × Φ80 + Π(21,23,h) × Φ70) + Π(5,7,w) × (Π(8,10,h)

× Φ50 + Π(12,14,h) × Φ60 + Π(18,22,h) × Φ70)
55-64 Π(0,5,w) × (Π(9,12,h) × Φ40 + Π(12,14,h) × Φ35 + Π(19,21,h) × Φ80) + Π(5,7,w) × (Π(7,9,h) × Φ90 + Π(12,14,h)

× Φ60 + Π(18,22,h) × Φ70)
65-79 Π(7,9,h) × Φ20 + Π(9,12,h) × Φ40 + Π(12,15,h) × Φ90 + Π(15,17,h) × Φ50 + Π(17,22,h) × Φ70
80+ Π(9,13,h) × Φ60 + Π(14,22,h) × Φ40

sense that it does not refer to either partial or full lockdown
scenarios as experienced during the recent Covid-19 issue,
where the usage of IT equipment has significantly evolved.
The function Π(𝑡0, 𝑡1, 𝑡) in this table corresponds to a modi-
fied indicator function, which is equal to 1 on the semi-open
interval [𝑡0, 𝑡1[ and 0 elsewhere. Φ𝑥 here denotes a normal
continuous random variable Φ𝑥 ∼  (𝑥, 𝑥

10 ). It allows for
the expression of the IT equipment usage model for each
age group. Typically, for the 18-24 age group, the following
expression:

Π(0,5,w) × (Π(19,21,h) × Φ70 + Π(21,24,h) × Φ60) +

Π(5,7,w) × (Π(10,15,h) × Φ50 + Π(21,24,h) × Φ70)

means that, for any weekday, i.e. when the variable 𝑤 has a
value between 0 and 4, there is approximately 70% of the IT
equipment used between 7pm and 9pm and approximately
60% of the IT equipment used between 7pm and midnight.
On the other hand, on weekends, i.e. when the variable
𝑤 has a value between 5 and 6, the usage decreases to
approximately 50% between 10am and 3pm, and increases
to approximately 70% between 9pm and midnight.

Figure 8 shows an instantiation of the IT equipment
usage scenario (see Table 4) by age group for a typical
weekday and a typical weekend day. This representation
highlights the peaks in usage over a day.
5.2. Exploration of GENESIS urban deployment

We study the performance of possible GENESIS de-
ployments at the scale of an urban district as a function of:
the number of green nodes equipped with solar panels on
the one hand, and the number of green nodes additionally
equipped with initially half-full batteries on the other hand.
The performance indicator we chose corresponds to the ratio
of energy requested from the utility grid to total energy
demand for the district’s IT equipment over each evaluated
week period. The 3D surfaces shown in Figures 9a and 9b
demonstrate that yields are naturally a function of time and
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(b) Weekend day.
Figure 8: Graphic translation of the IT equipment usage
scenario presented in Table 4 for two typical days.

that they deteriorate in winter due to sunlight conditions (less
irradiation, increased cloudiness).
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(a) Focus on the Pas du Loup district (1661 inhabitants) in Montpellier.
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(b) Focus on the Madeleine district (2601 inhabitants) in Nantes.
Figure 9: Exploration of different deployment conditions of GENESIS w.r.t. energy required from the utility grid. Horizontal axes
denote i) the percentage of roof surface coverage with green nodes, and ii) the percentage nodes equipped with batteries out of
the nodes deployed on roofs. The vertical axis denotes the percentage of energy from the utility grid required for satisfying the
local IT equipment demand, in addition to the harvested energy.

In Figure 9a, if we consider that 50% is a reasonable
ribbons’ coverage rate (n terms of financial investment and
technical feasibility.) for the rooftop configuration in the
Montpellier district, we get a total of 2294 GENESIS nodes.
We can then vary the ratio of nodes including batteries after
we have fixed this parameter. The situation is much better
than in Nantes because, despite having less than 25% of the
nodes equipped with batteries, the GENESIS solution meets
more than 90% of the energy needs for IT equipment in the
worst of the three configurations. With such a battery ratio,
one can almost compensate the energy consumption of IT
equipment over the whole night for the configuration given
at the spring equinox or summer solstice.

In Figure 9b, if we assume that 30% is a realistic ribbons’
coverage rate for the Nantes district’s roof configuration,
we get a total of 2566 GENESIS nodes. We can then vary
the ratio of nodes carrying batteries after we’ve fixed this
parameter. If 33% of the nodes have a storage capacity of
3kWh each, the GENESIS solution will meet 95% of the
energy needs for IT equipment at the summer solstice. In
contrast, at the winter solstice, the solution degrades signifi-
cantly and only 42% of the needs are met. It should be noted

that in the intermediate regime, at the spring equinox (and
under the weather conditions specified in the curves’ titles),
more than 83% of the needs are met by the solution. For
the same ribbons’ coverage rate in GENESIS nodes (30%,
i.e. 2566 nodes), we can see that the solution never allows
us to exceed the optimum yield of 96.5%, whatever the
battery ratio studied. The tool clearly shows that increasing
the storage ratio is not very useful; instead, it is preferable
to try to increase the number of green nodes, and thus the
harvesting capacity.

The results shown in Figure 9 are very useful for a
quick and global analysis of the decision space for GENESIS
deployment in urban contexts. They have been obtained
using our simulator within 166 seconds in the case of the
Pas du Loup district (8 city blocks in Montpellier), while
188 seconds were required for the Madeleine district (33 city
blocks in Nantes). The simulations were run on a Dell Preci-
sion T1700 PC, Intel® Xeon® CPU E3-1246 v3 at 3.50GHz,
with 16 Go RAM. Based on the estimated performance,
stakeholders can assess the feasibility of the corresponding
investments in terms of system component cost in relation
to local weather conditions. In general, we can see from
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Figure 9 that the best performance level (i.e. the least amount
of energy required from the utility grid) is mostly sensitive
to the proportion of solar panel-equipped green nodes de-
termining roof coverage, as opposed to the proportion of
battery-equipped green nodes. This observation, of course, is
heavily reliant on the arbitrary input data used in the current
case study.
5.3. Fine-grain analysis of deployments

The previous global analysis can be refined by focusing
on specific GENESIS deployments to evaluate in detail the
evolution over time of the energy demand from utility grid
in relation to three relevant variables: energy supplied by
GENESIS solar panels, accumulated battery charge, and
energy demands for IT equipment.

Figure 10 demonstrates two specific GENESIS deploy-
ment options at the district scale in the cities of Montpellier
and Nantes. The simulation times are respectively 214 sec-
onds and 255 seconds for the Pas du Loup (8 city blocks
in Montpellier) and Madeleine (33 city blocks in Nantes)
districts, using the same the desktop PC as previously. In the
case of Pas du Loup district, the scenario consists of 2294
green nodes that provide 50% ribbons’ coverage. Among
these nodes, 1147 modules each have a 3 kWh battery. In
the Madeleine district, the proposed deployment uses 2566
green nodes to provide 30% ribbons’ coverage. Among these
nodes, 843 modules contain each 3 kWh battery.

The temporal evolution of the different curves shown in
Figure 10a suggests that the considered deployment setup is
adequate to meet the energy demand for IT equipment in the
Pas du Loup district over different emblematic weeks. There
is no need for energy from the utility grid, so there is no
black curve visible in the plots. Given the global evaluation
depicted in Figure 9a, this configuration is even a near-
optimal choice.

As for the Madeleine district, the results shown in Fig-
ure 10b indicate that the considered deployment setup cannot
avoid utility grid energy usage. This is most noticeable
in December and March, when the black curve is clearly
visible. Given this knowledge, stakeholders may wish to
increase the number of green nodes to cover more than
30% of the available ribbons’ surface. Unfortunately, due
to architectural constraints and roof superstructures in the
building, this is not possible. As a result, the configuration
depicted in Figure 10b is the near-optimal choice.
5.4. Some preliminary insights

The above case study demonstrates that the deployment
of a solution at the crossroad of edge computing and smart
grid like GENESIS, can theoretically fill the energy demand
for the residents digital activities within two very different
districts of the French cities of Montpellier and Nantes. In
particular, our simulation tool, which relies on a geographic
information system (GIS), maps the digital power demand
of a neighborhood with the energy harvesting capabilities
of the distributed GENESIS modules, deployed within the
same area.

5.4.1. On the key role of energy transfer capability
We note that the energy transfer mechanism of GENESIS

plays a crucial role in the mutualization of the harvested en-
ergy in an urban area. Typically, the energy budget unused by
the residents of some buildings are migrated towards some
other buildings where the local residents have a demand.
This feature, among others, distinguishes our GENESIS-
oriented solution from similar approaches like [7] [15] as
discussed in Section 2. The same observation can be made
on the computation side when GENESIS is used in its PaaS
exploitation mode. Indeed, the possibility of migrating data
or workloads between different green computing nodes and
mini data centers enables to relieve overloaded servers by
offloading part of the jobs on idle servers, within a neighbor-
hood. This promotes the concept of short energy and digital
channels, and creates a direct and tangible link between city
dwellers and the energy and computation infrastructures that
meet their digital needs.
5.4.2. On the scalability of our simulator

The simulation time required for obtaining the results
shown in Figure 9 is very reasonable. Even though, our case
study only concentrates on district level, we can extrapolate
the simulation time at upper levels. Roughly speaking, as-
suming in average 3 minutes simulation time per district,
it would take approximately 4 hours and 25 minutes to
evaluate a larger scenario at the level of Montpellier city,
composed of 88 districts. For the city of Nantes, comprising
97 districts, the city-wide evaluation would require 4 hours
and 50 minutes. For a large city in France such as Paris,
which contains 992 districts, the extrapolated simulation
time would be about 50 hours.

Pushing further this extrapolation to the department
level, which consists of several cities, the simulation time
could reach up to 25 hours for the Loire-Atlantique depart-
ment, comprising Nantes city, at a total of 503 districts. Now,
considering the Hérault department, including Montpellier
city, at a total of 578 districts, the extrapolated simulation
time would be about 29 hours.

It is important to notice that the above extrapolation does
not consider any parallelization implementation of our tool.
Such an evolution will undoubtedly improve the scalability
for addressing very large scale scenarios, e.g. country level.
The metropolitan France and Corsica cover 48,589 districts.

6. Discussion and open questions
The problem addressed in the present work, like all

problems related to urban systems, is not only technical, but
also economic, social, and cultural. The discussion in the
sequel is therefore divided into two parts: the feasibility of
an urban deployment of GENESIS on the one hand, and its
integration into urban ecosystems on the other.
6.1. Feasibility of urban deployment for GENESIS

Is GENESIS feasible in theory, but not in practice? This
question has no single answer and depends on a variety of
local factors unique to the urban system under consideration.
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(a) Focus on the Pas du Loup district: 1661 residents, 2294 green nodes (50% coverage) out of which 1147 include each a battery of 3 kWh.
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(b) Focus on the Madeleine district: 2601 residents, 2566 green nodes (30% coverage) out of which 843 include each a battery of 3 kWh.
Figure 10: Evolution of the estimated energy collected by all GENESIS nodes (in green), the estimated Wh consumed by IT
equipment (in dotted red), the charging rate of the batteries embedded in the nodes (in blue), and the demand for additional
energy from the utility grid (in black) over a given week (in winter, spring, and summer).

6.1.1. Main feasibility factors
The first and most obvious factor is related to local

climatic conditions. The operation of GENESIS is based
on adequate and consistent solar gain. The case studies
presented in the preceding section of this article demonstrate
that the solution is feasible for two French cities with vastly
different climatic conditions. GENESIS is estimated to be
viable in all cities where solar collection is feasible.

The availability and accessibility of roof surfaces that
are well exposed to the sun and capable of supporting an
additional equipment load is the second factor. The effect
of solar shading can reduce the potential solar exposure
of rooftops in very dense urban structures such as city
centers. Building accessibility may be difficult and costly,
and existing roofs may be unable to support additional loads.

Another consideration is the possibility of regulatory
constraints, such as heritage protection in certain historical
zones, which may preclude the addition of equipment visible
from public space. Another critical factor is the number of
owners in the area in relation to the number of buildings,

i.e. the number of interlocutors who must be persuaded to
install collective equipment such as GENESIS. The number
of interlocutors in residential condominiums is generally
much greater than the number of buildings, which obviously
complicates the decision to implement collective equipment.
The number of interlocutors in suburban areas is roughly
equal to the number of buildings (individual houses). In
business or commercial areas, the number of interlocutors
may be much lower than the number of buildings, as in the
case of an investor who owns a group of buildings rented to
companies or stores. Negotiations for the implementation of
GENESIS-type equipment can be simplified in this case.

On the other hand, the population living or working in
the district, as well as their specific digital needs on both
a personal and professional level, is a factor to consider.
The goal of promoting short digital channels leads to a
preference for areas with high demand for computing or dig-
ital storage. These include, for example, service companies
such as banks, third places, local government services or
transportation companies, universities, and so on.
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Finally, while not strictly necessary, note that coupling
of green nodes with in-door mini data centers (see Fig-
ure 1) strongly enhances the acceptability of GENESIS in
urban contexts. Indeed, because green nodes are deployed
on roofs, data security may appear sub-optimal at times, e.g.
potentially vulnerable to vandalism. In this case, the green
nodes could be used as memoryless compute nodes (that is,
they process data without storing it in their local memory),
while the in-house mini data centers would collect the results
produced by the remote green nodes.
6.1.2. Characterizing the technical feasibility

We can characterize the technical feasibility of a GEN-
ESIS deployment based on the type of neighborhood con-
sidered by combining the aforementioned factors. A dense,
central urban neighborhood has a large population and a
high demand for digital services, but the rooftops may be
difficult to access, regulatory barriers may exist, and the
number of parties involved may be too large to reach an
agreement. Only public-sector incentives are likely to result
in the integration of a GENESIS-type solution in this type
of neighborhood.

Private or public multi-family housing developments
(old or new apartment buildings in a residential area) ap-
pear to be more suitable candidates. They typically have a
large number of easily accessible flat roofs, fewer regulatory
obstacles, a large population and thus a high demand for
digital services, and a smaller number of discussion partners,
particularly for social housing managed by a single social
landlord. The difficulty here is related to the homogeneity
of digital demand, which may result in overloads at certain
times (in the evening or on weekends) and vacancies in IT
activity demands during the rest of the time. One solution
could be that the GENESIS computing capacities put in
place by the co-ownership are rented to other economic ac-
tors in the area during periods of low demand. In France, for
instance, the Qarnot6 Company charges in average 0.25 € per
CPU.hour. A GENESIS prototype green node is currently
equipped with a 16-core server with a peak power of 400
W. The energy consumed by all 16 cores for an hour is then
400 Wh. Accordingly, an estimated energy surplus of 1.217
MWh (obtained within a week in June when simulating the
GENESIS deployment in the Pas du Loup district, see Figure
10a), would generate about 48,680 CPU.hours per week,
corresponding to 12,170 € as financial return per week.
Though this is a rough approximation, it suggests that the
computation components of GENESIS green nodes could
contribute to refund the investment costs.

Other potential candidates for the installation of GEN-
ESIS solutions include commercial and industrial zones on
the outskirts of cities. The structures are numerous, easily
accessible, and have large, well-exposed roof surfaces. Reg-
ulatory barriers are generally low, and the demand for digital
services can be extremely high. Furthermore, the number of
partners can be reduced, making installation and the search
for a viable business model to finance the solution easier.

6https://qarnot.com/ (Accessed March 2022).

6.2. Impact of GENESIS on urban ecosystems
Assuming that GENESIS finds a concrete application in

an urban system, it will be necessary to assess its integration
into the urban ecosystem, which is defined here as the
city’s or district’s ecological, social, economic, and cultural
environment. A few critical factors must be considered, as
discussed further below.

The first factor is the GENESIS hardware system’s ac-
ceptability in a dense urban environment. It is obvious that
integrating the system as close to living areas as possible
is only possible if the green nodes are sufficiently quiet.
This is determined by the integrated computing system.
Our small-scale demonstrator currently includes a compute
blade with GPU, similar to what is found in a typical data
center. The sound emission of the compute blade depends
on the executed workload intensity, which can result in the
activation of the system’s integrated fans in extreme heat
conditions. In general, the computing portion of a green
node uses a generic integration interface that supports any
computer motherboard, such as those found in server-class
systems, personal computers, or embedded compute boards,
to be connected. The sound emission level varies depending
on the options chosen, but it must be reasonable enough to
allow GENESIS to be used in a manned environment.

When deploying a technology like GENESIS, one should
consider the visual transformation of the target urban ecosys-
tems in addition to the sound emission. On the one hand, the
current prototype module, dubbed the green node, is quite
small and resembles a typical photovoltaic panel. On the
other hand, we believe that the visual presence of these mod-
ules raises awareness of the existence of infrastructures re-
lated to city dwellers’ digital activity and their environmental
impacts. From this viewpoint, it appears to be worthwhile to
make the system visible, just as the infrastructures for energy
distribution (electricity, gas), waste management, and so on
are visible in the city.

Another critical aspect of integrating GENESIS into
an urban ecosystem is the heat emitted by the system’s
photovoltaic panels, computing, and energy management
systems. The produced heat is dissipated into the ambient
air in the current small-scale prototype, with the help of a
system of controlled fans when necessary. As a result, the
module may appear to be a thermal polluter comparable,
for example, to heat pumps installed for air conditioning.
This heat can be recovered in a variety of ways. Based on
the model of the digital heaters promoted by the Qarnot
Company [24], we can imagine using the heat dissipated by
GENESIS to contribute to building heating, assuming the
evolution of GENESIS’s technical infrastructure. Another
avenue to pursue is the incorporation of GENESIS modules
into urban agriculture structures installed on the roofs of
city buildings. In this case, the heat dissipated by GENESIS
could be directly used for crop cultivation.
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7. Conclusion and perspectives
We presented a model-based framework for the long-

term sustainability of urban systems. In our solution, we
proposed an expressive and flexible simulation tool that
captures the deployment of an emerging green technology,
named GENESIS, in existing urban neighborhoods. Using
it, we can study typical deployment conditions under which
urban IT equipment can be powered by renewable energy.
Our study analyzed the deployment of GENESIS in two
cities in France, Nantes and Montpellier, as a case study for
the relevance of our proposal.

This work contributes to the emergence of more sustain-
able urban systems by addressing the issues raised by the
rapid development of city dwellers’ digital needs. In theory,
a digital technology combining edge computing and smart
grid paradigms appears to be relevant. Nevertheless, as with
any innovation, the adoption of GENESIS necessitates a
change in dwellers’ habits. Our work has demonstrated the
technology’s viability and the importance of incorporating
it into existing urban systems.

Future studies will include expanding our simulation
tool to capture more detailed deployment scenarios, such as
the effects of solar masking between buildings in an urban
context, more advanced distribution models of IT equipment
among houses, and equipment usage to reflect actual situa-
tions, among other things. In urban environments, additional
GENESIS exploitation modes, such as PaaS cloud comput-
ing infrastructure, can be investigated. This comprises an
economic analysis of such investment profitability, as in [9].
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