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#### Abstract

Bell's inequality violation experiments are becoming increasingly popular in the practical teaching of undergraduate and master's degree students. Bell's parameter $S$ is obtained from 16 polarization correlation measurements performed on entangled photons pairs. We first report here a detailed analysis of the uncertainty $u(S)$ of Bell's parameter taking into account coincidence count statistics and errors in polarizers' orientation. We show using both computational modeling and experimental measurement that the actual sequence of the polarizer settings has an unexpected and strong influence on the error budget. This result may also be relevant to measurements in other settings in which errors in parameters may have non-random effects in the measurement. © 2023 Published under an exclusive license by American Association of Physics Teachers. https://doi.org/10.1119/5.0102516


## I. INTRODUCTION

Quantum optics experiments based on the generation of entangled photons pairs are useful pedagogical tools for undergraduate and master's degree students. ${ }^{1-5}$ Using the polarization properties of photons, they enable manipulation of the mathematical formalism in a simple two-dimensional space and illustrate the foundations of quantum physics: the preparation of quantum states and the probabilistic and statistical aspects of projective measurements. It is also possible with such experiments to introduce students to recent developments concerning quantum technologies and their applications to computing, communications, or sensing. ${ }^{6}$
The most striking of these quantum optics experiments is the violation of Bell's inequality ${ }^{7,8}$ that demonstrates the non-locality of quantum physics. It uses entangled photon pairs to distinguish experimentally between local-realistic and non-local-realistic theories. The Nobel Prize in Physics 2022 was awarded to Alain Aspect, John F. Clauser, and Anton Zeilinger "for experiments with entangled photons, establishing the violation of Bell inequalities and pioneering quantum information science, ${ }^{" 9}$ showing the significance of quantum entanglement in physics nowadays. In addition to research in quantum physics, such experiments were developed for pedagogical purposes some 20 years ago ${ }^{10,11}$ and have become widely available. ${ }^{12}$

Improving the significance of the violation and closing loopholes is a topic for the research literature. In this pedagogical paper, we focus instead on improving the measurement error. Usually, the uncertainty in Bell's parameter is calculated taking into account only coincidence counts statistics. ${ }^{10,12,13}$ In our setup, in which the polarizers are rotated by hand, we have to consider, furthermore, the experimental errors in the polarizers' orientations. Asking students to consider the trade-offs between these two main uncertainty sources leads to fruitful discussions.

Additionally, during a master's project, we realized that, unexpectedly, the actual experimental sequence of the polarizers' orientations had quite a significant impact on the error budget. As we shall see, this comes from correlations between the different measurements that make up $S$. We present these results not only because they may allow other instructors to help their students minimize the measurement error but also because we suspect that similar correlations between measurement results may occur unexpectedly in other systems, and we hope that our work will aid instructors in recognizing those correlations.

This paper is organized as follows: After the description of our experiment and the main theoretical aspects, Bell's parameter uncertainty is derived analytically by the Gaussian error propagation method. Then this uncertainty is numerically modelled by a Monte Carlo algorithm in order to better describe real experimental sequences. This method allowed us to optimize with a genetic algorithm, the measurement protocol of Bell's parameter in order to reduce the acquisition time or reinforce the strength of Bell's inequality violation. Finally, we give experimental evidence of our findings.

## II. BELL'S INEQUALITY IN THE TEACHING LABORATORY

## A. Experimental setup

Our graduate students use the experimental setup shown in Fig. 1 for measuring Bell's parameter. ${ }^{2,10}$ Entangled photons pairs are generated by parametric downconversion in a pair of type I beta-barium borate (BBO) crystals ${ }^{15}$ pumped by a $30 \mathrm{~mW}, 405 \mathrm{~nm}$ laser diode. A blue photon incident on a single BBO crystal is downconverted into a pair of two near-infrared photons at 810 nm (called the "signal" and "idler" photons) that are polarized perpendicular to the
crystallographic axis and are emitted on an cone with a $3^{\circ}$ half angle. The crystallographic axes of the two BBO crystals are oriented at right angles so that one crystal produces downconverted photons horizontally polarized (state $\left.\left|H_{s}\right\rangle\left|H_{i}\right\rangle\right)$ and the second produces vertically polarized photons (state $\left|V_{s}\right\rangle\left|V_{i}\right\rangle$ ). A half-wave plate ( $\lambda / 2$ ) and a quartz phase compensator (C) are used to equalize the relative weights and phases of the horizontal and vertical components so that the photons can be emitted in the theoretical state

$$
\begin{equation*}
\left|\Psi_{E P R}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|H_{s}\right\rangle\left|H_{i}\right\rangle+\left|V_{s}\right\rangle\left|V_{i}\right\rangle\right) \tag{1}
\end{equation*}
$$

The polarizers $P_{A}$ and $P_{B}$ are oriented, respectively, at angles $\alpha$ and $\beta$ from the vertical axis (state $|V\rangle$ ). We denote their eigenstates $\left|V_{\alpha}\right\rangle=\cos \alpha|V\rangle-\sin \alpha|H\rangle$ and $\left|V_{\beta}\right\rangle=\cos \beta|V\rangle$ $-\sin \beta|H\rangle$. The polarizers perform the projection of the photon pair state $|\Psi\rangle$ onto $\left|V_{\alpha}\right\rangle\left|V_{\beta}\right\rangle$, which is a measure of the polarization correlation of the photons of the pair. Interference filters (IFs) placed in front of Geiger mode avalanche photodiodes (APDs) transmit only photons in a spectral bandwidth of 10 nm centered at 810 nm . The count rates on each detector are denoted $\phi_{A}$ and $\phi_{B}$. Coincidence detection on both detectors is performed in a $\tau_{c} \approx 9.4 \mathrm{~ns}$ temporal window with a field programmable gate array (FPGA) card (Altera DE2-115) to record only the events that come from the same photon pair. ${ }^{16,17}$ The corresponding rate is denoted $\phi_{c}$. Data are sent from the FPGA card to a computer every 100 ms .

## B. Theory reminder

We summarize here briefly the main theoretical aspects, following Ref. 10. The targeted Bell state $\left|\Psi_{E P R}\right\rangle$ is

$$
\begin{equation*}
\left|\Psi_{E P R}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|H_{s}\right\rangle\left|H_{i}\right\rangle+\left|V_{s}\right\rangle\left|V_{i}\right\rangle\right) . \tag{2}
\end{equation*}
$$

This maximally entangled state ${ }^{19}$ is then projected on the eigenstates $\left|V_{\alpha}\right\rangle\left|V_{\beta}\right\rangle$ of polarizers $A$ and $B$. The number of coincidences $N_{c}$ during the acquisition time $T_{a c q}$ is ${ }^{23}$

$$
\begin{equation*}
N_{c}=\phi_{c} T_{a c q}=N_{p} \left\lvert\,\left.\left\langle V_{\alpha}\right|\left\langle V_{\beta} \mid \Psi_{E P R}\right\rangle\right|^{2}=\frac{N_{p}}{2} \cos ^{2}(\beta-\alpha)\right. \tag{3}
\end{equation*}
$$

where $N_{p}$ is the number of coincidences that would be detected without the polarizers during the acquisition time.

We model the experimental photon pair state by a pure quantum state $\left|\Psi_{D C}\right\rangle,{ }^{10}$

$$
\begin{equation*}
\left|\Psi_{D C}\right\rangle=\cos \theta_{l}\left|H_{s}\right\rangle\left|H_{i}\right\rangle+\sin \theta_{l} e^{j \varphi}\left|V_{s}\right\rangle\left|V_{i}\right\rangle, \tag{4}
\end{equation*}
$$

where $D C$ stands for down-conversion and $\theta_{l}$ is set by the orientation of the half-waveplate $\left(\theta_{l}=45^{\circ}\right.$ ideally). $\varphi$ is the relative phase between states $\left|H_{s}\right\rangle\left|H_{i}\right\rangle$ and $\left|V_{s}\right\rangle\left|V_{i}\right\rangle$ generated in either crystal of the BBO pair and can be zeroed by adjusting the quartz compensator. The number of coincidences for this state is

$$
\begin{align*}
N_{c}= & N_{p}\left[\sin ^{2} \alpha \sin ^{2} \beta \cos ^{2} \theta_{l}+\cos ^{2} \alpha \cos ^{2} \beta \sin ^{2} \theta_{l}\right. \\
& \left.+\frac{1}{4} \sin (2 \alpha) \sin (2 \beta) \sin \left(2 \theta_{l}\right) \cos \varphi\right]+C \tag{5}
\end{align*}
$$

where the parameter $C$ takes into account experimental imperfections.

The analysis proceeds by introducing the polarization correlation coefficient
$E(\alpha, \beta)=\frac{N_{c}(\alpha, \beta)+N_{c}\left(\alpha_{\perp}, \beta_{\perp}\right)-N_{c}\left(\alpha, \beta_{\perp}\right)-N_{c}\left(\alpha_{\perp}, \beta\right)}{N_{c}(\alpha, \beta)+N_{c}\left(\alpha_{\perp}, \beta_{\perp}\right)+N_{c}\left(\alpha, \beta_{\perp}\right)+N_{c}\left(\alpha_{\perp}, \beta\right)}$,
where $\alpha_{\perp}=\alpha+90^{\circ}$ and $\beta_{\perp}=\beta+90^{\circ} . E(\alpha, \beta)$ is obtained with four coincidence measurements and takes the extreme values of +1 and -1 for polarizations settings that are always parallel or always perpendicular ( $N_{c}=N_{p} / 2$ or $N_{c}=0$ according to Eq. (3)).

Finally, Bell's parameter $S$ is obtained by 16 coincidence measurements and is defined by

$$
\begin{equation*}
S=E(a, b)-E\left(a, b^{\prime}\right)+E\left(a^{\prime}, b\right)+E\left(a^{\prime}, b^{\prime}\right) \tag{7}
\end{equation*}
$$

For the Bell state $\left|\Psi_{E P R}\right\rangle,\left(\theta_{l}=45^{\circ}\right.$ and $\left.\varphi=0\right)$ with $a=-45^{\circ}$, $a^{\prime}=0^{\circ}, b=-22.5^{\circ}$, and $b^{\prime}=22.5^{\circ}$, Bell's parameter reaches the maximal theoretical value $S_{\max }=2 \sqrt{2}$. In contrast, local-realistic theories only allow non-entangled photons pairs (factorizable states) for which the maximum value of $S$ is 2 .

## C. Experimental results for Bell's parameter

A typical sequence of measurements is given in Table II of Appendix A. Since each of the four correlation coefficients of Eq. (6) requires four coincidence measurements, 16 values are measured for $N_{A}, N_{B}$, and $N_{c}$. The acquisition time for each polarization configuration is $T_{a c q}=10 \mathrm{~s}$. The total number of involved photons pairs was found from the sum of two additional measurements:


Fig. 1. (Color online) Sketch of our typical setup for Bell's parameter measurement.
$N_{p}=N_{c}\left(0^{\circ}, 0^{\circ}\right)+N_{c}\left(90^{\circ}, 90^{\circ}\right)=12380 \pm 111$, from which we infer an incident pair rate $\phi_{p}=1238 \pm 11 \mathrm{~s}^{-1}$. We compute $S=2.590$ or $S=2.528$ depending on whether or not we subtract the accidental coincidences. ${ }^{24}$ In practice, our students use the first value so we will do the same. To make sense of this raw number, we introduce the notion of error budget to our students, i.e., the estimation of the different sources of uncertainty in the measurement.

## D. Analytical estimate of the uncertainty in Bell's parameter

As described earlier, Bell's parameter $S$ is computed from 16 individual measurements labelled by $i \in\{1 \ldots 16\}$. Each measurement involves three random variables ( $N_{i}, \alpha_{i}, \beta_{i}$ ), where $N_{i}$ is the actual number of coincidences recorded in the $i^{\text {th }}$ measurement and $\alpha_{i}$ and $\beta_{i}$ are the actual polarizer orientations, which may differ from the desired value. We have motorized polarizer mounts (see below) but we don't use them in practical work with students because we think it diminishes the interest of hands-on experimentation. Thus, the main contributions to our error budget are the count rates and the accuracy of the orientations of the polarizers. To the best of our knowledge, only the counting uncertainty is usually taken into account. Photon pairs from spontaneous parametric downconversion follow a Poisson distribution, ${ }^{14}$ well approximated by a normal distribution for large numbers of pairs. We suppose, moreover, that the mean number of pairs involved in each measurement is constant and equal to $N_{p}$. All $N_{i}$ are then calculated from Eq. (3) with an associated standard deviation $u\left(N_{i}\right)=\sqrt{N_{i}}$.

When uncertainty in the polarization orientation is included, it is usually assumed to follow a normal law centered on the nominal values (second and third columns of Table II in the Appendix) with the same standard deviation $u\left(\alpha_{i}\right)=u\left(\beta_{i}\right)=\delta \theta$, accounting for the experimental imperfections when rotating the polarizers, either by hand or with motorized rotation mounts.

A commonly used method to evaluate uncertainty on a given parameter is to compute its variance using the Gaussian error propagation formula

$$
\begin{align*}
u(S)^{2}= & \sum_{i=1}^{16}\left[\left(\frac{\partial S}{\partial N_{i}}\right)^{2} u\left(N_{i}\right)^{2}+\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} u\left(\alpha_{i}\right)^{2}\right. \\
& \left.+\left(\frac{\partial S}{\partial \beta_{i}}\right)^{2} u\left(\beta_{i}\right)^{2}\right] \\
& +\sum_{i=1}^{16} \sum_{j \neq i}\left(\frac{\partial S}{\partial \theta_{i}}\right)\left(\frac{\partial S}{\partial \theta_{j}}\right) \operatorname{cov}\left(\theta_{i}, \theta_{j}\right) \tag{8}
\end{align*}
$$

with $\theta_{i}=\beta_{i}-\alpha_{i}$ and where $\operatorname{cov}\left(\theta_{i}, \theta_{j}\right)$ is the covariance between random variables $\theta_{i}$ and $\theta_{j}$. This term can take into account the fact that angular random variables are not independent.

We first assume all measurements independent and, thus, discard the covariance term. $u(S)$ is then given by
$u(S)^{2}=\sum_{i=1}^{16}\left[\left(\frac{\partial S}{\partial N_{i}}\right)^{2} N_{i}+\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} \delta \theta^{2}+\left(\frac{\partial S}{\partial \beta_{i}}\right)^{2} \delta \theta^{2}\right]$.
Computation by hand of such a large formula is a sowewhat tedious task (see Appendix B) but easily carried out using
computer algebra. We find that, for a perfect Bell state, the contribution of the coincidences alone to the variance on $S$ is $2 / N_{p}$. The contribution of the polarizers' orientation errors is much more intricate as trigonometric functions appear both in the numerator and denominator in the definition of $S$. However, in the end, all sum up quite nicely, and we get an overall $6 \delta \theta^{2}$ contribution to the variance. We, thus, finally get

$$
\begin{equation*}
u(S)=\sqrt{\frac{2}{N_{p}}+6 \delta \theta^{2}} \tag{10}
\end{equation*}
$$

With $N_{p}=12380$ and $\delta \theta=0.5^{\circ}$ (careful manual setting of the polarizers) we find, with degrees converted into radians

$$
\begin{equation*}
S=2.590 \pm 0.025 \tag{11}
\end{equation*}
$$

Our students can safely conclude that Bell's inequality is strongly violated in their experiment.

We can then discuss on the most efficient way to do the experiment. The acquisition time $T_{a c q}$ is indeed the only adjustable parameter in the experiment because $\delta \theta$ is set by the student's skill. Equation (10) can also be written as follows:

$$
\begin{equation*}
u(S)=\sqrt{\frac{2}{\phi_{p} \times T_{a c q}}+6 \delta \theta^{2}} \tag{12}
\end{equation*}
$$

For arbitrary long acquisition times $\sigma_{S} \rightarrow \sqrt{6} \delta \theta$. However, in practice, it is no longer very profitable to integrate the signal once the two contributions are equal. For our incident pair rate $\left(1238 \mathrm{~s}^{-1}\right)$, this occurs for $T_{a c q} \approx 3.5 \mathrm{~s}$. We commonly choose $T_{a c q}=10 \mathrm{~s}$ so that the manipulation lasts a reasonable time. The two contributions to the variance of $S$ are then, respectively, $1.6 \times 10^{-4}$ and $4.6 \times 10^{-4}$. The counting error is much smaller than the angular error, and we are almost at the limit of the performance of the experiment. To improve it we need to reduce $\delta \theta$ by implementing more precise angular settings using vernier or motorized mounts. For lower count rates such an investment could be pointless, which shows the usefulness of making an error budget and performing this uncertainty analysis before starting the experiment.

However, the above uncertainty analysis does not correctly model real experiments in which only one and not both polarizers are normally rotated between acquisitions. While the $N_{i}$ can still be considered as independent variables, $\alpha_{i}$ and $\beta_{i}$ are no longer independent, as one may have in practice $\alpha_{i+1}=\alpha_{i}$ or $\beta_{i+1}=\beta_{i}$. The analytical Gaussian error propagation formula above, which assumes implicitly that both angles are reset for each measurement, can, thus, be considered as a worst case study. We will introduce a numerical approach to deal with such real experimental conditions.

## III. BELL'S PARAMETER UNCERTAINTY MODELLING WITH MONTE-CARLO SIMULATIONS

In order to better determine the statistical uncertainty of Bell's parameter, we implemented a Monte Carlo algorithm. ${ }^{20,21}$ We first benchmarked our code against the analytical formula (Eq. (10)) using what we call in the following


Fig. 2. (Color online) Evolution and convergence of the standard deviation of Bell's parameter with respect to the size $N_{\text {runs }}$ of the generated statistical ensemble for different values of the polarizers' orientation uncertainty $\delta \theta$ ranging from $0^{\circ}$ to $2^{\circ}$ by steps of $0.5^{\circ}$.
the standard sequence where both polarizers are reset for each of the 16 measurements. The process for estimating the statistical uncertainty for Bell's parameter is as follows:
(1) Assign a random variable to each input parameter: in our case, the 16 triplets $\left(N_{i}, \alpha_{i}, \beta_{i}\right)$. The mean number of incident photons pairs $N_{p}$ being known, the random variable associated to $N_{i}$ follows a Poisson distribution with a mean value given either in Eq. 3 (true Bell state) or in Eq. 5 (non-ideal Bell state). The angular errors are generated with a Gaussian distribution of width $\delta \theta$.
(2) Calculate the associated Bell's parameter.
(3) Repeat the above procedure $N_{\text {runs }}$ times.
(4) The uncertainty $u(S)$ is then identified as the standard deviation $\sigma_{S}$ of Bell's parameter calculated on the statistical ensemble.

We show in Fig. 2 the evolution of the standard deviation of Bell's parameter $\sigma_{S}$ as a function of $N_{r u n s}$ for different values of the polarizer orientation uncertainty $\delta \theta$ using the true Bell state. We have chosen a large number of photons pairs $N_{p}=10000$ so that only the angular error contributes significantly to $\sigma_{S}$. This figure illustrates that convergence of the


Fig. 3. (Color online) (a) Standard deviation $\sigma_{S}$ of the Bell parameter as a function of the mean total count number $N_{p}$ (i.e., acquisition time) and polarizers' angular uncertainty $\delta \theta$. Using the same color code as in Fig. 2. The extra dashed blue line corresponds to a normal distribution of events and $\delta \theta=0^{\circ}$ (slope $-1 / 2$ in the $\log -\log$ scale). It deviates from the actual Poisson distribution (purple solid line) only at low counts. For large counts and finite $\delta \theta, \sigma_{S}$ settles to a finite value proportional to $\delta \theta$. Inset (b) Standard deviation $\sigma_{S}$ of Bell's parameter for $N_{p}=10^{6}$ as a function of $\delta \theta$. (M.C.) with a linear fit (Lin. Fit.).

Monte Carlo simulations is obtained typically for $N_{\text {runs }}$ $=1000$, whatever the chosen value of $\delta \theta$.

Figure 3(a) shows how this calculated standard deviation depends on both the mean total count number $N_{p}$ and the polarizers' angular uncertainty $\delta \theta$.

For perfect angular setting of the polarizers, $\delta \theta=0^{\circ}$ (purple solid line), $\sigma_{S}$ reduces to the counting error with a slight deviation from the normal value $\left(2 / N_{p}\right)^{1 / 2}$ (dashed blue line) at low counts where Poisson and Gauss distributions actually differ.

Conversely, $\sigma_{S}$ reaches a nonzero asymptotic value for large $N_{p}$ depending on the angular uncertainty $\delta \theta$. A linear fit (the inset Fig. 3(b)) gives $\sigma_{S} \approx 2.448 \delta \theta$. The slope is not significantly different from $\sqrt{6} \approx 2.449$ obtained with our analytical analysis.

These asymptotic behaviours establish the consistency of our analytical and numerical approaches. We can now use our numerical simulations in more realistic cases, where the experimenter may rotate a single polarizer from one measurement to another. As stated before, this operating mode induces correlations between the $\alpha_{i}$ 's and between the $\beta_{i}$ 's that we don't know how to take into account analytically.

## IV. OPTIMIZING THE EXPERIMENTAL PROTOCOL WITH MONTE-CARLO SIMULATIONS

## A. Optimization with the simplest sequences

Intuitively, we may expect a reduced uncertainty in $S$ by lowering the number of interventions of the experimenter. The three sequences shown in Fig. 4 are ones that minimize the total number of rotations for polarizers A and B. These have only $N_{\text {Rot }}=17$ independent $\alpha_{i}$ 's and $\beta_{i}$ 's instead of 32 : for the first measurement, the experimenter sets both polarizers and then, for the remaining 15 ones, only one polarizer (A or B) is rotated each time. In the following, we call them short sequences.

(c) The "Frieze 2" sequence

Fig. 4. (Color online) Three examples of measurement sequences reducing the number of rotations for polarizers: the "Snake" (a), the "Frieze 1" (b), and the "Frieze 2" (c).


Fig. 5. (Color online) (a) Standard deviation of Bell's parameter as a function of the number of generated pairs for the standard sequence (solid purple line) and the shorter ones of Fig. 4. (b) Zoom on the asymptotic values showing that the different shortest sequences perform better than the standard sequence ( $\sigma_{S}=0.043$ ) but are not equally efficient.

Numerical implementation of such realistic sequences is straightforward. For the first measurement, both angles are randomly chosen. Then, from one measurement to the next, we choose a new random value of either $\alpha$ or $\beta$ according to the specified sequence.

We compare in Fig. 5(a), the standard deviation of Bell's parameter for the standard measurement and the short sequences "Snake" and "Friezes 1 and 2" depicted in Fig. 4.

First, we observe that, globally, the short sequences give significantly better results, i.e., lower asymptotic uncertainty on Bell's parameter.

Second, we notice that the shortest sequences are not all equally effective (Fig. 5(b)) with Snake performing almost $20 \%$ better than Frieze 2. This is unexpected: it is not only the total number of rotations $N_{\text {Rot }}$ that matters but also the order in which they are performed. Correlations of angular settings of the polarizers impact Bell's parameter in a quite intricate way.

## B. OPTIMIZATION OF THE STANDARD <br> DEVIATION OF BELL'S PARAMETER WITH A GENETIC ALGORITHM

Our inability to explain why some short sequences are better than others implies that there might be better measurement sequences than the ones considered thus far. To address this issue, an optimization algorithm is needed since the total number of possible protocols is $16!\approx 2 \times 10^{13}$. As we cannot perform an extensive exploration of the whole sequences space, we have chosen to use a genetic algorithm technique. ${ }^{22}$

First, we label the 16 different polarizers' settings as shown in Fig. 6. The visual representation of the experimental sequences as a path visiting each square of the checkerboard (Fig. 4) is equivalent to a single permutation of the sequence $[1, \ldots, 16]$ more suitable for computer handling.

Accordingly, the "Snake" and the "Frieze" are then encoded as the following permutations:

- Snake: [12348765910111216151413]
- Frieze 1: [12348121615141395671110]
- Frieze 2: [12348121615141011765913]

We have chosen the following parameters for our genetic optimization process:

- $N_{p}=100000$ incoming pairs so that the standard deviation of Bell's parameter depends essentially on the angular uncertainty of the polarizers' orientations set to $\delta \theta=1^{\circ}$.
- A true Bell state is considered for which the number of coincidences for each measurement is given in Eq. (3): $N_{i}=(N p / 2) \cos ^{2}\left(\beta_{i}-\alpha_{i}\right)$.
- The population is formed by 1000 sequences randomly chosen for the first generation ("parents"). We let the population evolve and select the 1000 "children" with lowest uncertainty on Bell's parameter for the next generation. ${ }^{22}$
- For each "generation," $N_{\text {runs }}=2000$ iterations are computed for each "individual" in order to ensure the convergence of the Monte-Carlo simulation.
- The genetic algorithm is used without any constraints: there are no limits on the number of polarizers' rotations (it is not restricted to one at each step), and there are no conditions between the first and the last position of polarizers.

Figure 7 shows an example of the optimization process provided by the genetic algorithm. For each generation, we display the average value and the lowest value of the uncertainty in Bell's parameter over the whole population. The efficiency of the algorithm is clearly shown by its convergence. The best reached value $\sigma_{S} \approx 0.014$ is almost half of the best one obtained for the simple sequences above (see Fig. 8). One quasi optimal sequence is the following: [11758129131410623151641]. It is quite non-intuitive with no particular pattern despite the high symmetry of Bell's parameter definition (Fig. 9).


Fig. 6. Labelling of the different polarizers settings.


Fig. 7. (Color online) Average and best standard deviation as a function of the number of generations.

Consequently, in the budget analysis framework presented before, for a given uncertainty level on $S$, our best sequence performs four times faster with $\delta \theta=1^{\circ}$. The prefactor 6 of $\delta \theta^{2}$ in the error budget Eq. (10) can then be thought as a complicated function of the actual experimental sequence. The optimization we performed corresponds to the minimization of this function. We may assume that the reason why some sequences result in lower error is the compensation between uncertainties, as the angle settings are not independent. A discussion of the covariance terms in Eq. (8) is proposed in Appendix C. Even if they are not at the level of prediction of Monte Carlo simulations, taking into account covariances between angular random variables in the Gaussian propagation error formula shows error compensations and illustrates the fact than sequences having the same number of polarizers rotations do not have the same uncertainty on $S$.

We were so surprised by such a significant yet counterintuitive improvement in the protocol that we thought it should be verified experimentally.

## V. EXPERIMENTAL VERIFICATION OF THE QUASI OPTIMAL CONFIGURATION

## A. Automation of measurements

Comparing two sequences is, however, quite a challenging task. Indeed, we need a reliable value not of Bell's parameter itself but of its uncertainty. We, thus, have to repeat the


Fig. 8. (Color online) Comparison of a quasi-optimized sequence provided by the genetic algorithm (light blue dotted dashed line) with the standard (solid purple line) and best intuitive (dashed green line) sequences.


Fig. 9. (Color online) Example of quasi optimal measurement sequence provided by the genetic algorithm.
whole set of 16 measurements a sufficient number of times, say $\approx 100$ for each sequence. Moreover, the most important parameter is the angular uncertainty, unknown to the experimenter who would have to keep it constant over several thousands of angular settings. This is clearly not humanly feasible.

We, thus, automated the measurement of Bell's parameter with computer-controlled motorized rotation mounts for the polarizers. We programmed different measurement sequences, adding random errors in the angles to simulate human setting. These errors follow a normal law whose dispersion $\delta \theta$ can be set to any value equal to or greater than the $0.1^{\circ}$ repeatability of our mounts.

In order to ensure that we were observing the asymptotic behavior at large $N_{p}$ in Fig. 8, we set the integration time long enough so that $N_{p}>10^{4}$. We compared the "snake" and the "optimal" sequences for $\delta \theta=0 \pm 0.1^{\circ}$, which a human cannot do, $\delta \theta=0.5 \pm 0.1^{\circ}$, a good experimenter, and $\delta \theta=1 \pm 0.1^{\circ}$. We ran the whole set of measurements typically 100 times for each $\delta \theta$ (see Table I).

For $\delta \theta=0 \pm 0.1^{\circ}$, both configurations give experimentally the same standard deviation as only the photon number statistics is involved. However, for either $\delta \theta=0.5 \pm 0.1^{\circ}$ or $\delta \theta= \pm 0.1^{\circ}$, the "optimal" sequence has a reduced standard deviation of Bell's parameter as compared to the "snake" sequence. As predicted by the genetic algorithm, the optimal sequence does actually perform better.

It should also be noted that experimental values for the statistical uncertainty are quite close to those provided by the Monte Carlo models of Fig. 8, despite the fact that the experimental state we have created is not pure and, therefore, does not match the perfect Bell state used in these calculations. This means that the proposed optimal sequence is somewhat robust with respect to the experimental imperfections.

Table I. Statistics of Bell's parameter measured for the "snake" and the "optimal" configuration.

| Configuration | Number of measurements | $S$ | $\sigma_{S}$ |
| :--- | :---: | :--- | :---: |
| Snake $\delta \theta=0 \pm 0.1^{\circ}$ | 86 | 2.5314 | 0.0174 |
| Optimal $\delta \theta=0 \pm 0.1^{\circ}$ | 85 | 2.532 | 0.0176 |
| Snake $\delta \theta=0.5 \pm 0.1^{\circ}$ | 107 | 2.4942 | 0.0221 |
| Optimal $\delta \theta=0.5 \pm 0.1^{\circ}$ | 106 | 2.5301 | 0.0149 |
| Snake $\delta \theta=1 \pm 0.1^{\circ}$ | 134 | 2.4712 | 0.0294 |
| Optimal $\delta \theta=1 \pm 0.1^{\circ}$ | 136 | 2.5213 | 0.0196 |



Fig. 10. (Color online) Experimental standard deviation of Bell's parameter according the measurement time for the "snake" (purple) and the optimized sequences (green) for $\delta \theta=0.5^{\circ}$ (a) and $\delta \theta=1^{\circ}$ (b).

## B. Decrease of $\sigma_{S}$ with acquisition time

Because the coincidence detection circuit provides count numbers each $100 \mathrm{~ms},{ }^{16,17}$ it is possible to post-process the data in order to show how the standard deviation of Bell's parameter converges to its asymptotic value as the number of detected pairs increases in much the same way as is easily done numerically (Fig. 10).

Again, for $\delta \theta=0^{\circ}$, both sequences present the same behavior with a monotonic square root decrease in the uncertainty on $S$ with the total number of detected pairs (not shown). More interestingly, as predicted by our Monte Carlo simulations, we observe that the experimental $\sigma_{S}$ settles asymptotically to a finite value for $\delta \theta=0.5^{\circ}$ and $\delta \theta=1^{\circ}$.

This experimentally demonstrates that there are protocols that are inherently more robust in dealing with handling errors by taking advantage of the correlations that exist in the definition of Bell's parameter.

## VI. CONCLUSION

Our initial motivation to understand and quantify uncertainty in Bell's parameter $S$ was to quantify the significance level and to increase the strength of the violation of Bell's inequality. However, during a more advanced student project, we uncovered a subtle and unexpected influence of the sequence of measurements performed on the measurement uncertainty. This allowed us to significantly improve the performance of our setup by optimizing the experimental protocol. This discovery may have implications for other experiments, even in completely different areas, as it often happens that an experimental result combines several individual measurements. We encourage readers to consider other examples where this effect may be seen.
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## APPENDIX A: EXPERIMENTAL RESULTS FOR BELL'S PARAMETER MEASUREMENT

Below we provide a typical sequence of measurements for the determination of Bell's parameter. Each of the 16 values provided for $N_{A}, N_{B}$, and $N_{c}$ is integrated over $T_{a c q}=10 \mathrm{~s}$.

The number of concidences $N_{c}$ provided here is not corrected for accidental coincidences. Within this experiment, the rate of accidental coincidences $\phi_{a c c}$ is about $8 \mathrm{~s}^{-1}$.

## APPENDIX B: ANALYTICAL CALCULATION OF THE UNCERTAINTY ON BELL'S PARAMETER WITH THE GAUSSIAN PROPAGATION ERROR METHOD

According to Table II and Eq. (7), Bell's parameter can be written as

$$
\begin{align*}
S= & \frac{N_{1}+N_{2}-N_{3}-N_{4}}{N_{1}+N_{2}+N_{3}+N_{4}}-\frac{N_{5}+N_{6}-N_{7}-N_{8}}{N_{5}+N_{6}+N_{7}+N_{8}} \\
& +\frac{N_{9}+N_{10}-N_{11}-N_{12}}{N_{9}+N_{10}+N_{11}+N_{12}}+\frac{N_{13}+N_{14}-N_{15}-N_{16}}{N_{13}+N_{14}+N_{15}+N_{16}} . \tag{B1}
\end{align*}
$$

By considering a true Bell state $\left|\Psi_{E P R}\right\rangle=\left(\left|H_{s}\right\rangle\left|H_{i}\right\rangle\right.$ $\left.+\left|V_{s}\right\rangle\left|V_{i}\right\rangle\right) / \sqrt{2}$, the number of coincidences $N_{i}$ is given by $N_{i}=\left(N_{p} / 2\right) \cos ^{2}\left(\beta_{i}-\alpha_{i}\right)=\left(N_{p} / 2\right) \cos ^{2} \theta_{i}, \quad N_{p}$ being the number of incident pairs. It is then possible from this expression and Eq. (7) to calculate analytically all the partial

Table II. Sixteen coincidences measurements for the determination of Bell's parameter.

| $i$ | $\alpha(\operatorname{deg})$ | $\beta(\mathrm{deg})$ | $N_{A} / 10^{3}$ | $N_{B} / 10^{3}$ | $N_{c}$ |
| :--- | ---: | ---: | :---: | :---: | ---: |
| 1 | -45 | -22.5 | 283 | 268 | 4871 |
| 2 | 45 | 67.5 | 307 | 292 | 5654 |
| 3 | -45 | 67.5 | 281 | 294 | 1398 |
| 4 | 45 | -22.5 | 308 | 272 | 889 |
| 5 | -45 | 22.5 | 284 | 263 | 1170 |
| 6 | 45 | 112.5 | 307 | 299 | 1896 |
| 7 | -45 | 112.5 | 282 | 302 | 5010 |
| 8 | 45 | 22.5 | 306 | 266 | 5036 |
| 9 | 0 | -22.5 | 269 | 270 | 4938 |
| 10 | 90 | 67.5 | 308 | 292 | 5565 |
| 11 | 0 | 67.5 | 269 | 292 | 1244 |
| 12 | 90 | -22.5 | 310 | 274 | 1170 |
| 13 | 0 | 22.5 | 269 | 267 | 5678 |
| 14 | 90 | 112.5 | 309 | 299 | 5577 |
| 15 | 0 | 112.5 | 270 | 299 | 676 |
| 16 | 90 | 22.5 | 309 | 266 | 1097 |

derivatives needed to compute the uncertainty of Bell's parameter in the following expression:

$$
\begin{equation*}
u(S)^{2}=\sum_{i=1}^{16}\left[\left(\frac{\partial S}{\partial N_{i}}\right)^{2} N_{i}+\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} \delta \theta^{2}+\left(\frac{\partial S}{\partial \beta_{i}}\right)^{2} \delta \theta^{2}\right] \tag{B2}
\end{equation*}
$$

These derivatives will include the terms $\cos ^{2}\left(\beta_{i}-\alpha_{i}\right)$. In Table III, we show the value of $\theta_{i}=\beta_{i}-\alpha_{i}$ for each measurement. There are only two values of $\cos ^{2} \theta_{i}: C_{p}=(2+\sqrt{2}) / 4$ and $C_{m}=(2-\sqrt{2}) / 4$.

## 1. Coincidence counts contribution

In evaluating the first term in the summation in Eq. (B2), it is helpful to start by considering only the measurements $i=1, \ldots, 4$, for which the partial derivatives are

$$
\begin{gather*}
\frac{\partial S}{\partial N_{1}}=\frac{\partial S}{\partial N_{2}}=\frac{2\left(N_{3}+N_{4}\right)}{\left(N_{1}+N_{2}+N_{3}+N_{4}\right)^{2}}  \tag{B3}\\
\frac{\partial S}{\partial N_{3}}=\frac{\partial S}{\partial N_{4}}=-\frac{2\left(N_{1}+N_{2}\right)}{\left(N_{1}+N_{2}+N_{3}+N_{4}\right)^{2}} . \tag{B4}
\end{gather*}
$$

From these expressions, we can write

$$
\begin{align*}
\sum_{i=1}^{4}\left(\frac{\partial S}{\partial N_{i}}\right)^{2} N_{i} & =\frac{4\left(N_{1}+N_{2}\right)\left(N_{3}+N_{4}\right)}{\left(N_{1}+N_{2}+N_{3}+N_{4}\right)^{3}} \\
& =\frac{4 \times C_{p} \times C_{m}}{N_{p}} \tag{B5}
\end{align*}
$$

By symmetry, the same expression is obtained for $i=5$, $\ldots, 8, i=9, \ldots, 12$ and $i=13, \ldots, 16$, resulting in

$$
\begin{equation*}
\sum_{i=1}^{16}\left(\frac{\partial S}{\partial N_{i}}\right)^{2} N_{i}=4 \times \frac{4 C_{p} C_{m}}{N_{p}}=\frac{2}{N_{p}} \tag{B6}
\end{equation*}
$$

The contribution of the detected coincidences to the variance is $2 / N_{p}$.

## 2. Angular contribution

In evaluating the second and third terms in the summation in Eq. (B2), the following expressions are helpful:

$$
\begin{align*}
\frac{\partial S}{\partial \alpha_{i}} & =\frac{\partial S}{\partial N_{i}} \frac{\partial N_{i}}{\partial \theta_{i}} \frac{\partial \theta_{i}}{\partial \alpha_{i}}=-\frac{\partial S}{\partial N_{i}} \frac{\partial N_{i}}{\partial \theta_{i}}  \tag{B7}\\
\frac{\partial S}{\partial \beta_{i}} & =\frac{\partial S}{\partial N_{i}} \frac{\partial N_{i}}{\partial \theta_{i}} \frac{\partial \theta_{i}}{\partial \beta_{i}}=\frac{\partial S}{\partial N_{i}} \frac{\partial N_{i}}{\partial \theta_{i}} \tag{B8}
\end{align*}
$$

Table III. Angles involved in the determination of the uncertainty of Bell's parameter. $C_{p}=(2+\sqrt{2}) / 4$ and $C_{m}=(2-\sqrt{2}) / 4$.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{i}=\beta_{i}-\alpha_{i}\left({ }^{\circ}\right)$ | 22.5 | 22.5 | 112.5 | -67.5 | 67.5 | 67.5 | 157.5 | -22.5 |
| $\cos ^{2} \theta_{i}$ | $C_{p}$ | $C_{p}$ | $C_{m}$ | $C_{m}$ | $C_{m}$ | $C_{m}$ | $C_{p}$ | $C_{p}$ |
| $i$ | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| $\theta_{i}=\beta_{i}-\alpha_{i}\left({ }^{\circ}\right)$ | -22.5 | -22.5 | 67.5 | -112.5 | 22.5 | 22.5 | 112.5 | -67.5 |
| $\cos ^{2} \theta_{i}$ | $C_{p}$ | $C_{p}$ | $C_{m}$ | $C_{m}$ | $C_{p}$ | $C_{p}$ | $C_{m}$ | $C_{m}$ |

$$
\begin{equation*}
\frac{\partial N_{i}}{\partial \theta_{i}}=-N_{p} \cos \theta_{i} \sin \theta_{i} \tag{B9}
\end{equation*}
$$

From these expressions, we can write

$$
\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2}=\left(\frac{\partial S}{\partial \beta_{i}}\right)^{2}=\left(\frac{\partial S}{\partial N_{i}} \frac{\partial N_{i}}{\partial \theta_{i}}\right)^{2}
$$

For $i=1, \ldots, 4$, we have

$$
\begin{aligned}
\sum_{i=1}^{4}\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2}= & \left(\frac{\partial S}{\partial N_{1}} \frac{\partial N_{1}}{\partial \theta_{1}}\right)^{2}+\left(\frac{\partial S}{\partial N_{2}} \frac{\partial N_{2}}{\partial \theta_{2}}\right)^{2} \\
& +\left(\frac{\partial S}{\partial N_{3}} \frac{\partial N_{3}}{\partial \theta_{3}}\right)^{2}+\left(\frac{\partial S}{\partial N_{4}} \frac{\partial N_{4}}{\partial \theta_{4}}\right)^{2} \\
= & \left(\frac{\partial S}{\partial N_{1}}\right)^{2}\left[\left(\frac{\partial N_{1}}{\partial \theta_{1}}\right)^{2}+\left(\frac{\partial N_{2}}{\partial \theta_{2}}\right)^{2}\right] \\
& +\left(\frac{\partial S}{\partial N_{3}}\right)^{2}\left[\left(\frac{\partial N_{3}}{\partial \theta_{3}}\right)^{2}+\left(\frac{\partial N_{4}}{\partial \theta_{4}}\right)^{2}\right] \\
= & \frac{4 N_{p}^{2} C_{m}^{2}}{N_{p}^{4}}\left[\left(\frac{\partial N_{1}}{\partial \theta_{1}}\right)^{2}+\left(\frac{\partial N_{2}}{\partial \theta_{2}}\right)^{2}\right] \\
& +\frac{4 N_{p}^{2} C_{p}^{2}}{N_{p}^{4}}\left[\left(\frac{\partial N_{3}}{\partial \theta_{3}}\right)^{2}+\left(\frac{\partial N_{4}}{\partial \theta_{4}}\right)^{2}\right]
\end{aligned}
$$

Making use of Eq. (B9), this becomes

$$
\begin{aligned}
\sum_{i=1}^{4}\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} & =\frac{4 C_{m}^{2}}{N_{p}^{2}}\left[2 N_{p}^{2} C_{p} \sin ^{2} \theta_{1}\right]+\frac{4 C_{p}^{2}}{N_{p}^{2}}\left[2 N_{p}^{2} C_{m} \sin ^{2} \theta_{3}\right] \\
& =8 C_{m} C_{p}\left[C_{m} \sin ^{2} \theta_{1}+C_{p} \sin ^{2} \theta_{3}\right]
\end{aligned}
$$

Since $\sin ^{2} \theta_{1}=(2-\sqrt{2}) / 4=C_{m}$ and $\sin ^{2} \theta_{3}=(2+\sqrt{2}) / 4$ $=C_{p}$, we obtain

$$
\begin{equation*}
\sum_{i=1}^{4}\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2}=8 C_{m} C_{p}\left[C_{m}^{2}+C_{p}^{2}\right]=\frac{3}{4} \tag{B10}
\end{equation*}
$$

Again, by symmetry, all the angular uncertainties contribute the same so we get

$$
\begin{align*}
& \sum_{i=1}^{16}\left[\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} \delta \theta^{2}+\left(\frac{\partial S}{\partial \beta_{i}}\right)^{2} \delta \theta^{2}\right] \\
& \quad=4 \times 2 \times \sum_{i=1}^{4}\left(\frac{\partial S}{\partial \alpha_{i}}\right)^{2} \delta \theta^{2}=6 \delta \theta^{2} \tag{B11}
\end{align*}
$$

The contribution of the error on polarizers' orientation to the variance is $6 \delta \theta^{2}$.

Hence, the final expression for the uncertainty on Bell's parameter is

$$
\begin{equation*}
u(S)=\sqrt{\frac{2}{N_{p}}+6 \delta \theta^{2}} \tag{B12}
\end{equation*}
$$

## APPENDIX C: UNCERTAINTY WITH DEPENDENT RANDOM VARIABLES

In the expression for the coincidences $N_{i}=\left(N_{p} / 2\right)$ $\times \cos ^{2}\left(\beta_{i}-\alpha_{i}\right)=\left(N_{p} / 2\right) \cos ^{2}\left(\theta_{i}\right)$, the random variables $\theta_{i}$

Table IV. Comparison of the uncertainty on $S$ calculated with covariances (Eq. (C1)) and Monte Carlo simulations for $N_{p}=10^{5}$ and $\delta \theta=1^{\circ}$.

| Sequence | Snake | Frieze 1 | Frieze 2 | Optimal |
| :--- | :---: | :---: | :---: | :---: |
| $u(S)$ (with covariances) | 0.0252 | 0.0260 | 0.0253 | 0.0278 |
| $\sigma_{S}$ (Monte-Carlo) | 0.0286 | 0.0297 | 0.0327 | 0.0139 |

are not independent of each other if the polarizers are not reorientated for each measurement. An initial attempt to account for this dependence uses the enhanced Gaussian error propagation formula

$$
\begin{align*}
u(S)^{2}= & \sum_{i=1}^{16}\left[\left(\frac{\partial S}{\partial N_{i}}\right)^{2} N_{i}+\left(\frac{\partial S}{\partial \theta_{i}}\right)^{2} u\left(\theta_{i}\right)^{2}\right] \\
& +\sum_{i=1}^{16} \sum_{j \neq i}\left(\frac{\partial S}{\partial \theta_{i}}\right)\left(\frac{\partial S}{\partial \theta_{j}}\right) \operatorname{cov}\left(\theta_{i}, \theta_{j}\right), \tag{C1}
\end{align*}
$$

where $\operatorname{cov}\left(\theta_{i}, \theta_{j}\right)$ is the covariance between random variables $\theta_{i}$ and $\theta_{j}$. The first-order partial derivatives can be positive or negative, allowing some sequences to lower $u(S)$.

With $\theta_{i}=\beta_{i}-\alpha_{i}$, we have $u\left(\theta_{i}\right)^{2}=2 \delta \theta^{2}$ and $\operatorname{cov}\left(\theta_{i}, \theta_{j}\right)$ $=\delta \theta^{2}$ if the measurements $i$ and $j$ have a common angle. Using the formulas of the partial derivatives given in Appendix B 2, we obtain $u(S)$ from Eq. (C1) and can compare with Monte Carlo simulations. Results are given in Table IV.

Compared to the value $u(S)=0.043$ (Eq. (10) with $N_{p}$ $=10^{5}$ and $\delta \theta=1^{\circ}$ ), a reduction of the uncertainty is effectively observed when covariances are taken into account (negative partial derivatives) but not at the level of the prediction of Monte Carlo simulations or observed in experiments, especially for the optimal sequence. Uncertainty compensations may be more complicated than those of Eq. (C1) due to the nonlinear dependence of $\sigma_{S}$ on the angles.

We developed an additional way to consider the uncertainty at each measurement of a sequence. We first generate values of $N_{i}$ for an ideal and deterministic measurement using a particular sequence $\left(N_{i}=\left(N_{p} / 2\right) \cos ^{2}\left(\beta_{i}-\alpha_{i}\right)\right.$ and $N_{p}=10^{5}$ ), resulting in $S=2 \sqrt{2}$. Then we successively replace each value of $N_{i}$ with a new value calculated when the angles include Gaussian-distributed errors, $\delta \theta=1^{\circ}$ and re-calculate the value of $S(i)$ at each measurement. We


Fig. 11. (Color online) Evolution of the standard deviation of $S$ according the number of the measurement for different sequences.
repeated this process, averaging together the values of $S(i)$ obtained at each step until the convergence of the standard deviation $\sigma_{S}(i)$ of the statistical distribution of $S(i)$. For a given sequence, $\sigma_{S}(16)$ is equal to its standard deviation $\sigma_{S}$.

Results are shown in Fig. 11 for the following sequences: the "Snake," the "Friezes 1 and 2," the optimal given by the genetic algorithm, and a sequence called " $1: 16$ " which corresponds to the sequence $[12 \ldots 16]$ where we have added a new Gaussian-distributed error to the angle at each step, when a polarizer is rotated.

The evolution of $\sigma_{S}(i)$ at each measurement is shown. The unexpected behaviour is for the optimal sequence, the uncertainty in Bell's parameter stays stable after the $4^{\text {th }}$ measurement, implying that error compensation occurs at each polarizer rotation after that point. For other sequences, they keep increasing toward to their value given in Table IV.
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## Alternating Current Ammeter

AC ammeters are rare in modern physics collections, but this one, at Amherst College, has a patent date of July 15, 1895. Even then, this must have been part of a relatively short production run, for its non-linear scale, going up to 10 amperes, is hand-lettered. Query: does this record peak-to-peak current or is it an RMS value? It was made by General Electric. At some later date it was made portable by mounting it on a base with a knife-switch in front, but even this conversion probably dates before my own Amherst graduation in 1959. (Amherst College picture and text by Thomas B. Greenslade, Jr., Kenyon College)

