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ABSTRACT. We develop a quenched thermodynamic formalism for open random dynami-
cal systems generated by finitely branched, piecewise-monotone mappings of the interval.
The openness refers to the presence of holes in the interval, which terminate trajectories
once they enter; the holes may also be random. Our random driving is generated by an
invertible, ergodic, measure-preserving transformation o on a probability space (2, %, m).
For each w € 2 we associate a piecewise-monotone, surjective map T, : I — I, and a
hole H, C [0,1]; the map T, the random potential ¢, and the hole H,, generate the
corresponding open transfer operator £,. The paper is divided into two chapters. In the
first chapter we prove, for a contracting potential, that there exists a unique random prob-
ability measure v, supported on the survivor set X, oo satisfying vy ) (Lo f) = Aot (f).
Correspondingly, we also prove the existence of a unique (up to scaling and modulo v)
random family of functions ¢, that satisfy Lo¢, = Awds(w). Together, these provide
an ergodic random invariant measure p = v¢ supported on the global survivor set X,
while ¢ combined with the random closed conformal measure yields a random absolutely
continuous conditional invariant measure (RACCIM) 7 supported on [0,1]. Further, we
prove quasi-compactness of the transfer operator cocycle generated by £, and exponential
decay of correlations for p. The escape rates of the random closed conformal measure and
the RACCIM 7 coincide, and are given by the difference of the expected pressures for the
closed and open random systems. Finally, we prove that the Hausdorff dimension of the
surviving set X, o is equal to the unique zero of the expected pressure function for almost
every fiber w € 2. We provide examples, including a large class of random Lasota-Yorke
maps with holes, for which the above results apply.

In the second chapter of the paper we consider quasi-compact linear operator cocycles
Lo = Lon-145,00 0 Lsu0 0 Ly o, and their small perturbations L, .. The operators
Ly, and L, . need not be transfer operators. We prove an abstract w-wise first-order
formula for the leading Lyapunov multipliers A, . = A0 — 8w e + 0(A,, o), where A, .
quantifies the closeness of £, . and L, 0. We then consider the situation where L} ; is a
transfer operator cocycle for a closed random map cocycle T;} and the perturbed transfer
operators L, . are defined by the introduction of small random holes H, . in [0, 1], cre-
ating a random open dynamical system. We obtain a first-order perturbation formula in
this setting, which reads Ay = Aw,0 — Owtbw,0(Huw,e) + 0(ftw,0(Hu ), where g, o is the
unique equivariant random measure (and equilibrium state) for the original closed ran-
dom dynamics. Our new machinery is then deployed to create a spectral approach for a
quenched extreme value theory that considers random dynamics and random observations.
An extreme value law is derived using the first-order terms 6,,. Further, in the setting of
random piecewise expanding interval maps, we establish the existence of random equi-
librium states and conditionally invariant measures for random open systems with small
holes via a random perturbative approach, in contrast to the cone-based arguments of the
first chapter. Finally we prove quenched statistical limit theorems for random equilibrium
states arising from contracting potentials. We illustrate all of the above theory with a
variety of examples.
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CHAPTER 0

Introduction

In this paper we develop a quenched thermodynamic formalism for random open dy-
namical systems, and their perturbations. This work may be seen as a successor to [3],
which was devoted to the construction of conformal measures and equilibrium states for
random potentials associated to countably branched random maps of the unit interval. We
now extend such a formalism to the more challenging setting of random open dynamical
systems. A random dynamical system is qualified to be open if it contains holes which
terminate trajectories once they enter.

The current paper is divided into two chapters. In the first chapter, the random holes
are allowed to be large ensuring that the asymptotic dynamics take place on a surviving
set and the objective will be to define equilibrium states and their variational principles.
A key step in this program will be the construction of (random) conditionally invariant
probability measures. Moreover we will give an explicit formula for the escape rate. In
the second chapter, the introduction of small random holes are seen as a perturbation of a
closed transfer operator. We will first develop a perturbation theory for (nonautonomous)
cocycles of transfer operators, which we will then use to study recurrence properties in the
small set with particular attention to extreme value theory. Then we will perturb with the
introduction of small random holes with measure tending to zero.

Summary of Chapter 1. Thermodynamic formalism for random interval maps
with holes

Deterministic closed transitive dynamics 7" : [0, 1] — [0, 1] with enough expansivity en-
joy a “thermodynamic formalism™: the transfer operator with a sufficiently regular potential
¢ has a unique absolutely continuous invariant measure (ACIM) pu, absolutely continuous
with respect to the conformal measure v. Furthermore, ;1 arises as an equilibrium state,
i.e. a maximiser of the sum of the integral of the potential ¢ and the metric entropy h(u).

Continuing with the deterministic setting, if one introduces a hole H C [0, 1], the
situation becomes considerably more complicated. In the simplest case where the potential
is the usual geometric potential ¢ = —log |T’|, because of the lack of mass conservation,
one expects at best an absolutely continuous conditionally invariant measure (ACCIM) p,
conditioned according to survival from the infinite past. Absolute continuity is again with
respect to a conformal measure v, which is supported on the survivor set X, the set of
points whose infinite forward trajectories remain in [0, 1]. Early work on the existence of
the ACCIM and exponential convergence of non-equilibrium densities, includes |64, 20].
The paper [53] handles general potentials that are contracting [54] for the closed system,
demonstrating exponential decay for pu. There has been further work on the Lorentz gas

5
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6 0. INTRODUCTION

and billiards [23, 24|, intermittent maps [25, 27|, and multimodal maps [26, 28|. In
the setting of diffeomorphisms with SRB measures, following the introduction of a hole,
relations between escape rates and the pressures have been studied in [29].

Looking to the fractal dimension of the surviving set X, the machinery of thermody-
namic formalism was first employed by Bowen [13] to find the Hausdorff dimension of the
limit sets of quasi-Fuchsian groups in terms of the pressure function, and then pioneered
in the setting of open dynamical systems in [63].

In the random setting, repeated iteration of a single deterministic map is replaced with
the composition of maps T, : X — X drawn from a collection {7, },cq. A driving map o :
2 — Q on a probability space (2, .#,m) creates a map cocycle 1" := T, n-1,0---0T,,0T,,.
The authors recently developed a complete, quenched thermodynamic formalism for ran-
dom, countably-branched, piecewise monotonic interval maps [3|, enabling the treatment
of discontinuous, non-Markov T,.

The situation of random open dynamics is relatively untouched. For a single piecewise
expanding map 7" : [0,1] — [0, 1] with holes H, randomly chosen in an i.i.d. fashion, [9]
consider escape rates for the annealed (averaged) transfer operator in the small hole limit
(the Lebesgue measure of the H,, goes to zero). In a similar setting, now assuming 7" to
be Markov and considering non-vanishing holes, [8] show existence of equilibrium states,
again for the annealed transfer operator. For the first time in [41] the authors consider
escape rates for quenched random open interval maps where they are able to show that the
escape rate is bounded above by the Lyapunov exponent of a Perron-Frobenius cocycle.
In [5], the authors consider random, full-branched interval maps with negative Schwarzian
derivative. The maps are allowed to have critical points, but the partition of monotonicity
and holes, made up of finitely many open intervals, are fixed and non-random. In this
setting the existence of a unique invariant random probability measure is proven as well as
a formula for the Hausdorff dimension of the surviving set. In our current setting, we do
not allow the existence of critical points, however our maps may have non-full branches,
and our partitions of monotonicity as well as our holes are allowed to vary randomly from
fiber to fiber.

Sequential systems with holes have been considered in [42], where a cocycle T, of open
maps is generated by a single w orbit. The maps (which include the hole) must be chosen
in a small neighborhood of a fixed map (with hole), in contrast to our setting where our
cocycle may include very different maps. Moreover in [42], Lebesgue is used as a reference
measure and the specific potential —log|det DT| is used. The theory is developed for
uniformly expanding maps in higher dimensions and the main goal is to establish the
“conditional memory loss”, a concept analogous to exponential decay of correlations for
closed dynamics.

Other related work includes [2], which considered non-transitive random interval maps
with holes. In [2| we proved a complete thermodynamic formalism for random interval
maps (i) containing sufficiently many full branches and (ii) random potentials satisfying a
strong contracting potential assumption. In the current work we treat maps that contain
no full branches and potentials that satisfy a significantly weaker contracting potential
assumption at the cost of assuming the closed system satisfies a mild covering condition.
This allows us to obtain results for a large class of random Lasota-Yorke maps (Section
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0. INTRODUCTION 7

1.15.2). Furthermore, the current work and that of [2] are complementary, and neither
work generalizes the other.

In Chapter 1 of the present paper, we establish a full, quenched thermodynamic formal-
ism for piecewise monotonic random dynamics with general potentials and general driving—
the random driving ¢ can be any invertible ergodic process on ). We begin with the random
closed dynamics dealt with in [3|: piecewise monotonic interval maps satisfying a random
covering condition; we have no Markovian assumptions, our maps may have discontinuities
and may lack full branches. The number of branches of our maps need not be uniformly
bounded above in w and our potentials ¢, need not be uniformly bounded below or above
in w. To this setting we introduce random holes H, and formulate sufficient conditions
that guarantee a random conformal measure v, and corresponding equivariant measure g,
supported on the random survivor set X, o, and a random ACCIM n,, supported on H.
These augment the notion of a random contracting potential [3| with accumulation rates of
contiguous “bad” intervals (with zero conformal measure), and extend similar constructions
of [53] to the random situation.

To establish the existence of the family of measures (1,).cq, we follow the limiting
functional approach of [54, 53| by defining a random functional A, which is a limit of
ratios of transfer operators and then showing that A, may be identified with the open
conformal measure v,. This technique improves on the approach of [3], which uses the
Schauder-Tichonov Fixed Point Theorem to prove the existence of v, ¢, by eliminating the
extra steps necessary to show that the family (v,),ecq is measurable with respect to m.
Several steps are needed to achieve the construction of the conformal random measures.
We start in Section 1.4 by giving background material on Birkhoff cone techniques and the
construction of our random cones. In Section 1.5 we develop several random Lasota-Yorke
type inequalities in terms of the variation and the random functional A,. Section 1.6 sees
the construction of a large measure set of “good” fibers )¢ C € for which we obtain cone in-
variance at a uniform time step, and in Section 1.7 we show that the remaining “bad” fibers
occur infrequently and behave sufficiently well. In Section 1.8 we collect further properties
of the random functional A, which are then used in Section 1.9 to construct a large measure
set of fibers Q2 C Q for which we obtain cone contraction with a finite diameter image
in a random time step. Using Hilbert metric contraction arguments, Section 1.10 collects
together the fruits of Sections 1.6-1.9 to prove our main technical lemma (Lemma 1.10.1),
which is then used to (i) obtain the existence of a random density ¢, (ii) prove the exis-
tence of a unique non-atomic random conformal measure v, and (iii) a random T-invariant
measure 1 which is absolutely continuous with respect to v. All these facts are collected in
our first result (detailed statements can be found in Corollary 1.10.6, Proposition 1.10.8,
Lemma 1.10.9, Lemma 1.10.11, Proposition 1.10.14, Proposition 1.11.5, Lemma 1.11.7, and
Theorem 1.13.2).

THEOREM A. Given a random open system (2, m, o, Jo, T, B, Lo, 10, ¢o, H:) (see Section
0.1.1) satistying (T1)-(T3), (LIP), (GP), (A1)-(A2), and (Q1)-(Q3) (see Sections 1.1 and
1.3), the following hold.
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8 0. INTRODUCTION

(1) There exists a unique random probability measure v € Pq(€2 x I) supported in
X, such that

Vo(w) (wa> = Awyw(f)u
for each f € BV(I), where
)\w = Vg(w) (ﬁwlw).

Furthermore, we have that log A\, € L'(m).
(2) There exists a function ¢ € BV(I) such that v(¢) = 1 and for m-a.e. w € 2 we
have

'Cw ¢w = )\w ¢o(w) .

Moreover, ¢ is unique modulo v.

(3) The measure p := ¢v is a T-invariant and ergodic random probability measure
supported in X, and the unique relative equilibrium state for the potential ¢
satisfying the following variational principle:

EP(p) :hu(T)+/ pdu=  sup (hn(TH/QX[sodn)

Qx1I nepgm(ﬂxl)

Furthermore, for each n € Pf, (Q) (the set of all random T-invariant Borel prob-
ability measures supported on € x I) different from p we have that

h,(T) +/ wdn < h,(T) +/ wdyu.
QxI QxI

(4) There exists a random conditionally invariant probability measure 1 absolutely
continuous with respect to vy, which is supported on Uyeq({w} x I\H,), and
whose disintegrations are given by

L Vu,0 (1H;¢wf)
HW(f) o Vw0 (1Hf)¢w)

for all f € BV(]).
We also show that the operator cocycle is quasi-compact.

THEOREM B. With the same hypotheses as Theorem A, for each f € BV([) there
exists a measurable function Q > w — D(w) € (0,00) and x € (0,1) such that for m-a.e.
w € Q and all n € N we have

TG ™ L8 = v b llos < DW)If look™
Furthermore, for all A € % we have
‘Vw,O (Tw_n(A) ‘ Xw,n) - nan(w) (A)} < D(w)’l{'na

and all f € BV

Nw (f|Xw7n)

7o (Xom) — 1o (f)

< D) f[loor™
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0. INTRODUCTION 9

For the proof of Theorem B, as well as a more general statement, see Theorem 1.11.2
and Corollary 1.11.8. From quasi-compactness we easily deduce the exponential decay of
correlations for the invariant measure p.

THEOREM C. With the same hypotheses as Theorem A, there exists a measurable
function 2 3 w — C(w) € (0,00) such that for every h € BV(I), every f € L'(u), every
» € (K, 1), with x as in Theorem B, every n € N, and for m-a.e. w € Q we have

o ((Fon) 0 T2) 1) = ton ) (Fom ) o (B) | < CL) fom oy | £ (rgm o) el loo 2™

Theorem C (stated in more detail in Theorem 1.11.3) is proven in Section 1.11. The
presence of holes leads naturally to introduce the notion of fiberwise escape rate R(p,,) of
the measure p,, from the holes; the definition in the random setting in given in 1.12.3. We
will show that the escape rate is constant m-almost everywhere and is given in terms of
the closed and open expected pressures, denoted with £ P () for a given potential ¢, which
are properly defined in Definition 1.12.1.

THEOREM D. With the same hypotheses as Theorem A, for m-a.e. w € € we have that

R(va0) = R(n,) = EP(g0) — EP(p) = / log AA— dm(w).

Theorem D is proven in Section 1.12. The expected pressure function is further de-
veloped and used to prove a Bowen’s formula type result for the Hausdorff dimension of
the survivor set X, o, for m-a.e. w € ) in Section 1.14. This requires us to introduce the
bounded distortion property for a given potential, large images of the map 7', and large
images with respect to the hole H; see Section 1.14 for the full definitions of these terms.
We therefore have:

THEOREM E. With the same hypotheses as Theorem A, we additionally suppose that
/loginf\T(’d] dm(w) >0
Q

and go = 1/|7”| has bounded distortion. Then there exists a unique h € [0, 1] such that
EP(t)>0forall0 <t < hand EP(t) <O0forallh <t <1

Furthermore, if 7" has large images and large images with respect to H, then for m-a.e.
w e

HD(X, ) = h,
where HD(A) denotes the Hausdorff dimension of the set A.

The proof of Theorem E appears in Section 1.14.

In Section 1.15 we apply our general theory to a large class of random [-transformations
with random holes as well as a general random Lasota-Yorke maps with random holes.
In fact, our theory applies to all of the finitely-branched examples discussed in [3] (this
includes maps which are non-uniformly expanding or have contracting branches which
appear infrequently enough that we still maintain on-average expansion) when suitable
conditions are put on the holes H,. This includes the case where H, is composed of
finitely many intervals and the number of connected components of H, is log-integrable
with respect to m.
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10 0. INTRODUCTION

Summary of Chapter 2. Perturbation formulae for quenched random
dynamics with applications to open systems and extreme value theory

The spectral approach to studying deterministic closed dynamical systems 7" : X — X
on a phase space X, centers on the analysis of a transfer operator £ : B(X) — B(X), given
by Lf(y) = D ser—y e#@ f(z), for f in a suitable Banach space B(X) and for suitable
potential function ¢ : X — R. If the map T is covering and the potential function is
contracting in the sense of [54] (or similarly if supp < P(7T) as in |31, 30| or if sup p —
inf ¢ < hyp(T) as in [44, 17]), then one obtains the existence of an equilibrium state y,
with associated conformal measure v, with the topological pressure P(T') and the density
of equilibrium state du/dv given by the logarithm of the leading (positive) eigenvalue A
of £ and the corresponding positive eigenfunction h, respectively. The map T exhibits an
exponential decay of correlations with respect to v and u.

Keller and Liverani [49] showed that the leading eigenvalue A and eigenfunction h of £
vary continuously with respect to certain small perturbations of £. One example of such
a perturbation is the introduction of a small hole H C X. The set of initial conditions
of trajectories that never land in H is the survivor set X.,. For small holes, specialising
to Lasota-Yorke maps of the interval, Liverani and Maume-Dechamps [53] apply the per-
turbation theory of [49] to obtain the existence of a unique conformal measure v and an
absolutely continuous conditionally invariant measure p, with density h € BV([0, 1]). The
leading eigenvalue A is interpretable as an escape rate, and the open system displays an
exponential decay of correlations with respect to v and p.

To obtain finer information on the behaviour of A with respect to perturbation size,
particularly in the situation where the perturbation is not smooth, such as perturbations
arising from the introduction of a hole, one requires some additional control on the pertur-
bation. Keller and Liverani [50] develop abstract conditions on £ and its perturbations £,
to ensure good first-order behaviour with respect to the perturbation size. Following [50],
several authors [35, 38, 59, 16| have used the Keller-Liverani [49] perturbation theory to
obtain similar first-order behaviour of the escape rate with respect to the perturbation size
for open systems in various settings.

This “linear response” of A is exploited in Keller [48] to develop an elegant spectral
approach to deriving an exponential extreme value law to describe likelihoods of observing
extreme values from evaluating an observation function h : X — R along orbits of T". In
particular, the N — oo limiting law of

(0.0.1) V({xGX:h(Tj(x))SZN,j:O,...,N—l}),

where the thresholds zy are chosen so that limy_,oo Nu({z : h(z) > zy}) — t for some
t > 0, is shown to be exponential. The spectral approach of [48] also provides a relatively
explicit expression for the limit of (0.0.1), namely

lim v ({:E €X:h(T(z)) <zn,j=0,...,N — 1}) = exp(—thy),

N—o0

where 0, is the extremal index.

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



0. INTRODUCTION 11

In Chapter 2 we begin with sequential composition of linear operators L7 ; := Lsn-14,00
-0 L0 0 Ly, where o @ 2 — ) is an invertible map on a configuration set 2. The
driving o could also be an ergodic map on a probability space (£2, F,m). We then consider
a family of perturbed cocycles L‘Z@ = Lon-14e 020 Ly, 0L,., where the size of the
perturbation £, 0 — L, is quantified by the value A, . (Definition 2.1.1). Our first main
result is an abstract quenched formula (Theorem 2.1.2) for the Lyapunov multipliers A, o
up to first order in the size of the perturbation A, . of the operators L, o. This quenched
random formula generalizes the main abstract first-order formula in [50] stated in the case
of a single deterministic operator L.

THEOREM F. Suppose that assumptions (P1)-(P9) hold (see Section 2.1). If A, . >0
for all € > 0 then for m-a.e. w € 2

)\w _)\wa - ~
limgzl—z fff&::@wo.

e—0 Aw c

The existence of a random quenched equilibrium state, conformal measure, escape rates,
and exponential decay of correlations is established in Chapter 1 for relatively large holes,
generalizing the large-hole constructions of [53| for a single deterministic map T to the
random setting with general driving. In contrast, the focus of Chapter 2 is to establish a
random quenched analogue of the results of [53], [50], and [48] discussed above. To this
end, we let £, . be the transfer operator for the open map 7;, with a hole H,, . introduced
in X, namely L,,.(f) = Lu,(1x\n,.[). Our second collection of main results is a quenched
formula for the derivative of A\, . with respect to the sample invariant probability measure
of the hole 1, 0(H, ) (Theorem 2.3.6), as well as a quenched formula for the derivative of
the fiberwise escape rate R.(fu,0) with respect to the sample invariant probability measure
of the hole p, 0(H, ) (Corollary 2.3.9).

COROLLARY G. If (Q,m, o, Ty, T, B, Lo, vy, o, H.) is a random open system (see Section
0.1.1) with 1, 0(H,) > 0 for all € > 0 and (C1)—(C8) hold (see Section 2.3), then for m-a.e.

w €

. 1_)\0.)5/)\0.:0 - ~(k)
0.0.2 lim — 2@l 2wl g _ —. 0,
( ) €1~I>I(1) ,uw,D(Hw,E) kZ:% w,0 ,0
and

R.(ptwp) = / log Ao — log A, - dm(w).
Q

In addition, if (2.3.12) holds and the p, o-measures of the random holes scale with ¢ ac-
cording to (2.3.13), then for m-a.e. w € Q

lim Lelpno) = / 00 dm(w).
€0 Nw,O(Hw,e) Q

To generalize to the random setting the rescaled distribution of the maxima given by
(0.0.1), we now consider the real-valued random observables h,, defined on the phase space
X and construct a process h,i, 0 T7. We are interested in determining the limiting law of

(0.0.3) oo ({2 € X ¢ hppo(T2@)) < 2y =0, N 1),
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12 0. INTRODUCTION

where {zyi, v }o<j<n-1 is a collection of real-valued thresholds. The sample probability
measure [, o enjoys the equivariance property 17514, 0 = [low,0, however the process hiy, oTJ
is not stationary in the probabilistic sense, which makes the theory slightly more difficult.

The first approach to non-stationary extreme value theory (EVT) was given under
convenient assumptions, by Hiisler in |46, 47|. He was able to recover the usual extremal
behaviour seen for i.i.d. or stationary sequences under Leadbetter’s conditions [51], namely
(i) guaranteed mixing properties for the probability measure governing the process and (ii)
that the exceedances should appear scattered through the time period under consideration.
Hiisler’s results can not be applied in the dynamical systems setting because his uniform
bounds on the control of the exceedances are not satisfied for deterministic, random, or
sequential compositions of maps. The first contribution dealing explicitly with extreme
value theory for random and sequential systems is the paper [39]; see also [37] for an
application to point processes. These works were an adaptation of Leadbetter’s conditions
and Hiisler’s approach: let us call them the probabilistic approach to extreme value theory,
to distinguish it from the spectral and perturbative approach used in the current paper.

As in the deterministic case, in order to avoid a degenerate limit distribution, one should
conveniently choose the thresholds z,;,, ;. Hiisler proved convergence to the Gumbel’s law
if for some 0 < t < oo we have convergence of the sum

(0.0.4) > 10 (hora(T4()) > 2o w) — 1

for m-a.e. w. In our current framework we will additionally allow the positive number ¢ to
be any positive random variable in L>(m). The nonstationary theory developed in [39]
for quenched random processes, has the further restrictions that the observation function
is fixed (w-independent), and the thresholds zy (like the scaling t) are just real numbers,
and requires the obvious restricted equivalent of (0.0.4). In our framework the observation
function b, the scaling t,,, and the thresholds z, x may all be random (but need not be).
We generalize and simplify the requirement (0.0.4) to

(005) N,uw,O (hw(x) > Zw,N) =1, + gw,Na

where the scaling ¢t may be a random variable t € L*>°(m) and the “errors” &, y satisfy (i)
my oo §unv = 0 ace., and (ii) [€, v| < W < oo for a.e. w and all sufficiently large N.

We provide a more detailed discussion of the relationship between the conditions (0.0.4)
and (0.0.5) at the end of Section 2.4.

In summary, we derive a spectral approach for a quenched random extreme value law,
where the dynamics T, is random, the observation functions A, can be random, the thresh-
olds controlling what is an extreme value can be random, and the scalings of the likelihoods
of observing extreme values can be random, all controlled by general invertible ergodic driv-
ing. Moreover, we obtain a formula for the explicit form of Gumbel law for the extreme
value distribution. This leads to our main extreme value theory result (stated in detail
later as Theorem 2.4.5):

THEOREM H. For a random open system (Q,m,o, T, T, B, Eo, Yo, $o, H:) (see Section
0.1.1), assuming (C17), (C2), (C3), (C4"), (C57), (C7"), (C8), and (S) (see Sections 2.3 and
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0. INTRODUCTION 13

2.4), for m-a.e. w € Q) one has

lim v, (x € X : hyi(TH2)) € Zpion, 7 =0,..., N — 1)
N—o0 ’

= lim Hw,0 (ZE €X: hajw(Tu];‘(x)) < Zoiwn,J = 0,000, N — 1)
N—oo ’

= exp (——/Qtwewp danU)>~

where v, 9 and f, ¢ are the random conformal measure and the random invariant measure,
respectively, for our random dynamics, ¢, is a random scaling function, and 6, is an
w-local extremal index corresponding to the quantity given in Corollary G.

This result generalizes the spectral approach to extreme value theory in [48], for a single
map 7T, single observation function h, single scaling, and single sequence of thresholds.

Given a family of random holes H,, n := { Hyiw < }j>0, One can define the first (random)
hitting time to a hole, starting at initial condition z and random configuration w:

Tw»Hw,N(‘T> = lnf{k > 1,T£($) S Hcrkw,sN}'

When this family of holes shrink with increasing N according to Condition (S) (see Section
2.4.3), Theorem H provides a description of the statistics of random hitting times, scaled
by the measure of the holes (see Theorem 2.4.7).

COROLLARY I. For a random open system (2, m, o, 7o, T, B, Lo, vo, ¢o, H:) (see Section
0.1.1), assume (C17), (C2), (C3), (C4"), (C57), (C7), (C8), and (S) (see Sections 2.3 and
2.4). For m-a.e. w €  one has

(0.0.6) 1\}151 10 (oot Heo0(Ho o) > to,) = exp (—/ twb 0 dm(w)) :
o0 0

By assuming some additional uniformity in w on the maps T;, we use a recent random
perturbative result [22]| to obtain a complete quenched thermodynamic formalism. The
following existence result extends Theorem C of [53], which concerned inserting a single
small hole into the phase space of a single deterministic map 7T, to the situation of random
map cocycles with small random holes with the random process controlled by general
invertible ergodic driving o.

THEOREM J. Suppose that (E1)—(E9) (see Section 2.5) hold for the random open sys-
tem (2, m, 0,[0,1], T, BV([0,1]), Lo, v, o, H:) (see Section 0.1.1). Then for each £ > 0 suf-
ficiently small there exists a unique random T-invariant probability measure p. = {jc}, cq
with supp(pw.e) € Xy 0. Furthermore, pi. is the unique relative equilibrium state for the
random open system and satisfies a forward and backward exponential decay of correla-
tions. In addition, there exists a random absolutely continuous (with respect to {v.0},cq)
conditionally invariant probability measure o, = {0u}, oo With supp(o.c) € [0, 1]\ Ho .
and density function ¢, . € BV([0, 1]).

For a more explicit statement of Theorem J as well as the relevant assumptions and
definitions see Section 2.5 and Theorem 2.5.12.

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



14 0. INTRODUCTION

In Section 2.6 we prove some quenched limit theorems for closed random dynamics.
These limit results are new for more general potentials and their associated equilibrium
states. We use two approaches. The first is based on the perturbative technique developed
in [32|, which generalizes the Nagaev-Guivarc’h method to random cocycles. This tech-
nique establishes a relation between a suitable twisted operator cocycle and the distribution
of the random Birkhoff sums. As a consequence, it is possible to get quenched versions of
the large deviation principle, the central limit theorem, and the local central limit theorem.
The second approach invokes the martingale techniques previously used in the quenched
random setting in [33]. We obtain the almost sure invariance principle (ASIP) for the equi-
variant measure i, o, which also implies the central limit theorem and the law of iterated
logarithms, a general bound for large deviations and a dynamical Borel-Cantelli lemma. In
addition, using the Sprindzuk theorem we are able to obtain a quenched shrinking target
result.

We conclude in Section 2.7 with several explicit examples of Theorems F-J. We start
in Example 2.7.1 with the weight 1/7] for a family of random maps, random scalings,
and random observations h,, with a common extremum location in phase space, which is
a common fixed point of the T,,. The special cases of a fixed map 71" on the one hand,
and a fixed scaling ¢ on the other, are also considered. The same calculations can be
extended to observation functions with common extrema on a periodic orbit common to all
T,. Next in Example 2.7.2 we consider the more difficult case where orbits are distributed
according to equilibrium states of a general geometric weight |DT,|™", using random /-
maps and random observation functions h, with a common extremum at x = 0. Example
2.7.3 investigates a fixed map T with random observation functions h, with extrema in a
shrinking neighbourhood of a fixed point of 7', where the neighbourhood lacks the symmetry
of Example 2.7.1. In the last example, Example 2.7.4, we again consider random maps T,
with random observations h,,, but now the maxima of the observations are not related to
fixed or periodic points of T,,.

Though we apply our results to the setting of random interval maps our results apply
equally well to other random settings including random subshifts [11, 56], random distance
expanding maps [57], random polynomial systems [15], random transcendental maps [58].
In addition, Theorem F (as well as (0.0.2) of Corollary G) applies to sequential and semi-
group settings including [4, 62|. See Remark 2.5.13 for a sequential version of Theorem
J.

0.1. Preliminaries on random open systems

In this section we introduce the general setup of random open systems. We begin with
a probability space (2,.#,m) and an ergodic, invertible map o : Q@ — 2 which preserves
the measure m, i.e.
moo ' =m.
We will refer to the tuple (Q2,.%,m, o) as the base dynamical system. For each w € ), let
Jwo be a closed subset of a complete metrisable space X such that the map

QBW!—}jMO
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0.1. PRELIMINARIES ON RANDOM OPEN SYSTEMS 15

is a closed random set, i.e. J,0 C X is closed for each w € 2 and the map w — J,,0 is
measurable (see [21]), and we consider the maps

Ty : Jwo = Towp-
By T : Juo — Jonw,o We mean the n-fold composition
Tongw o011 Juo — Torwo-
Given a set A C Jyny, 0 we let
T,"A) ={x € Tuo:T)(x) € A}
denote the inverse image of A under the map 7" for each w € 2 and N > 1. Now let
Jo = |J{w} x Juop COx X,
wen

and define the induced skew-product map T : Jy — Jp by
T(w, ) = (0w, Tu(x)).

Let % denote the Borel o-algebra of X and let .# ® £ be the product o-algebra on Q x X.
Throughout the text we denote Lebesgue measure by Leb. We suppose the following:

(M1)  The map T : Jy — Jo is measurable with respect to .# @ A.

DEFINITION 0.1.1. A measure p on €2 x X with respect to the product o-algebra .#% @ A
is said to be random measure relative to m if it has marginal m, i.e. if

uowflzm.

The disintegrations {/,}, . of u with respect to the partition ({w} x X) ., satisfy the
following properties:

(1) For every B € %, the map Q 3 w +— pu,(B) € [0, 0] is measurable,
(2) For m-a.e. w € Q, the map & > B — u,(B) € [0,00] is a Borel measure.

We say that the random measure jt = {fi, },cq, is a random probability measure if for m-a.e.
w € Q the fiber measure p, is a probability measure. Given a set Y = Ugeq {w} X Y, C
Q) x X, we say that the random measure p = {ju,},cq is supported in Y if supp(pu) C Y
and consequently supp(p,) C Y, for m-a.e. w € . We let Po(Y') denote the set of all
random probability measures supported in Y. We will frequently denote a random measure

1 by { e }oocq-

The following proposition from Crauel [21], shows that a random probability measure
{Hw}yeq on Jo uniquely identifies a probability measure on Jo.

PROPOSITION 0.1.2 ([21], Propositions 3.3). If {tt},cq € Pa(Jo) is a random proba-
bility measure on Jy, then for every bounded measurable function f : Jy — R, the function

Q5w [ flw2) du(a)
Jw,0
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16 0. INTRODUCTION

1s measurable and
FRQH>Ar— / / 14(w, z) duy,(z) dm(w)
jw 0

defines a probability measure on Jy.

For functions f: Jy — R and F': Q) — R we let

S (f) = waonﬂ and S, ,(F ZFOUJ

denote the Birkhoff sums of f and I with respect to T" and o respectively. We will
consider a potential of the form ¢y : Jy — R, and for each n > 1 we consider the weight

g(()”) : Jo — R whose disintegrations are given by
(011) gg,% = exp( n, T ()OwO Hgo']wo

for each w € ). We will often denote g&% by guw0. We assume there exists a family of

Banach spaces {B., |- |5, },eq of real-valued functions on each J, o with g, € B, such
that the fiberwise (Perron-Frobenius) transfer operator L, ¢ : B, — By, given by
(012) E Z f ng y ) f S Bwy WS jaw,O

yeT; ! (z)

is well defined. Using induction we see that iterates L), : B, — Bon, of the transfer
operator are given by

Ll = D fWe®), f € By w € Tonuo.

yeTL " (x)

We let B denote the space of functions f : Jy — R such that f, € B, for each w € 2 and
we define the global transfer operator £y : B — B by

(ﬁof)w(x) = 'Caflw,OfU*lw(x)

for f € B and z € J, 0. We assume the following measurability assumption:
(M2)  For every measurable function f € B, the map (w,z) — (Lo f),(x) is measurable.
We suppose the following condition on the existence of a closed conformal measure.

(CCM) There exists a random probability measure vy = {V,0},cq € Pa(J) and mea-
surable functions g : 2 — R\ {0} and ¢¢ : Jy — (0, 00) with ¢y € B such that

Cw,O(wa,O) = )\w,OQsow,O and Vaw,O(*Cw,O(f)) = /\w,OVw,O(f)
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0.1. PRELIMINARIES ON RANDOM OPEN SYSTEMS 17

for all f € B, where ¢, 0(-) := ¢o(w, -). Furthermore, we suppose that the fiber

measures v, are non-atomic and that A, 1= Vywo(Leol) with log A, o € L'(m).
We then define the random probability measure g on Jy by
(0.1.3) poo(f) = | fouodvwo, [ € L ().
jw,D

From the definition, one can easily show that pg is T-invariant, that is,
(0.1.4) foT, duwp = / [ ditow 0, f € LY (towo)-
jw,O juw,O

REMARK 0.1.3. Our Assumption (CCM) has been shown to hold in several random set-
tings: random interval maps [3, 2|, random subshifts [11, 56], random distance expanding
maps [57], random polynomial systems [15], and random transcendental maps [58].

DEFINITION 0.1.4. We will call the collection (2, m, o, 7o, T, B, Lo, vo, ¢o) a closed ran-
dom dynamical system if the assumptions (M1), (M2), and (CCM) are satisfied.

We are now ready to introduce holes into the closed systems.

0.1.1. Random Open Systems. We let H C J, be measurable with respect to
the product o-algebra % @ % on Jy. For each w € Q the sets H, C J, o are uniquely
determined by the condition that

(0.1.5) {w} x H,=HN{w} x Tupo) -
Equivalently we have
Hw = WQ(H N ({W} X jw70)>,

where 7o : Jy = Ju0 is the projection onto the second coordinate. By definition we have
that the sets H,, are v, o-measurable. Now define

jw = jw,O\HwJ
and let
J = U {w} x T,
weN
Throughout the manuscript, in particular Chapter 1, we denote 1, := 15,. For each
w € 2, n >0 we define
(0.1.6) X = {1 € Jup : Ti(x) & Hys, for all 0 < j < n} = () T,7 (Tow)

Jj=0

to be the set of points in J,, which survive, i.e. those points whose trajectories do not
land in the holes, for N iterates. We then naturally define

(017) Xw,oo = ﬂ Xw,n = ﬂ Tw_n(janw)
n=0 n=0
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18 0. INTRODUCTION

to be the set of points which will never land in a hole under iteration of the maps 7.}
for any n > 0. We call X, ., the w-surviving set. Note that the sets X, and X,  are
forward invariant satisfying the properties

(0.1.8) To(Xom) € Xown—1 and T(Xo00) € Xow.oo-

)

Now for any 0 < a < 0o we set

A~

«
Xoo=1x,, =[] 17, T
7=0

The global surviving set is defined as

Xy = {w} x Xua
weN
for each 0 < a < 0o. Then X, C J is precisely the set of points that survive under
forward iteration of the skew-product map 7. We will assume that the fiberwise survivor
sets are nonempty:

(X)  For m-a.e. w € Q we have X,  # 0.

As an immediate consequence of (X) we have that X, # (). In fact, (X) together with
the forward invariance of the sets X, , imply that X’ is infinite. The following proposition
presents a setting in which the survivor set is nonempty for random piecewise continuous
open dynamics.

PROPOSITION 0.1.5. Suppose that for m-a.e. w € §2 there exist Vi,, Uy 1, ..., Uy, € JTo
nonempty compact subsets such that for m-a.e. w € €
(1) T,|u,; is continuous for each 1 < j < k,,
(2) T,,(U,) 2 Vyw, where U, := U?;lUwﬂj CV, for each w.
Then Xy oo # 0 for m-a.e. w € Q and consequently X, # 0. Furthermore, if
m{w e Q:k,>1}) >0

then for m-a.e. w € 1 the survivor set X, o ts uncountable.

PROOF. For each 1 < j < k, let T,,; : U,; — Jswo denote the continuous map
Tw]Uw., and let T, : Uy = Jowo denote the map Ti,|y,. Since V,, is compact, for each
1 < j <k, we have that Tw_Jl-(Vw) is a nonempty compact subset of U,, ;. Given n > 1 let
Y =Y --- Vo1 be an n-length word with 1 <~; < k,;, foreach 0 <j<n—1. Let 'y,
denote the finite collection of all such words of length n. Then for each n > 1 and each
ye€Tlun
Tjﬁ(vgnw) =Tt o.ioT ! (Vonw) € Uy g

w w,Y0 o w1
is compact. Furthermore, 77, Z;(Vgnw) forms a decreasing sequence in U, ,,. Hence, we see
that
TooWe) = U 155 (Vor)

v€lw,n
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0.1. PRELIMINARIES ON RANDOM OPEN SYSTEMS 19

forms a decreasing sequence of compact subsets of U,,. Thus,

ﬂ 1" (Vo) 2 () Tt (Vioras) # 0
n=0

as desired. The final claim follows from the ergodicity of o, which ensures that for a.e.
w there are infinitely many j € N such that k,;, > 1, and the usual bijection be-
tween a point in X, o and an infinite word « in the fiberwise sequence space X, :=

{7:7172"':1§’7j§k0jw}- [l
Now we define the perturbed operator L, : B, — B,,, by
(0-1-9) Lw(f) =Ly f 1jw Z f 1\.7ng, ) = Z f(y)gw(y)v [ € B,
yeT, () yeTy ! ()

where for each w € ) we define g, := g 0l7,, and, similarly, for each n € N,

n—1
_ , J
- H Joiw © Tw'
=0

Note that measurability of H C [Jy and condition (M2) imply that for every f € B the map
(w,x) — (Lf)w(z) is also measurable. Iterates of the perturbed operator L : B, — Byny,
are given by

LY = Lon-1,0--0L,,

which, using induction, we may write as

(0.1.10) a(f) = L5 (- Xont),  [EB..
We denote the normalized transfer operator £~w : B, — B, by
L,:=X"L.,.
We define the sets D, to be the support of £ n w) -n(w), that is, we set
(0.1.11) Do = {:c € Tomnon t Ly Lo (@) # 0}.
Note that, by definition, we have
Dyni1 € Dyy,

for each n € N, and we similarly define

Dy oo = ﬁ Dy .
n=0

From this moment on we will assume that for m-a.e. w € €2 we have that

(D) Duoo 0.
We let
(0.1.12) Dy i=1p,.
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20 0. INTRODUCTION

for each 0 < a < oo. Since D, ,, is the support of L7 o= (w) 10-771(“))7 using the notation of
(0.1.12) we may write

L(f) = Don oy nL2(f).
More generally, we have that, for & > j, Dy, ; is the support of Ll ki )1 ie.

(0.1.13) L) (1) = Dor Ly ) ()

for f € L'(vyr()0). Note that

(0.1.14) Dy = Tyn)(Xo-n(w)n-1)-

Finally, we note that since g\ M= gw 0| Xun_1, for each n € N we have that
(0.1.15) inf gy < onf Eg(") <195 e < 1195910

and

(0.1.16) infglf < inf  L£01, < L0100 < [1£00L]-

o (w),00
REMARK 0.1.6. We note that if 7,,(J,) = Jowo for m-a.e. w, then
D co — jw,O
for m-a.e. w € Q.
DEFINITION 0.1.7. We will call a closed random dynamical system (2, m, o, Jo, T, B,
Lo, v, ¢o) (meaning that (M1), (M2), and (CCM) are satisfied) a random open system if
assumptions (D) and (X) are also satisfied. We let (2, m, o, Jo, T, B, Lo, Vo, ¢, H) denote

the random open system generated by the random maps 7, : J,0 — Jowo and random
holes H,, € J,0-
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CHAPTER 1

Thermodynamic formalism for random interval maps with holes

In this first chapter we consider fixed random holes H, and the main objective will
be to construct a random conformal measure v, and corresponding equivariant measures
It supported on the random survivor set X, ... The measures p,, will be shown to be the
unique relative equilibrium state for the potential . We will also get a random absolutely
continuous conditionally invariant measure 7, supported on H¢. Successively we define the
escape rate of the closed conformal measure and show that it equals the difference of the
expected pressures of the closed and open random systems. Finally we establish a Bowen’s
like formula for the Hausdorff dimension of the survivor set for a specific potential.

1.1. Preliminaries of random interval maps with holes

We begin with a base dynamical system (§,.%,m,0), i.e. the map o : Q —  is
invertible, ergodic, and preserves the measure m. For the remainder of Chapter 1 for each
w € Q we take J, 0 = I to be a compact interval in R, and we consider the map T;, : I — [
such that there exists a finite partition Z, of I such that

(T1) T, : I — I is surjective,
(T2) T,(Z) is an interval for each Z € Z,,

(T3) T,|z is continuous and strictly monotone for each Z € Z,.

In addition, we will assume that

(LIP) log#2Z, € L'(m).

The maps T, induce the skew product map T : 2 x I — €2 x I given by
T(w,z) = (0(w), Tu(x)).

For each n € N we consider the fiber dynamics of the maps 7} : I — I given by the
compositions

Tg(l’) = Tanfl(w) O---0 Tw([L')

We let Zf,n), for n > 2, denote the monotonicity partition of 7] on I which is given by
n—1
20 =\ 1,7 (Zow) -
j=0
Given Z € Z5", we denote by

1,7:1T3(2) — Z
21
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22 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

the inverse branch of 7" which takes 7" (x) to x for each x € Z. We will assume that the
partitions Z, are generating, i.e.

(GP) VEREF)
n=1

where # = (1) denotes the Borel o-algebra of I. Let B(/) denote the set of all bounded
real-valued functions on I and for each f € B(I) and each A C [ let

k-1
vara(f) := sup{z \f(xj) — flzj)] a0 <1 <...zp, ;€ Aforall k e N},
=0

denote the variation of f over A. If A = I we denote var(f) := vary(f). We let
BV(I):={f € B(I):var(f) < oo}

denote the set of functions of bounded variation on /. For each w €  we will set the
Banach space B, = BV(I). Let

[flloe == sup(lf)  and |[fllsv := var(f) + [ flls

be norms on the respective Banach spaces B(I) and BV(I). Given a function f : QxI — R,
by f,: 1 — I we mean

fo(+) = fw, ).

DEFINITION 1.1.1. We say that a function f : Q x I — R is random bounded if

(i) f. € B(I) for each w € Q,
(ii) for each x € I the function Q > w +— f,(x) is measurable,
(iii) the function 2 3 w — || f, || is measurable.

Let Bo(7) denote the collection of all random bounded functions on Q x I.
DEFINITION 1.1.2. We say that a function f € Bq([) is of random bounded variation if

fo € BV(I) for each w € Q. We let BV(I), which will take the place of the space B from
Section 0.1, denote the set of all random bounded variation functions.

As in (0.1.2), we define the (closed) transfer operator, L, : B(I) — B([), with respect
to the potential g : €2 x I — R by

Loo((@) =Y guofly); feBU), z€l
yeTy L (z)

For each w € Q2 we let B*(I) and BV*(/) denote the respective dual spaces of B(/) and
BV(I). We let L}, : B*(I) — B*(I) denote the dual transfer operator.

DEFINITION 1.1.3. We will say that a measurable potential ¢ : Qx I — R is admissible
if for m-a.e. w € () we have

(Al) inf Pw,0, SUP L0 € Ll(m)a
(A2) g,0 € BV().

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



1.1. PRELIMINARIES OF RANDOM INTERVAL MAPS WITH HOLES 23

REMARK 1.1.4. Note that if p,0 € BV(I) for each w € Q then (A2) is immediate.

Furthermore, as ¢, € B(/) we also have that inf gu(f% > 0 for m-a.e. w € Q and each
n € N.

As an immediate consequence of (A1) we have that

(1.1.1) log inf g.,0,108 [|guollec € L' (m).

Note that since we can write

ng - HgaJ OOT]

for each n € N we must have that g‘% € BV(I). Clearly we have that the sequence HgU(J"()]HOO

is submultiplicative, i.e.
1955 lloo < 1953 lloo - 19500100+

Similarly we see that the sequence inf gffa is supermultiplicative. Submultiplicativity and

supermultiplicativity of Hginaﬂoo and inf gu(f()) together with (1.1.1) gives that

(1.1.2) log [|9L5 locs log inf g7y € L' (m)

for each n € N. Our assumptions (T'1) and (LIP) combined with (1.1.2) implies that
(1.1.3) log || L7 01|, loginf £ y1 € L*(m)

for each n € N. Note that, in view of (0.1.15)-(0.1.16), (1.1.2) and (1.1.3), imply that
(1.1.4) log inf ¢, 1og g™ lse, log inf  L21,, log||£] 1.l € L' (m).

w
w n—1 o'” (w),n

The Birkhoff Ergodic Theorem then implies that the quantities in (0.1.15) and (0.1.16) are
tempered, e.g.

lim —10 inf =0
k=00 |K| & g k

for m-a.e. w € {2 and each n € N.
In addition to the assumptions (T1)-(T3), (Al), (A2), (GP), and (LIP) above, we note
that in our current setting assumption (M1) implies that

(M) The map T : Q x I — Q x I is measurable.
Furthermore, in our current setting our assumption (CCM) translates to the following:

(C) There exists a random probability measure vy = {t0},cq € Pa(Q2 x I) and
measurable functions g :  — R\ {0} and ¢g : Jop — (0,00) with ¢g € BVq(I)
such that

Cw,O(wa,O) = )\w,OQsow,O and Vaw,O(*Cw,O(f)) = /\w,OVw,O(f)
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24 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

for all f € BV(I). Furthermore, we suppose that the fiber measures v, are
non-atomic and that A, ¢ := vV 0(Leol) with log A, o € L*(m). The T-invariant
random probability measure po on 2 x [ is given by

Mw,O(f) = /If¢w,0 de,Oa f € Ll(yw,O)-

REMARK 1.1.5. Note that (M) together with (A2) implies that for f € BVq(I) we have

REMARK 1.1.6. Examples which satisfy the conditions (T1)-(T3), (Al), (A2), (GP),
(LIP), (M), and (C) can be found in [3].

1.1.1. Random Interval Maps with Holes. We now wish to introduce holes into
the class of finite branched random weighted covering systems.

Let H C Q x I be measurable with respect to the product o-algebra .# @ % on €2 x I.
By definition, i.e. (0.1.5), we have that the sets H, are v, o-measurable. Suppose that
0 < 1p(H) < 1, that is we have

0< / Voo(Hy,)dm(w) < 1.

Now define
1, :=1\H,.
and recall from Section 0.1 that we denote
1,:=1;,.
We then let

T:=H =] {w}x L.

we

For each w € 2 and n > 0 we define the w-surviving sets X, , and X, o asin (0.1.6)-(0.1.7).
By definition, for each n € N, we have that

Tw(Xw,n> - Xa(w),nfl and Tw(Xw,oo) - Xa(w),oo-
Note, however, that these survivor sets are, in general, only forward invariant and not
backward invariant. For notational convenience for any 0 < o < 0o we set

Xw,a = lX%a.
For each w € 2 we let ¢, = vy |1, and thus for each n € N this gives

n—1
08" = 6501 xen s = D (Sur (@) = [ ] Gosy 0 T4
j=0

Now define the open operator L, : L'(vy0) — L'(Vp(w)0), where vy comes from our as-
sumption (C) on the closed system, by

(1.1.5) L,(f)=Loo(f L), f€L(vop), el
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1.2. RANDOM CONDITIONALLY INVARIANT PROBABILITY MEASURES 25
As a consequence of (1.1.5), we have that
L1=L,1,.
Iterates of the open operator L7 : L' (v,,0) — L' (Von(w)0) are given by
L= Lon1yo---0L,,

which, using induction, we may write in terms of the closed operator L, o as

L30) = Lo (- Kom) . f € L)

1.2. Random conditionally invariant probability measures

In this section we introduce the notion of a random conditionally invariant measure and
give suitable conditions for their existence. As in the previous section, we consider random
interval maps with holes, however we would like to point out that the definitions, results,
and proofs of this section hold in the greater generality of Section 0.1. We begin with the
following definition.

DEFINITION 1.2.1. We say that a random probability measure n € Pq(Q2 x I) is a
random conditionally invariant probability measure (RCIM) if

(1.2.1) no(T,"(A) N Xom) = na"(w)<A>77w(Xw,n)

for all n > 0, w € €, and all Borel sets A C I. If a RCIM 7 is absolutely continuous
with respect to a random probability measure ¢ we call  a random absolutely continuous
conditionally invariant probability measure (RACCIM) with respect to (.

Straight from the definition of a RCIM we make the following observations.

OBSERVATION 1.2.2. Note that if we plug A = I, = X, into (1.2.1) with n = 0, we
have that

No(lw) = /'702.}<I"J)7

which immediately implies that n,(1,) id either 0 or 1. If n,(H,) = 0 then we have that
7. is supported in [,.

OBSERVATION 1.2.3. Note that since
T_n(XU"(w),m) N Xw,n = Xw,n-i—m

w

for each n,m € N and w € 2 we have that if  is a RCIM then

N (KXo ntm) = N (Xuwn)Non () (Xon (@),m)

for each n,m € N. In particular, we have that

n—1
nw(Xw,n> = H naj(w)(Xaj(w),l)'
=0
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26 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

In light of Observation 1.2.3, given a RCIM n, for each w € 2 we let

Q, = Uw(Xw,l)-

Thus we have
n—1

(1.2.2) = [ o) = mo(Xun)-
§=0

We now prove a useful identity.

LEMMA 1.2.4. Given any f,h € BV(I), any w € Q, and n € N we have that

/ h- L2 f dvgnyo = Ao | f-hoTl dvy.
Io'”(w)

Xw,n

PROOF. To prove the identity we calculate the following:

/ h - EZdeU"(w),O = /h : 10"(w) : Z,o (f : Xw,n71> dVo"(w),O
Ion(w) I
= /EZ (f(h © T:;L)(la"(w) © Tf) ’ Xw,nfl) dVo"(w),O
I
=\ / F(hoTh) - Xy dvig
I

=\ fehoT! dv,y.

w,0
Xw,n

0

The following lemma gives a useful characterization of RACCIM (with respect to )
in terms of the transfer operators L.

LEMMA 1.2.5. Suppose n = 1zhvy is a random probability measure on I absolutely
continuous with respect to vy, whose disintegrations are given by

Nw = 1whw7/w70-
Then n is a RACCIM (with respect to vy) if and only if there exists o, > 0 such that
(1.2.3) [,whw = )\wﬂoawhg(w)

for each w € €.

PROOF. Beginning with the “reverse” direction, we first suppose (1.2.3) holds for all
w € Q. Let A € & (Borel o-algebra). Using Lemma 1.2.4 gives

N (T, (A) N Xyp) = / (LaoT)) - hydvyg

Xwn

= ()\270)‘1/[ 14 L3Iy dvgn (o
oM (w)

= / 1a- Oézha"(w) dVJ"(w),O
Ia”(w)
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1.3. FUNCTIONALS AND PARTITIONS 27

(124) = azngn(w)(A).
Inserting A = I,n(,) into (1.2.4) gives

(T " (Lon () N Xan) = &GN (w)(Lonw))-
Observation 1.2.2 implies that 1,n () (Isn(w)) = 1, and thus

Qg = nw(Tw_n(Ian(w)) N Xw,n) = nw(Xw,n)7
since T, " (Ipn(w)) N Xwn = Xun. Thus, for A € % we have

UW(TJn(A) N Xw,n) = 770"(w)<A)77w(Xw,n)

as desired.
Now to prove the opposite direction, suppose 7,(1,h,) is a RACCIM. Then by the
definition of a RCIM there exists «,, such that for any A € % we have

1o (T (A) N Xon) = aon () (A).

So we calculate

(AZ,O)_I /1 1a - Ly dVgn(w)o = /X (LaoT))hy dvyo = nu(T,"(A) N Xun)
o (w) w,n

= agngn(w)(A) = OzZ/ lA : han(w) dl/a”(w),0~

Ton(w)
So we have
/:Zhw = )\Z}OOéZhan(w),
which completes the proof. O

1.3. Functionals and partitions

In this section we follow [54, 53| and introduce the random functional A, that we will
later show is equivalent to the conformal measure for the open system. We also introduce
certain refinements of the partition of monotonicity which are used to define “good” and
“bad” intervals and are needed to state our main assumptions on the open system. Following
the statement of our main hypotheses, we state our main results.

We begin by defining the functional A, : BV(/) — R by

L5(f)(x)

1.3.1 AL(f) = 1 inf = BV(I).
( ) <f) n1—>n<;10 :cEDISL(w)m ,CZ(lw)(l') f < ( )
We note that this limit exists as the sequence is bounded and increasing. Indeed, we have
that
: L) (=
(132) o< it D@ gy

:cEDan)m ;CZ(LU)(I)

and to see that the ratio is increasing we note that

n Lo ( Dongoym - L1
e N ( >( (@), (f)> (x)

xEDU"+1(W),n+1 £E+1(1w)(x) xEDU"+1(W),n+1 £Z+1(1w)($)
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28 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

= inf Lorw) (ﬁ n L35(Le) - £n<(1f)>)(fr)
D e L
. @ Lo (P £000) @
~ @€Don()n EZ(:LW)(Z.) €D nt1 () mt1 £Z+1(1w)(:€)
(1.3.3) _ o LEUN@)

xEDo.n(w)yn ﬁg(lw)(x) ’
In particular, (1.3.2) of the above argument gives that

(1.3.4) —[[fllee < inf f < Au(f) < [1f |-

OBSERVATION 1.3.1. One can easily check that the functional A, has the following
properties.
(1) Aw(l) =A,(1,) =1
» 18 continuous with respect to the supremum norm.
Z h implies that A,(f) > A, (h).
(cf) = ehulf).
(f+ 1) > Al ) + Aulh).
(f+a) =A,(f) +aforallacR.
(7) If AN X, » =0 for some n € N then A,(14) = 0.

Furthermore, we note that the homogeneity (4) and super-additivity (5) imply that A, is
convex. In the sequel, we will show that A, is in fact linear, and can thus be associated
with a unique probability measure on [, via the Riesz Representation Theorem.

REMARK 1.3.2. Let f € BV(]), then for all z,y € I, we have

f(@) < fy) + var(f).
Using property (2) of A, together with (1.3.2), implies

(2) A
(3) f
(4) Ay
(5) Ay
(6) Ay
7

(1.3.5) f(z) <inf f +var(f) < Au(f) +var(f) < || flloo + var(f).
We set
(1.3.6) Po = No(w) (Lo(1w)) -

The following propositions concern various estimates of p,. We begin by setting
o L))
(1.3.7) poY = inf - :
$€D0n+l(w),n ;Co_(w) (10'((.0))(3:)
Then, by the definition and (1.3.3), we have that
(1'3'8) p‘(un) a Aa(w)(EW(lw)) = Pw

as n — o0.

REMARK 1.3.3. Note that (1.3.6) and the definition of £, together immediately imply
that

(1.3.9) inf g, < po < [ Lolulle,
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1.3. FUNCTIONALS AND PARTITIONS 29

and similarly, (1.3.7) implies that
(1.3.10) infg, < inf £,(1,)=p <pl) < [Lulullo < #Zullg0l:

o(w),1

for all w € Q and n > 0. Furthermore, (1.3.9), together with (1.1.4), gives that
(1.3.11) log p, € L'(m).
The ergodic theorem then implies that

1
lim —logp! = / log p, dm(w),
0

n—oo M

where

n—1
pZL) = Hpaj(w)’
=0

PROPOSITION 1.3.4. There exists a measurable and finite m-a.e. function Ny : Q —
(1, 00] such that

Dw,n = Dw,oo
for all n > Ny (w). Furthermore, this implies that
(1312) Dlili 'CZ—n(w)lo*"(w) >0

for alln > Ny (w).
PROOF. We proceed via contradiction, assuming that there is a sequence (ny)52; in N
such that
Do"k+1(w),nk+1 g Do"k+1(w),nk'

Let 2, € Dyt () np \Donit1 (o) mp11- Then, we have that

ng Nk
P((,Jnk) _ inf EGS:J) (Lu(1s)) () < 'nglw)(‘cw(lw))(xnk)'
xEDg"k“(w),nk Eafw)<10(w))<x) ﬁalgw)(lg(w))(xnk)

By our choice of z,, and by the definition (0.1.11), we have that the numerator of the
quantity on the right is zero, while its denominator is strictly positive. As this holds for
each k € N; this implies that p, = 0 for m-a.e. w € Q, which contradicts (1.3.11). Thus,
we are done. 0

REMARK 1.3.5. Note that our assumption (D), that Dy, . # 0, is satisfied if T,,(I,,) 2
I, for m-a.e. w € Q. Moreover, this also implies that p, > inf;a(m L,1, > 0. This
occurs, for example if for m-a.e. w € () there exists a full branch, i.e. there exists Z € Z,
with T,,(Z) = I, outside of the hole H,,, in which case we would have that D, ., = I for
m-a.e. w € (.

We now describe various partitions, which depend on the functional A, that we will
used to obtain a Lasota-Yorke inequality in Section 1.5. Recall that ZU(J") denotes the
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30 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

partition of monotonicity of 7). Now, for each n € N and w € 2 we let WUJ(”) be the
collection of all finite partitions of I such that

(1.3.13) vary, (957) < 2[198” [l

for each A = {4;} € &
Given A € szfufn), let 2" (A) be the coarsest partition amongst all those finer than A

and Z!" such that all elements of ZV (A) are either disjoint from X,,,_; or contained in
Xwn—1. Now, define the following subcollections:

(1.3.14) 2 = {Z e ZW(A): Z C me_l} ,
(1.3.15) z = {Z € Z0(A): Z C Xy and Au(1y) = 0} ,
(1.3.16) zZm = {Z € Z0(A): Z C Xy and Au(ly) > o} .

REMARK 1.3.6. Note that in light of (1.3.1) and (1.3.3), for every Z € Zo(fg) we may
define the open covering time M, (Z) € N to be the least integer such that

ECJIJWUJ (Z) 1
(1.3.17) inf M.(2) o
xeDon(Z)(w),wa(Z) Ew v (lw)(l')

which is finite since the ratio in (1.3.17) increases to A,(1z) > 0. Conversely, given that

the ratio in (1.3.17) is increasing by (1.3.3) we see that, for Z € fo,z, if there exists any
N € N such that

N
1
inf Lo1z(x)

o > 0,

then we must have that A,(1z) > 0 and equivalently Z € 2.
We adapt the following definition from [53].

DEFINITION 1.3.7. We say that two elements W, Z € ZU(J"Q are contiguous if either W
and Z are contiguous in the usual sense, i.e. they share a boundary point, or if they are
separated by a connected component of U?;&Tw_ N Heyi(w))-

We will consider random open systems that satisfy the following conditions.

(Ql) For each w € 2 and n € N we let 5;@ denote the maximum number of contiguous
elements of Zf]”g We assume

1 1 1
lim — log ||g"]|e + limsup — log &™) < lim — log p" = / log p., dm(w).
n—oo N n n—oo 1 Q

n—0o0

(Q2) We assume that for each n € N we have log ¢ e L'(m).
(Q3) Let
(1.3.18) dwm = min A,(1z).

zez()
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1.4. RANDOM BIRKHOFF CONES AND HILBERT METRICS 31

We assume that, for each n € N, logd, ., € L'(m).

REMARK 1.3.8.
(1) Note that since lim,,_, = log €5 > 0, assumption (Q1) implies that

1 1
lim ~log [|95” | < lim —log pj}.

(2) Since [|gulloc < [|guwolloo and infp_,  L£,1, < p,, to check (Q1) it suffices to have

)

1 n .1 1 :
lim —logHng())Hoo + lim —logé&™ < lim —log inf L1,
n ’ n—00 711 n—00 T Don (4,00

(3) One can use the open covering times defined in (1.3.17) to check (Q)3). Indeed,
note that if

N > M, =max{M,(2): Z € Z{)}
then we have that

. . £le T
dwn > min inf ‘;’V—()
zez(") PPNy v L3 1.(z)

infmeDaN(w),N ﬁglz (I)

> min
zez(") £ Lol

ianw,N_1 gSJN)

> CwN-1IW
Ll

} (N)
inf
Fuad >0

> 0~

Thus (Q3) holds if loginf g%“’"), log ||££46’" 1,]lec € L*(m) for each n € N.
REMARK 1.3.9. In Section 1.15 we give several alternate hypotheses to our assumptions
(Q1)-(Q3) that are more restrictive, but much simpler to check.

1.4. Random Birkhoff cones and Hilbert metrics

In this section we first recall the theory of convex cones first used by Birkhoff in [10],
and then present the random cones on which our operator £, will act as a contraction. We
begin with a definition.

DEFINITION 1.4.1. Given a vector space V, we call a subset C C V a convex cone if C
satisfies the following:
(1)cn-C=0,
(2) for all & > 0, aC =C,
(3) C is convex,
(4) for all f,h € C and all v, € R with o, = @ as n — oo, if h — a,, f € C for each
n € N, then h — af € CU{0}.
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32 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

LEMMA 1.4.2 (Lemma 2.1 [54]). The relation < defined on'V by
f<hifand only if h— f € CU{0}

1s a partial order satisfying the following:

(i) f<0<f = f=0,

(i) A>0and f >0 < A\f >0,

(i) f<h < 0<h-—f,

(iv) for all o, € R with oy, — o, af <h = af <h,

(v) f>20andh>0 = f+h>0.
The Hilbert metric on C is given by the following definition.
DEFINITION 1.4.3. Define a distance O(f, h) by

B, h)
a(f,h)’

O(f,h) :=log

where
a(f,h):=sup{a>0:af <h} and p(f,h):=inf{b>0:bf > h}.

Note that © is a pseudo-metric as two elements in the cone may be at an infinite distance
from each other. Furthermore, © is a projective metric because any two proportional
elements must be zero distance from each other. The next theorem, which is due to Birkhoff
[10], shows that every positive linear operator that preserves the cone is a contraction
provided that the diameter of the image is finite.

THEOREM 1.4.4 ([10]). Let V; and Vs be vector spaces with convex cones C; C Vy and
Co C Vs and a positive linear operator L : Vi — Vs such that L(Cy) C Cy. If ©; denotes the
Hilbert metric on the cone C; and if

A= sup @2(‘Cf7 Eh)a
f,heCy

then A
@2(£f, £h) < tanh (Z) @1(f, h)
for all f,h € Cy.

Note that it is not clear whether (C,©) is complete. The following lemma of [54]
addresses this problem by linking the metric © with a suitable norm |- || on V.

LEMMA 1.4.5 (|54|, Lemma 2.2). Let ||-|| be a norm on V such that for all f,h € V
if —f < h < f, then ||h|| < ||fll, and let o : C — (0,00) be a homogeneous and order-
preserving function, which means that for all f,h € C with f < h and all A > 0 we have

o(Af) =Ao(f)  and  o(f) < o(h).
Then, for all f,h € C o(f) = o(h) > 0 implies that
1f = Rl < (P — 1) min {||£[I, |21}
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1.5. LASOTA-YORKE INEQUALITIES 33

REMARK 1.4.6. Note that the choice o(-) = ||-|| satisfies the hypothesis, however from
this moment on we shall make the choice of p = A,,.

DEFINITION 1.4.7. For each ¢ > 0 and w € €2 let
(1.4.1) Goa :={f€BVU): f>0,var(f) <al,(f)}.

To see that this cone is non-empty, we note that the function f + ¢ € %, for f € BV(I)
and ¢ > a 'var(f) — infx, f. We also define the cone

G = {f €BV(I): f >0},

Let ©,, and O, ;+ denote the Hilbert metrics induced on the respective cones %, , and
©Gw,+. For each w € Q, a > 0, and any set Y C ¢, we let

diamw,a(Y) = sup @w,a(x7y)
z,yeY

and

diam,, 1 (Y) := sup O, +(z,y)
z,yeY

denote the diameter of Y in the respective cones 6, , and ¢, + with respect to the respective
metrics O, and 6, . The following lemma collects together the main properties of these
metrics.

LEMMA 1.4.8 (|54], Lemmas 4.2, 4.3, 4.5). For f,h € €, + the O, distance between
f,h is given by

Ou+(f, h) = logzilelg m

If f,h € 6,4, then
(1.4.2) Ou+(f,h) < Oualf,h),
and if f € €,na, forn € (0,1), we then have

[1f oo + 7w (f)
min {infx, f, (1 —n)Au(f)}

Ou.a(l, f) < log

1.5. Lasota-Yorke inequalities

The main goal of this section is to prove a Lasota-Yorke type inequality. We adopt the
strategy of [3], where we first prove a less-refined Lasota-Yorke inequality with (random)
coefficients that behave in a difficult manner, and then, using the first inequality, prove a
second inequality with measurable random coefficients and uniform decay on the variation
as in [18].

We now prove a Lasota-Yorke type inequality following the approach of [53| utilizing
the “good” and “bad” interval partitions defined in (1.3.14)-(1.3.16).
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34 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

LEMMA 1.5.1. For all w € Q, all f € BV(I), and all n € N there exist positive,
measurable constants A" and BSY such that
var(L3f) < Afvar(f) + B Au(|f)),
where
AL = (9416651957 1
and
B = 8(265Y + 1)1195 o0

PROOF. Since L2(f) = L2o(f - Xun-1), if Z € Z8N(ANZTY, then Z N X1 = 0,
and thus, we have L7 (f1z) = 0 for each f € BV(I). Thus, considering only intervals Z in
Zo(fﬁz, we are able to write

(1.5.1) Lrf= > (Azfgs")o T %
zez{)

where
1,7 (1) — Z
is the inverse branch which takes 77! (x) to x for each z € Z. Now, since

1Z o) T Z = 1T" (Z),
we can rewrite (2.C.3) as
(1.5.2) L= D" Lann ((fol)) o To%) -
zez{)
So,
(1.5.3) var(Llf) < Z var (17n(z) ((fgg‘)) o Tw_%)) :
zez{)

Now for each Z € Z{"), using (2.5.10), we have
var (1raz) ((f957) 0 T5%)) < varz(fgi™) + 2sup | £95|
< 3varz(fg.") + 2inf | fo0”|
< 3198 loovarz (f) + 3sup [flvarz(gl”) + 2llg5” [l inf | ]
< 3|98 oo varz (f) + 6]l oo sup |f] + 2[lg5” [l inf | ]

(1.5.4) < 9|95 llsavarz (f) + 8llgS” [l inf |£1.

Now, using (1.5.4), we may further estimate (1.5.3) as
var(C0f) < 37 (96 owvarz (1) + 819l inf |£1)

zez{)
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< oflg™ () - :
(1.5.5) < 9198 oovar(f) + 819 llee | D EIfI+ D inflf]

zez(

(n)
9 Zean

,b

In order to investigate each of the two sums in the line above, we first note that as ZL"; is
finite then, by definition, there exists a constant d,,, > 0 (defined by (1.3.18)) such that

inf A,(1z) > 26,, > 0.
zezl)

So, we may choose N, € N such that for € D, ~uun(,) n,, We have
L5 (17)(x)
zez) Lo (1,)(2)

Note that since this ratio is increasing we have that (1.5.6) holds for all N > N,,,,. Then

for each & € Dy vun(y) v, and Z € Z we have

L3 (1f112)(x) = mf | fIL5 (A7) (2) = inf | f18,n L5 (1u)(2).

In particular, for each x € D, ~un(y) v, ., We see that

| e ) £ ()
(1.5.7) > inf [f] < 0,5 > Eivw,g(l'w)()gf)) Séw:n%'

(1.5.6)

Y]

O -

zez{") zez)
We are now interested in finding appropriate upper bounds for the sum

> inf /1.

zez()

However, we must first be able to associate each of the elements of Zi"g with one of the

elements of ZL“g To that end, let Z, and Z* denote the elements of foi? that are the
furthest to the left and the right respectively. Now, enumerate each of the elements of
Zo(fg), Zy,...,Zy (clearly k depends on w, n, and A), such that Z;; is to the right of Z; for
j=1,....,k—1. Given Z; € Z5) (1 < j < k), with Z; # Z* let J,,(Z;) be the union of all
contiguous elements Z € Zi”b) which are to the right of Z; and also to the left of Z; ;. In
other words, J,, 1 (Z;) is the union of all elements of ijng between Z; and Z; ;. Similarly,
for Z; # Z,, we define J, _(Z;) be the union of all contiguous elements Z € Zing which
are to the left of Z; and also to the right of Z;_;. Now, we note that our assumption (Q1)
implies that each J, (Z) and J, +(Z) (Z € ZY is the union of at most " contiguous

elements of Zogng For Z € ngg let

Iy (Z)=2ZUJ,(Z) and S5 (Z)=Z U Jy 4 (2).
Then for W C J; _(Z) we have
(1.5.8) 1£1Vf]f] < irzlf\f]—kvart;zﬁ(z)(f).
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36 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

We obtain a similar inequality for W C J7 | (Z). We now consider the following two cases.
(Case 1:) At least one of the intervals Z, and Z* is an element of fo?g
(Case 2:) Neither of the intervals Z,, Z* is an element of 2.

If we are in the first case, we assume without loss of generality that Z; = Z,, and thus
every element Z € Z") 5 18 contained in exactly one union J, ,(Z;) for some Z; € Zo(flg for
some 1 < j <k If Z1 # 7, and instead we have that Z, = Z* we could sunply replace
Ju+(Z;) with J,, _(Z;) in the previous statement. In view of (1.5.8), Case 1 leads to the
conclusion that

> mflf <€ | Y mflf+varg: (/)

zez() zez{")

If we are instead in the second case, then for each Z € Z, () ; to the left of Zj, there is exactly

one Z;, 1 < j <k, such that Z C J,, _(Z;). This leaves each of the elements Z ¢ ij,])
the right of Z; uniquely contained in the union J, 1 (Zy). Thus, Case 2 yields

Z ll’Zlf ’f| S 58") 1?5 ‘f‘ + V&I‘J:}ﬁ(z@(f) + Z HZIf |f’ + V&I’J:)’_(Z) (f)

zez() zez{)

<ol |var(f) + ) inf|f]

zezl)
Hence, either case gives that
5 ; < 9g(n) :
(1.5.9) > iflf <207 [var(f)+ ) inf|/]
7€z zez()

Inserting (1.5.7) and (1.5.9) into (1.5.5) gives
var(L3, f) < 995" |ovar (f)

| L L8 @)
+ 81957 oo | 2657 | var(f) + SN R rveavy
q¢ var Z;g%%)l% "L (1)(x)
_ - ()6
< 9+ 1660l oovar(F) + 8857 + Dot S 5 -

In view of (1.3.3), taking the infimum over x € D nun(y) ., allows us to replace the ratio

% with A, (]f]), that is, we have

var(L7f) < (9 + 16515 |loovar (f) + 8(260 + 1)[1957 | o6y mAwr(.f1)-
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1.5. LASOTA-YORKE INEQUALITIES 37

Setting
(1510) AL = 9+ 1660195 o and  BEY = 8260 + 1|95 [l
finishes the proof. 0J

REMARK 1.5.2. As a consequence of Lemma 1.5.1 we have that
(1.5.11) L, (6o) C Cow)rs
and thus £, is a weak contraction on €, .

Define the random constants

(1.5.12) QMW .= and KWM.= =
Pi P
In light of our assumption (Q1) on the potential and number of contiguous bad intervals,

we see that Q&") — 0 exponentially quickly for each w € €.
The following proposition now follows from (1.1.4), (1.3.11), and assumptions ((Q2)-

(Q3).
PROPOSITION 1.5.3. For each n € N, log* Q" log K" € L1 (Q).
LEMMA 1.5.4. For each f € BV(I) and each n,k € N we have

(1513) Aak(w) (Ef;f) > Aak(w) (‘szlw) : Aw(f)
Furthermore, we have that
(1.5.14) P Ao (f) < Monwy (LLS).

In particular, this yields
Pl < Aon) (L£510)-
PROOF. For each f € BV(I) with f >0, k € N, and z € D ynir () n We have
Loy (LEF) () L) (LLF) (@ >

L (1 bw) (T) ( () (@
U" (w) (D (@) ﬁ”l E” ) ( )
L) (Lorw) (@)
Lon (LET) (@) . £3()

> mr ————.

‘Cak(w (Lokw)) (2) Ponrn £ (1o)
Taking the infimum over z € D,ntx (., and letting n — oo gives
(1.5.15) Agrwy (LEF) = Agriy (£51) - Au(f),

proving the first claim. Now to see the second claim we note that as (1.5.15) holds for all
w € ) with k = 1, we must also have

(1L5.16)  Agni) (Lone)f) 2 Aonii) (Lon@Lonw)) - Aon)(f) = pone) - Aonie (f)
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38 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

for any f € BV(I) and each n € N. Proceeding via induction, using (1.5.15) as the base
case, we now suppose that

(1517) U"(w) (£ f) > pw w(f)
holds for n > 1. Using (1.5.16) and (1.5.17), we see
Aa”+1(w) ( ( )) 2 Pon(w) * Ao"(w) (EZf)
> p”“ Au(f).

Considering f = 1, proves the final claim, and thus we are done. 0

Define the normalized operator L, : L' (vy,0) = L' (Vo(w)0) by

(1.5.18) Lof =p,'Lof;  fe€ L' (vuo).
In light of Lemma 1.5.4, for each w € Q, n € N, and f € BV(I) we have that
(15.19) Ao(F) < Aoy (£21).

Now, considering the normalized operator, we arrive at the following immediate corollary.
COROLLARY 1.5.5. For allw € Q, all f € BV(I), and all n € N we have
var(£3 f) < QFvar(f) + KSVAu(|f))-

DEFINITION 1.5.6. Since Q" — 0 exponentially fast by our assumption (Q1), we let
N, € N be the minimum integer n > 1 such that

(1.5.20) —00 < / log QW dm(w) < 0,
Q

and we define the number
1

(1.5.21) 0= — A log QWM dm(w).

REMARK 1.5.7. As we are primarily interested in pushing forward in blocks of length
N, we are able to weaken two or our main hypotheses. In particular, we may replace (Q)2)
and (Q3) with the following'

(Q2)) We have log &) € L (m).
(Q3’) We have logd,, n, € L*(m), where §,,,, is defined by (1.3.18).

In light of Corollary 1.5.5 we may now find an appropriate upper bound for the BV
norm of the normalized transfer operator.

LEMMA 1.5.8. There exists a measurable function w +— L, € (0,00) with log L, €
L1 (Q) such that for all f € BV(I) and each 1 < n < N, we have

(1.5.22) 127 fllgy < L" (var(f) + A (igf)) .
where

L' = LyLog) -+~ Lon-1() > 6"
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1.6. CONE INVARIANCE ON GOOD FIBERS 39
PROOF. Corollary 1.5.5 and (1.5.19) give
122l = var(£5) + | £ oo < 2var(£51) + Agriey (£0)
< 2 (QUvar(f) + KLAu(S1)) + Aonie (£51)
< 2QWvar(f) + (2K + 1) Agnyy (Eg f) .

Now, set

LY = max {6,2Q%, 2KV + 1} .
Finally, setting

(1.5.23) L., := max {Egﬁ 1<j< N*}

and

n—1
= H L)
=0
for all n > 1 suffices. The log-integrability of L follows from Proposition 1.5.3. U
We now define the number ¢ > 0 by

1
(1.5.24) ¢ = /1ogL5*dm(w).
N. Jo

The constants B and K in the Lasota-Yorke inequalities from Lemma 1.5.1 and
Corollary 1.5.5 grow to infinity with n, making them difficult to use. Furthermore, the rate
of decay of the Q&, in Corollary 1.5.5 may depend on w. To remedy these difficulties we
prove another, more useful, Lasota—Yorke inequality in the style of Buzzi [18|.

PROPOSITION 1.5.9. For each € > 0 there exists a measurable, m-a.e. finite function
C-(w) > 0 such that for m-a.e. w € Q, each f € BV(I), and all n € N we have

var(Ll ) f) < Ce(w)e™ O™ var(f) + Co(w)Au( Ly f)-

As the proot of Proposition 1.5.9 follows similarly to that of Proposition 4.9 of [3], using
(1.5.19) to obtain A,, (ﬁ”_n /) rather than Ay—n(,)(f), we leave it to the dedicated reader.

1.6. Cone invariance on good fibers

In this section we follow Buzzi’s approach [18], and describe the good behavior across
a large measure set of fibers. In particular, we will show that, for sufficiently many iterates
R,, the normalized transfer operator ﬁf* uniformly contracts the cone %, , on “good” fibers
w for cone parameters a > 0 sufficiently large. Recall that the numbers 6 and ¢ are given
by
1

1
0:=— logQ MN)dm(w) >0 and (= — / log LY*dm(w) > 0.
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40 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Note that Lemma 1.5.8 and the ergodic theorem imply that

o1
(1.6.1) log 6 < ¢ = lim o kZlog Llowe -
=0

The following definition is adapted from [18, Definition 2.4].

DEFINITION 1.6.1. We will say that w is a good fiber with respect to the numbers ¢, a,
B,, and R, = q,N, if the following hold:

1
(G1) Bugue 2™ < 3,

Ra/N*—].

1
(G2) - kz; log Lyx. () € [¢ —&,¢ +el.

a

Now, we denote

0
(1.6.2) g0 = min {1, 5} .
The following lemma describes the prevalence of the good fibers as well as how to find
them.

LEMMA 1.6.2. Given € < gy and a > 0, there exist parameters B, and R, (both of which
depend on €) such that there is a set Qa C 2 of good fibers w with m(Qg) > 1 — ¢/a.

PROOF. We begin by letting
(1.6.3) Q=0 (B,) ={weQ: C(w) < B},

where C.(w) > 0 is the m-a.e. finite measurable constant coming from Proposition 1.5.9.
Choose B, sufficiently large such that m(€;) > 1 —</s. Noting that ¢ < 0/2 by (1.6.2), we
set Rg = qoV, and choose ¢q sufficiently large such that

B.qoe 0790 < B*Q(Je*%RO <

Wl =

Now let ¢1 > qo and define the set
Qo = Qa(q1) := {w € Q: (G2) holds for the value Ry = ¢; N, }.
Now choose ¢, > ¢ such that m(Qs(q,)) > 1 —</8. Set R, := q,N.. Set

(1.6.4) Qg = Qe No Fe(Qy).

Then ¢ is the set of all w € 2 which are good with respect to the numbers B, and R,,

and m(Qg) > 1 —¢/a. O
In what follows, given a value B,, we will consider cone parameters

(1.6.5) a> ag:= 6B,

and we set

(1.6.6) ¢« =qa, and R,:= R, =q.N..
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1.7. DENSITY ESTIMATES AND CONE INVARIANCE ON BAD FIBERS 41

Note that (G1) together with Proposition 1.5.9 implies that, for ¢ < gy and w € Qg, we

have
var(LE f) < B.em " var(f) + BoAgr ) (L3 f)
< B*q*e_gR*var(f) + B.A,r. (w)(iﬁ*f)
(1.6.7) < évar(f) + Bl gr (o) (LR f).

The next lemma shows that the normalized operator is a contraction on the fiber cones
©6... and that the image has finite diameter.

LEMMA 1.6.3. If w is good with respect to the numbers €, ag, B, and R,, then for each
a > ag we have

Ef* (%wﬂ) - %GR* (w),a/2 - CKUR* (w),a-
PROOF. For w good and f € ,,,, (1.6.7) and (1.6.5) give

. 1 3
var(L2 f) < gvar(f) + B yre (o) (LE f)

a a <

< SAT) + S (B )
a ~

< EAO'R* (w)(ﬁf*f)

Hence we have
LE(Ca) C Corewyopy S Coreya
as desired. O

1.7. Density estimates and cone invariance on bad fibers

In this section we recall the notion of “bad” fibers from [3, 18]. We show that for fibers

in the small measure set,
Qp = NQq,

the cone 4, of positive functions is invariant after sufficiently many iterations for suf-
ficiently large parameters a > 0. We accomplish this by introducing the concept of bad
blocks (coating intervals), which we then show make up a relatively small portion of an
orbit. As the content of this section is adapted from the closed dynamical setting of Section
7 of [3], we do not provide proofs.

Recall that R, is given by (1.6.6). Following Section 7 of [3|, and using the same
justifications therein, we define the measurable function ¥, : {2 — N so that

(1.7.1) 0 < y.(w) < R,

is the smallest integer such that for either choice of sign + or — we have

1
(1.7.2) lim —# {0 <k <n:o™ Bt ) e Qg} > 1—¢,

n—oo 1

(1.7.3) lim 1y {0<k<n:C. (et @ (W) <B}>1-c

n—oo M
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42 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Clearly, v, : 2 — N is a measurable function such that
(1.74) (0" (w)) =0,

(1.7.5) yu(0"™(w)) = yu(w).

In particular, (1.7.4) and (1.7.5) together imply that
(1.7.6) Y (¥ FRR ()Y = 0
for all k € N. Let

(1.7.7) Pw) == [ L.

where ¢, is given by (1.6.6), and for each w € €, given £ > 0, we define the coating length
l(w) = l(w) as follows:

o if w € Qg, then set l(w) := 1,

e if w € (g, then

(1.7.8) ((w) := min {n eN: ! Z (1g, logT') (o™ (w)) < CR*\/E} ,

n
0<k<n
where € is as in (1.5.24). If the minimum is not attained we set ¢(w) = oco.

Since Lfy* > 6™+ by Lemma 1.5.8, we must have that

(1.7.9) I(w) > 6"
for all w € Q). It follows from Lemma 1.5.8 that for all w € €2 we have
(1.7.10) var(L8 f) < T(w)(var(f) + Apr. ) (f))-
Furthermore, if w € Q¢ it follows from (G2) that
(1.7.11) R.(( —¢) <logl(w) < R.(C +¢).
The following proposition collects together some of the key properties of the coating length
l(w).
PROPOSITION 1.7.1. For all € > 0 sufficiently small the number ¢(w) satisfies the fol-
lowing.

(i) For m-a.e. w € Q such that y.(w) = 0 we have {(w) < 00,
(ii) Ifw e Qp then ((w) > 2.

REMARK 1.7.2. Given wy € €, for each j > 0 let w;y; = /@)% (w;). As a consequence
of Proposition 1.7.1 (i) and (1.7.5), we see that for m-a.e. wy € Q with y,(wp) = 0, we must
have that ¢(w;) < oo for all j > 0.

DEFINITION 1.7.3. We will call a (finite) sequence w, o(w), ..., o/ @™=1(y) of ¢(w)R,
fibers a good block (originating at w) if w € Q¢ (which implies that ¢(w) = 1). If, on the
other hand, w € Qp we call such a sequence a bad block, or coating interval, originating at
w.
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1.7. DENSITY ESTIMATES AND CONE INVARIANCE ON BAD FIBERS 43

For ¢ > 0 sufficiently small we have that ¢v&/ilog6 < 1, and so we let 7 < 1 such that

(1.7.12) i)\g/i

<7y <1

We now wish to show that the normalized operator £, is weakly contracting (i.e. non-
expanding) on the fiber cones %, , for sufficiently large values of @ > ag. We obtain this
cone invariance on blocks of length ¢(w)R,, however in order to obtain cone contraction
with a finite diameter image we will have to travel along several such blocks. For this
reason we introduce the following notation.

Given w € Q with y.(w) = 0 for each k > 1 we define the length

where wy := w and for each j > 1 we set w; = o= (w). This construction is justified

as we recall from Proposition 1.7.1 that for m-a.e. w € Q with y.(w) = 0 we have that
{(w) < oo. The next lemma was adapted from Lemma 7.5 of [3].

LEMMA 1.7.4. For € > 0 sufficiently small, each N € N, and m-a.e. w € Q with
Y«(w) = 0 we have that

M /R,

(1.7.13) var (ZEEJN) f> < (%) var(f) + &

(N)

(L5 f).

“ A
6 o5 ()

Moreover, we have that

(1.7.14) £ (o) CC o0

Y w (w),as /2]

where

PROOF. Throughout the proof we will denote £; = £(w;) and L; = 3 i\ ¢ for each

0<i<N. Then £ = LyR,. Using (1.6.7) on good fibers and (1.7.10) on bad fibers,
for any p > 1 and f € %, + we have

(1.7.16)
p—1
VaI‘ EPR* (H q)gJR* w)) Var )+ < ((5% H (Da.k;R* ) PR (w) (EN&R*]E)’
J=0 k=j+1
where
(1.7.17) ) _ § Bee 79 for 7€ Qg
: T I'(7) for 7 € Qp
and
(1718) D(R*) _ B, for T € QG
! (1) for 7€ Qp.
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For any 0 <7 < N and 0 < j < ¢; we can write

Y. (LoglogD) (6" (w)) = Y (LoglogD) (0" (wi)) + D (Lo, logD) (o™ (wi)).

0<k<t; 0<k<j j<k<t;

The definition of /(w;), (1.7.8), then implies that

53 (1o, og) (0 () > CR.E.

O<k<j

and consequently that

1

1.7.1
(1.7.19) [

(1o, logI') (0" (wi)) < CR.vVE.

I<k<¥;

Now, using (1.7.9), (1.7.19), and (1.7.12) we see that for ¢ sufficiently small, the proportion
of bad blocks is given by

gl_j#{jgk<&0' (wz GQB}—

(1.7.20)

Y (LoylogD) (0" (w)) < .

J<k<t;

<
= (6; — j)R.1og6

In view of (1.7.17), using (1.7.19), (1.7.20), for any 0 < i < N and 0 < j < ¢; we have

i—1
H (1)5,}13;%1 o = H B, (0—e)F- . H F(UkR* (w;))
k=j J<k<t; J<k<t;

ok fx (w;)€Qq ok fx (w;)eNp

(B,e @R EED o (CRAVE) (6 — 5))
— (B exp ((¢(VE— (0 —)(1—7)) R*))? -

(1.7.21) < (Biexp ((¢VE—(0—2)(1—7) R))" .

Now for any 0 < 7 < Ly there must exist some 0 < i5 < N and some 0 < jg < ¢;,4+1 such
that L;,—1 + jo = j < L;,. Thus, using (1.7.21) we can write

IN

Ly—1 lig+1—1 N-1 £;—1
H .y = H LT | B |
k=j k=jo i=1i9+1 k=0
< (Beexp (((VE— (0 —2)(1— 7)) R.))"
T Beew ((cvE =021 =) R))"
(1.7.22) = (Buexp ((¢VE— (0 —e)(1 = 7)) R.)) ™.
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Now, since B,,I'(w) > 1 for all w € Q, using (1.7.18) and (1.7.19), we have that for
0<i<Nand0<j</l

j (ti—j)
<BI(0™(w) <B.- [ T (w)) < B, (ecfwg) 2

J<k<t;
kB« (wi)EQB

(1.7.23)  DYR)

Similarly to the reasoning used to obtain (1.7.22), for any 0 < j < Ly we see that we can
improve (1.7.23) so that we have

L —
(1.7.24) p) < (eCR*ﬁ) v

oI R+ (Wz)

Thus, inserting (1.7.22) and (1.7.24) into (1.7.16) (with p = Ly) we see that
e Ly—1 Ly—1 Ly—1 .
var (EEM f) = ( H (I)‘(T%;z(w)> Val‘ + Z ( UJR *(w) H (I) kR* w)) E(m(w) (Efw f) )
j=0 k=j+1

< (Boexp ((CVE = (0—)(1 = 7)) R.))™ Var(f)

S (N iy (Ln—7) i
(€22°1) X B (™) (Bexp (Ve = (0= )1 =) R)) T

=0

+ AUESJN) )

= (B.exp ((CVe — (0 —&)(1 — 7)) R.)) "™ var(f)

Ly-—1

+ B VEA o (L27F) DD (Beexp ((20VE = (0 - e)(1 =) R)) T

=0
Therefore, taking ¢ > 0 sufficiently small’ in conjunction with (G1), we have that

Ly—1

~ L _ Lnv—ie1
var (EE&N)f> < (B*eng*> Nvar(f) + B,eSfVE LA Sey )(ﬁf&mﬂ Z (B*e*%R*> N

Jj=0

1 Ly n V) Ly-1 1 Ly—j—1
<(5) wnementa e (27 (5)
j=0

and so we must have that

ar (2275) < (3) vt £ 23N g (257)

1\ s S5y (N)
_(5) var(f) + 5 h s (277).

which proves the first claim. Thus, for any f € 4, ,, we have that

Ly
Ay (V) 1 Qs (V)
w < — — N w
var(L} f>_(3) Ao+ TA o, (£27)

2 2
LAny € < min { (1055’5) ) (8%) } such that 21\({;55 < v, which implies — > 2\/¢ — (0 —¢)(1 —~) >
Ve¢ — (0 —e)(1 — «), will suffice; see Observation 7.4 of [3] for details.
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Q.

S5 (N) a S5 (V)
< %) (,czw ) TRy (czw ) ,
= 3 () e f 6 o= () T f
where we have used the fact that a, > 1, and consequently we have

2. ) -
w o APwas) =0l () ey = ().

as desired. O

C .~
0

The next lemma shows that the total length of the bad blocks take up only a small
proportion of an orbit, however before stating the result we establish the following notation.
For each n € N we let K,, > 0 be the integer such that

(1.7.25) n = K,R,+ h(n)
where 0 < h(n) < R, is a remainder term. Given wy € €2, let
(1726) Ww; = Ue(wjfl)R* (w]'_l)

for each j > 1. Then for each n € N we can break the n-length o-orbit of wy in 2 into
k.o(n) + 1 blocks of length ¢(w;)R, (for 0 < j < k,,(n)) plus some remaining block of
length 7, (n)R. where 0 < 74,(n) < £(w, (n)+1) Plus a remainder segment of length h(n),
l.e. we can write

(1.7.27) n= 3 L(w)R. +14(n)R. + h(n);
0<j<kuwq(n)
see Figure 1. We also note that (1.7.25) and (1.7.27) imply that
(1.7.28) Ko=) lw;)+run).
0<j<kuwg (n)

The proof of the following lemma is nearly identical to that of Lemma 7.6 of [3], and

n
N
/s Y
lwo)Ry  l(wi)R. O(wi—1)R. Uwhy, (n) ) R Two (1) R h(n)
l l l l l l l l l
wo w1 wy | wk—1 Wy (n) W41 BB (W) 0™ (wp) Wh+2
- /
~"
é(Wk.ﬂrl)R*

FIGURE 1. The decomposition of n = Zogjgkwo (n) Lwj) Ri + 70y (n) Ry 4 h(n)
and the fibers w;.

therefore it shall be omitted.

LEMMA 1.7.5. There exists a measurable function Ny : @ — N such that for all n >
No(wo) and for m-a.e. wy € Q with y.(wy) = 0 we have

Y
E‘*’O(n) = Z £<wj> + Tw()(n) <Y-eK, < Een

0<j<kuy (1) *
(.«}jEQB
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1.8. FURTHER PROPERTIES OF A, 47

where
224+ Q)R
CRE
and where K, is as in (1.7.25), w; is as in (1.7.26), and k,,(n) and ry,(n) are as in
(1.7.27).

(1.7.29) Y =Y. :=

To end this section we note that
(1.7.30) e Y. —0

as € — 0. For the remainder of the document we will assume that ¢ > 0 is always taken
sufficiently small such that the results of Section 1.7 apply.

1.8. Further properties of A,

In this section we prove some additional properties of the functional A, that will be
necessary in Section 1.9 to obtain cone contraction with finite diameter. In particular, in
the main result of this section, which is a version of Lemma 3.11 of [53] and dates back to
[52, Lemma 3.2|, we show that for a function f € €, ,. there exists a partition element on
which the function f takes values at least as large as A, (f)/4.

Now we prove the following upper and lower bounds for A 55 () (ENESJ]C) f )
LEMMA 1.8.1. For m-a.e. w € § such that y.(w) = 0, and each k € N we have that

A (L) A < A (E57) <@ o (E59700) Al

PROOF. From Lemma 1.5.4 we already see that the first inequality holds. Now, fix
w € Q (with y.(w) = 0) and k € N. To see the other inequality we first let n, N € N and
HAS DJN(W)7N+,L, then
B E(E) L))
Do Lor )@ L5 (1)) Loy L) (@)

L)) Lo (L (L) - L) (@)

Ly+(1,)(x) CZN ) (Lon @ )( )
LE™(f)(x) =
< o Wiy .
L5 (L,)(x)
Now taking the infimum over x € Dy~ (. yirn and letting n — oo gives
(1.8.1) Agn( (ﬁNf) < HﬁNl loo A (f)-

Now, set N = > Since 1, € G,a., (1.7.14) from Lemma 1.7.4 implies that

||£E“1wr|oo < var(£5 (1) + A o (£5

(L5 (1)
()

CL* ~Ew
< (G 1) A ) (5 (1)
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48 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

~y (k)
(1.8.2) Sad o (Lo (L),

where we have used the fact that a, > 2 which follows from (1.7.15). Combining (1.8.2)
with (1.8.1), we see that

5y (k) ~(k)
(L3 1) S @b o (L5 1)A(S)

w

AUESC) (w)

completing the proof. O
LEMMA 1.8.2. For each 6 > 0 and each w € ) there exists N, s such that for each
n> N,s, ZM has the property that

sup A,(1lz) <.

ZezM

Proor. Choose N, ; € N such that

1957 | e
Pl

<9

for each n > N, 5. Now, fix some n > N, 5 and let m € N. Then, for Z € ZO(J") we have
L217(x) < 1957 |0 < 8p0-
For each x € Dgnim(y) nym S Dontm(w),m We have
Lymig(e) _ IL8zlleoLTn tonw) (@) _ 0PLLT ) Lo (2)
Litmly(x) Litm 1, (x) B E?ﬂ(w) (£i10) (x)
1

ontM(w),m L;nn(w)la"(w)(y)

< dp,,

infyep

In view of Lemma 1.5.4, taking the infimum over x € Dgn+m(y) nim and letting m — oo
gives

Ao(1z) < op], - <opl(pl) =4

1
Agn (w) (,CZ 1w)

O
We are now ready to prove the main result of this section, a random version of Lemma 3.11
in [53]. Let
1
1.8.3 0g := —=.
( ) 0 8a3?

LEMMA 1.8.3. For m-a.e. w € Q with y.(w) = 0, for all 6 < dy, all n > N, s (where
Ny is as in Lemma 1.8.2), and all f € €., there exists Zy € Z(,(f?g such that

1
igfff > ZAw(f)
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1.8. FURTHER PROPERTIES OF A, 49

PROOF. We shall the prove the lemma via contradiction. To that end suppose that the
conclusion is false, that is we suppose that

. Au(f)
(1.8.4) 1IZ1ff <

for all Z € Zﬂlg. Then, for each n > N, s and each k£ € N such that n < Z&k), using (1.8.4)
we can write

=3 (1= S £ (1)

zez{M zez{)
552 (k) )
= D LF(fl)+ Y L3 (f12)
zezl) zez(")
Au(f) ) ) 55(k)
185 <22 S 2w+ 3 B W) + Il Y £ (1),
zez{) AFAY) zez()

Now for Z € ZL”,)), Lemma 1.8.1 implies that

~E(k) ~E(’€)
-O. k ¢ < a4 k “ Ly w = U.
(1.8.6) Aspr, (cw (12)) <ad o, <£w 1 )A (15) =0

Thus, for Z € Zglb), using (1.8.6) and (1.7.13), applied along the blocks E&k), we have that
/358“)(12) < AUESC) ) (ZE&M(]—Z» + var (ﬁg(w’f)(lz))
= var <£~§£Jk) (1Z)>

=P /R =P /R
1 w * ~Z(k) 1 w *
(1.8.7) <2(s +ad w <£ww (1Z)> =23 .

Note that the right-hand side above goes to zero as kK — oo. On the other hand, for
RS ZU(J"Q) we again use (1.7.13) in conjunction with Lemma 1.8.1 to get that

ZE&’“)(]_Z) < AO—E&M(W) (ENE(“M(lz)) + var (Zfﬁk)(lz))

E(k)/R*
I\™ Sxy(k)
<25 + a, A S (Eww (1z))

(
o*w

=" /R,
> + CLZA )
o*w

Substituting (1.8.8) and (1.8.7) into (1.8.5), applying the functional A ) to both sides
yields

B et ) (ﬁfﬁ) f) <A e, (ggsﬁ 1w> , Awif)

(1.8.8) <

[\
N
W —

o (£710) Au(12).
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50 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

(k)
1\ 5 /B )
+ ) a*Aw(lz)—l—2(—) +aiN(1z) | varz () | A )(ﬁfw 1w)

3 0w (w
zez{")

(1.8.9)
1 =/R. (k)
E _ 20
" ’ (3) ”f“OOAJE(wk)(w) (Lw 1w> '

zez()
Dividing (1.8.9) on both sides by A =P ) (ﬁf&mlw), letting & — oo, and using Lem-
mas 1.8.1, 1.8.2, and 1.7.4 gives us

a2 S (0 a) A (h)

4

IN

zezl)

IA
-

+ (a. + d)var(f) sup Ay(1z)
zez{

—_

< (— + 2a25) A (f).

Given our choice (1.8.3) of 0 < §y we arrive at the contradiction

AulF) < Al

and thus we are done. O

W

1.9. Finding finite diameter images

We now find a large measure set of fibers w € Qp C ) for which the image of the cone
©G..q. has a finite diameter image after sufficiently many iterates of the normalized operator

L,,. Towards accomplishing this task we first recall that for each w €  with y,(w) = 0
and each £ > 0

T
L

E(k) = g((ﬂj)R*

w

<.
Il
o

where wy := w and for each j > 1 we set w; := o= (w). For each w € Q with y.(w) = 0,

we define the number

Aw(lz) Nw,éo)

> for all Z € ZCE,,g

£
(1.9.1) S, :=mind{®:  inf T 2(2)
IEDUEi(AJk)(w),ZL(Uk) £EW 1w(x)

Note that by definition we must have that ¥, > N, 5,. Recall from the proof of Lemma 1.6.2
that the set Q; = Q;(B,) is given by

(1.9.2) Q) ={weQ:C(w) < B},
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1.9. FINDING FINITE DIAMETER IMAGES 51

where C.(w) comes from Proposition 1.5.9 and B, was chosen sufficiently large such that
m(§2) > 1 —¢/s. For ao, > 0 and C, > 1 we consider the following

(F1) Agso () (ﬁf“ lz> >« for all Z € ZU(J{\;“";O),
(F2) C7' < inf L2, < ||£31,| < C..

DUZW (w),Bw

Now, we define the set {23, depending on parameters S, = kR, for some k € N, a,, > 0,

and C, > 1, by

(1.9.3) Q3 = Q3(Ss, a4, C) i ={w e N: X, <8, and (F1) — (F2) hold },

and choose S, = kR., a, > 0, and C, > 1 such that m(€3) > 1 — ¢/s. Finally, we define
(1.9.4) Qp := QN Q,

which must of course have measure m({2r) > 1 —¢e. Furthermore, in light of the definition
of Q¢ from (1.6.4), we have that

o (Qp) C Q.
LEMMA 1.9.1. For all w € QF such that y.(w) = 0 we have that
L2C 0, C Cpoa @), a-/2 © Comu (w)an
with
(1.9.5) diam,s. () o, (Efw%a*> <A m21og CreB )

*

PROOF. The invariance follows from Lemma 1.7.4. To show that the diameter is finite
we first note that for 0 # f € %,,. we must have that A,(f) > 0 by definition. Now,
Lemma 1.4.8 implies that for f € €, we have

€3 Flloo + $Aome ) (£37)
min {infDﬁzw o Egjw f, %Aazw () (ﬁgw f) } .

Using Lemmas 1.7.4 and 1.8.1 and (F2) we bound the numerator by

125 Fllow + %Aazw(w) (£57) < var (£27) + ;Agzw w (£27)
3a, + a?

< ST A (£341) Au()

< Calrady )

To find a lower bound for the denominator we first note that for each f € €,,., by
Lemma 1.8.3 there exists Z; € ZC%W”SO) such that

Au(f)
L

(196) @O'EW (w),ax (ZEW f, 102w (w)) < IOg

(1.9.7)

(1.9.8) inf f|z, >
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52 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Thus, using (1.9.8), for each x € D,z () 5, We have that
inf  LI2¢f(z) > inf  L2¢(flg,)(z)

IGDUEW (©),5w IGDUZW (@), S0
> inf f - inf L1, (x
T Zy f mGDO,Ew(w),zw “ Zf( )
A _
> 2l/) inf  Lov1z,(x)

4 2€D,5, ()5,

A L1 _
o) in fj—Zf(y) inf  L£21,(2).
4 el s, L391,(Y) #€Po%0 (w) .,

In light of conditions (F1)-(F2) we in fact have that

1.9. f Zo £ > Aol
( 9 9) DaEiI:w),Ew ﬁw f - 80*

Combining the estimates (1.9.7) and (1.9.9) with (1.9.6) gives
8C2a.(3 + a.)
g — 1" " < o0

e

v

> 0.

@azw (w),ax (25‘” f7 102‘0 (w)) <lo

Taking the supremum over all functions f € €, ,,, and applying the triangle inequality
finishes the proof. 0J

To end this section we recall from Section 1.7 that 0 < y.(w) < R, is chosen to be the
smallest integer such that for either choice of sign + or — we have

1
(1.9.10) lim —#{0<k<n: oA @) () € Qe >1—c¢,

n—oo N,
1

(1.9.11) lim —#{0<k <n:C. (et (W) < B} >1-ec
n—oo N

In light of the definition of Qp (1.9.4) and using the same reasoning as in Section 1.7 for
the existence of y, (see Section 7 of [3]), for each w € 2, we now let 0 < v,(w) < R, be the
least integer such that for either choice of sign + or — we have that the following hold:

1
(1.9.12) lim —# {0 <k <n: o™ L () e Qg} > 1 —¢,

n—oo N,
1
(1.9.13) lm —#{0<k <n:oBTO (W) eQp} >1—c.
n—oo 1,
Two significant properties of v, are the following:

(1.9.14) v,(¢*@(w)) = 0,
(1.9.15) if v.(w) =0, then y.(w) = 0.

1.10. Conformal and invariant measures

We are now ready to bring together all of the results from Sections 1.5-1.9 to establish
the existence of conformal and invariant measures supported in the survivor set X, . We
follow the methods of [3] and [53], and we begin with the following technical lemma from
which the rest of our results will follow.
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1.10. CONFORMAL AND INVARIANT MEASURES 53

LEMMA 1.10.1. Let f,h € BVq(I), let € > 0 sufficiently small such that the results
of Section 1.7 apply, and let V : Q — (0,00) be a measurable function. Suppose that for
each n € N, each |p| < n, each | > 0, and for m-a.e. w € 2 we have forw) € Cor(w)+
with var(for(w)) < eV (W) and hop-i(yy € Cori(wy+ With var(hyo-i(,)) < eV (w). Then
there ezists ¥ € (0,1) and a measurable function N3 : Q — N such that for all n > N3(w),
all 1 >0, and all |p| < n we have

(1.10.1) Opnir(w) ( o £ o lw)) NG
Furthermore, A, defined in (1.9.5), and ¥ do not depend on V.

PROOF. We begin by noting that by (1.5.11) for each [ > 0 we have that /;l whori(w) €
Cov(w),+ for each hgp-i(,,) € ‘Kgp_z( )+ and let

L 1 l .
oP~l(w) ffp (w)
Set v, = v,(0P(w)) (defined in Section 1.7) and let d. = d.(0P(w)) > 0 be the smallest
integer that satisfies
1

(1102) v, +d.R, > OBV
(1.10.3) oPto=tdFe () € Qp.
where 6 was defined in (1.5.21). Choose
(1.10.4) Ni(w) > w

and let n > Nj(w). Now using (1.10.4) to write
den _en+en S ent log V(w)
7 6/2 — 0/2
and then using (1.6.2) and (1.7.1), we see that (1.10.2) is satisfied for any d.R, > 4en/0.
Using (1.9.13), the construction of v,, and the ergodic decomposition of of** following

(1.9.13), we have for m-a.e. w € € there is an infinite, increasing sequence of integers
d; > 0 satisfying (1.10.3). Furthermore, (1.9.13) implies that

# {O < k< Rﬁ O_:I:kR*-l-v*(w)(w) ¢ QF} <

and thus forn € N sufﬁmently large (depending measurably on w), say n > Na(w) > Ny (w),
we have that

# {0 <k< R% g ERRA W) () ¢ QF} < %Z
Thus the smallest integer d, satisfying (1.10.2) and (1.10.3) also satisfies
(1.10.5) d.R, < 45_n +en = (4——%) EN.
0 6
Let
(1.10.6) b, = v, + d.R..
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54 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Now, we wish to examine the iteration of our operator cocycle along a collection X R, of

n
A
Ve N\
l Sro ((r1)R. . AUn-)R. PR h(n)
L 1 1 1 1 1 1 1 1 ]
I I I I I I I I I 1
T_1 T = a'p(w) To T1 T2 Tk—1 Tk 7']: a (T) le—i—l
~ ~" > hd ~
YoR. £(7k) R
. _/
~
YR,

FIGURE 2. The fibers 7; and the decomposition of n = v, + X, + ¥R, + iL(n)

blocks, each of length ¢(w)R., so that the images of ﬁi(w)R* are contained in ‘(g”aaw)a*(
as in Lemma 1.7.4; see Figure 2.

We begin by establishing some simplifying notation. To that end, set 7 = oP(w),
7 = 0P Y (w), and 15 = 0P (w); see Figure 2. Note that in light of (1.9.14), (1.9.15), and
(1.10.6) we have that

w),a*/Q

(1.10.7) 04(70) = yu(70) = 0.
Now, by our choice of d,, we have that if f, € €, with var(f;) < eV (w), then
(1.10.8) LY € Crya.

Indeed, applying Proposition 1.5.9, (1.10.2), (1.10.3), and the definition of Qg (1.9.4), we
have
var (ﬁﬁ* fT) < C(0™ (1))e O var(f,) + Co(0™ (1)) Ao 1 (r:ﬁ* fT>
< 3*6*(075)@*\;31"(]}) + B*Ao.ﬁ* (1) (ZE* f7'>

var(fr) N
<525 B (021

< B, + B.Ago. (1) (ﬁﬁ* fT)
s (61) < B (E1)

where we recall that a. > 12B, is defined in (1.7.15). A similar calculation yields that if
h, , € €., with var(h,_,) < eV (w), then ENlTJj’ h._, € €ry.a.-

We now set 71 = 0> (7g) and for each j > 2 let 7; = o/m-1)%«(7,_;). Note that since
To € Qp, we have that X, < S,.
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As there are only finitely many blocks (good and bad) that will occur within an orbit
of length n, let £ > 1 be the integer such that

k-1 k
S S AR <+ 3 R,
j=1 =t

and let
k—1
Yo = ZE(Tj) and Tro (M) =T (N — 0y)
j=1
where 7, (n — 0,) is the number defined in (1.7.27). Finally setting

=%+ 75(n), h(n) :==n — 0, — X,y — 2R, and = oM (),

we have the right decomposition of our orbit length n into blocks which do not expand
distances in the fiber cones 4, ,, and €, +. Now let

R, S,
(1.10.9) n > N3(w) := max {NQ(w), — ?} .
Since v,, h(n) < R,, by (1.10.9), (1.10.5), and for
0
1.10.1 —
(1.10.10) " RI+0)

sufficiently small, we must have that

~

SR, =n—1b, — %, —h(n)=n—uv, —d,R, — %, — h(n)

4 4
277,—(%9)571—2]%*—5*271—(%6)571—3571

(1.10.11) 2n(1—45 (#)) > g

Now we note that since £/ G+ ) C Gyntn()+ We have that LM s 2 weak contraction,
Tk k 1+ ( )7+ Tk:
and hence, we have

(1.10.12) @0—7L+p(w)7+ ([:ﬁén)f/7ﬁﬁén)h/) < @T;7+(f/, h/)7 f/7 B e @T,:,-i-‘

Recall that F,, (n — v, — 3, ), defined in Lemma 1.7.5, is the total length of the bad blocks
of the n — 0, length orbit starting at 79, i.e.

ET1(n — U — 27’0) = Z g(Tj) +r7’0(n - @*>

1<j<k
TjEQB
Lemma 1.7.5 then gives that
(1.10.13) E.(n—10,—%,) <YeX.

We are now poised to calculate (1.10.1), but first we note that we can write

n =10, + %, + SR, + h(n)
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56 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

(1.10.14) = b, + 2, + DR, + 7y (n) + h(n)

and that the number of good blocks contained in the orbit of length n — v, — ¥, is given
by

(1.10.15) Yo =#{1<j<k:1€Qs}=X—-E (n—0.— %) <.

Now, using (1.10.14) we combine (in order) (1.10.12), (1.4.2), and Theorem 1.4.4 (repeat-
edly) in conjunction with the fact that 7o € Qp to see that

Opnisgers (L2(:) L2 (s ))
= Ognp(w),+ (Eﬁlgn) [,ER* o L5,

POIEN

o EU (fr) Eh(n) ,CER* o EETO o E?_* o Z:{r,l(hT—z)>
<O (B 050240, B 050 £401)

< O (L0 0 B2 0 510 0 £32(£,), £ 0 £207 o 50 0 £ (1)

Sro

< 05 0. <‘C~§10R* © E‘ro o Ei* (f+), EEOR* © ETOTO © Z:E* (hl)>
(1.10.16)

<(tanh(é)>zc® (£am o L3 (f), £2 o L3 (n)) .
> 4 T1,Qx% T T0 l

Now since 19 € Qp and in light of (1.10.8), applying Lemma 1.9.1 allows us to estimate the
O, o, term in the right hand side of (1.10.16) to give

(1.10.17) Oprn() (zn(fT) ﬁZ_*f(hT_l)> < (tanh (%))EG A.

Using (1.10.15), the fact that £, (n — 0, — 3,,) > 1, (1.10.13), and (1.10.11), we see that
S =3 — By (n— i, — Sp)
> —-YeX
=X (1-Ye)
(1-Ye)n
1.10.18 >
( ) T
In light of (1.7.30), for all € > 0 sufficiently small we have that 1 — Ye > 0. Finally,
inserting (1.10.17) and (1.10.18) into (1.10.16) gives
Opninors (L2(fr) L2 () < A",

where
(1-Ye)

A 2R+
Y= (tanh (Z)) <1,

which completes the proof. O

Combining Lemma 1.10.1 together with Lemma 1.4.5 gives the following immediate
corollary.
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COROLLARY 1.10.2. Suppose ¢ > 0, V : Q0 = (0,00), for(w) € Cor(w),+, and hop-1(,) €
Cor—1(w),+ all satisfy the hypotheses of Lemma 1.10.1. Then there exists x € (0,1) such that
for m-a.e. w € Q, alln > N3(w), alll >0, and all |p| < n we have

1£50w) fortw) = Loiy hor-tlloo < Loy Jor@lloo (€27 = 1)

Notice that if we wish to apply Lemma 1.10.1 (or Corollary 1.10.2) repeatedly iterating
in the forward direction, i.e. taking p = 0 so that we push forward starting from the w fiber,
then we only need that f € 4, and do not need to be concerned with the assumption
on the variation. Indeed, as p = 0 is fixed, then we will have var(f) < var(f) - e for any
n > 1. However, if we wish to apply Lemma 1.10.1 repeatedly with p = —n for n increasing
to 0o, then we will need to consider special functions f.

DEFINITION 1.10.3. We let the set D denote the set of functions f € BVq(I) such that
for each € > 0 there exists a measurable function V;. : Q2 — (0, 00) such that the following
hold for all n € Z with |n| sufficiently large:

(Dl) Var(fa"(w)) < Vf,e(w)eem‘a
(D2) Apri) (| fony]) > Vi (w)e ",
Let Dt C D denote the collection of all functions f € D such that f,, > 0 for each w € Q.

REMARK 1.10.4. Note that the space D is nonempty. In particular, D contains any
function f :  x I — R such that f, is equal to some fixed function f € BV(/) with
0 < inf|f|. More generally, D contains any functions f € BVq(I) such that logvar(f,),

log Au(|ful) € L (m).

REMARK 1.10.5. Note that if f € D then taking Vj(w) = V7 (w) measurable and
e’ = ¢/2 we have that

Var(fd‘”(éd)) v Var(fw) e'n
Aa‘"(uu)(fu'_"(w)) = f(W) Aw(fw)e .

In the following corollary we establish the existence of an invariant density.

COROLLARY 1.10.6. There exists a function ¢ € BVq(I) and a measurable function
A Q — R such that for m-a.e. w €

(1.10.19) Lodw = As@o(w) and Au(pw) = 1.
Furthermore, we have that log A, € L'(m) and for m-a.e. w € Q, Ay > po,.
PROOF. First we note that for any f € D, , Lemma 1.5.4 and Remark 1.10.5 give that
pg_” w Var(fo—” w ) var fw en
var (fw,n) = ) var (fo—”(w)) = A w) < Vf<w)Le
A, (ﬁg—n(w)fa—"(w)> Uﬁn(w)(fgfn(w))

Aw(fw)
for all n € N sufficiently large, say for n > Ny(w), and some measurable V; : Q — (0, 00),
where

fo*"(w)Pan(w)

Fer= Aw <£Z—n(w)fo‘"(W)>

S ng—n(w)7+.
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58 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Thus, Corollary 1.10.2 (with p = —n and V(w) = Vy(w)var(f,)/Aw(f.)) gives that

Ly forw)
A, <£g o) f) .

forms a Cauchy sequence in %, ;, and therefore there must exist some ¢,y € €, 4+ with

(EZ*"(M) fw,n)nGN ==

o' —n( fcr*"(w

(1.10.20) G, = lim :
" A (Lg—n(w)fo‘"(w)>

By construction we have that A,(¢, f) = 1. Now, in view of calculating L, ¢, r, we note
that (1.8.1) (with N =1 and f =L}, fo-n()) gives that

Mot (L5 hprmni) BTl (£5aifor)

Aw(an(wfa”w) Aw(an(wfa"w)
Lemma 1.5.4 (with k =1 and f = L], fo-n(v)) implies that

(1.10.21)

= ||‘Cw1w||oo-

Aa(w) <£Zi—i(w)fo*"(w)> prw ( o (w) fa n w))
> = Puw;
Aw (ﬁg—n(w)fa—”(w)) Aw <£Z—n(w)fa—“(w)>

and thus, together with (1.10.21), we have
Aa(w) (EZ——Fr}(w)fa—"(w)>
A (‘CJ*"(w fU*n("-’))

Thus there must exist a sequence (ny)gen along which this ratio converges to some value
Aw,f, that is

(1.10.22)

€ [pw; [1£0Lu]loc]-

Aw, = lim fotw <£ij:;(w)f>.
koo A (/L"’ink f)

Hence we have

Lo ]
Loty = li (w
Pu, Foo A, (ﬁn’ink(w)f>
(1.10.23) — lim " ﬁzl:iﬁf f) .AA‘ ((Ei:ktiw)f ) _
)

! aa®
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1.10. CONFORMAL AND INVARIANT MEASURES 59

From (1.10.23) it follows that A, s does not depend on the sequence (n)ken, and in fact

we have
Aw,r = lim Aot <£Zi(wf)
A (L2 f)
and thus,
(1.10.24) Lobo.f = MoPow).f-

To see that ¢, r and A, ; do not depend on f, we apply Lemma 1.10.1 (with p = —n, [ =0,
and V(w) = max {Vi(w)var(f,)/Au(fo), Va(w)var(hy) /Ay, (he)}) to functions f,h € Dy to
get that

(1.10.25)
@w,—l— (¢w,fa ¢w,h) S Gw,+ (be,f, fw,n) + @w,—i- (fw,na hw,n) + @w,+ (be,h, hw,n) S BA’&”

for each n > N3(w). Thus, inserting (1.10.25) into Lemma 1.4.5 yields

160.s = Gunlloo < N gllc (€O @) —1) < g pllo (227 = 1),

which converges to zero exponentially fast as n tends towards infinity. Thus we must in
fact have that ¢, 5 = ¢, for all f,h. Moreover, in light of (1.10.24), this implies that
Ao, = A We denote the common values by ¢, and A, respectively. It follows from
(1.3.11) and (1.10.22) that

(1.10.26) 0< po < Ao < |1Lolu]loc.

Measurability of the map w — A, follows from the measurability of the sequence
n+1
Ao (w) (ﬁgfm)lrn(w))

Mo (L ton) )

The log-integrability of A\, follows from the log-integrability of p, and (1.10.26). Finally,
measurability of the maps w +— inf ¢, and w — ||@y]|s follows from the fact that we have
¢, = lim Lorpylomre ,

nﬁOOA (ﬁ _ U n(w))

which is a limit of measurable functions, and thus ﬁnlshes the proof.

REMARK 1.10.7. For each k € N, inducting on (1.10.24) for any f € D, yields
JAE T A
LF(¢,) = lim 7 "w)
o) = lim = (L2 frr)

o Lhiwlorw Ao (L5 fonw)
n—00 AU (w) (ngf(w)fo'_n w)) Aw(ﬁg_n(w)fg—n(w))
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60 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Aoty (L35 oy Jon(w))
(1.10.27) = Por(y) + lim
(@) " A( Un(wf(, )

The final limit in (1.10.27) telescopes to give us

lim Aok (w) (ﬁ[;&—f(w fa*” ) — lim Aa(w) (ﬁgj_i(w)fo*"(w)) . Agk(w (;C +k fo n( )
nooo Ao(Ly iy fonw)  nmoe Aoy fonw)  Agrorg (£"+k 1f0 "(w)
= )\w)\g(w) s )\Uk—l(w)7

For each k£ > 1 we denote
(1.10.28) /\k = /\w)\g(w) cee /\0k71(w).

w

Rewriting (1.10.27) gives
L"le(bw = Afj¢ak(w)'

The following proposition shows that the density ¢, coming from Corollary 1.10.6 is in
fact supported on the set D, .

PROPOSITION 1.10.8. For m-a.e. w € ) we have that
I%Ei o > 0.

PROOF. First we note that since A, (¢,) = 1 > 0 for m-a.e. w € 2, using the definition
of A, (1.3.1), we must in fact have that

inf  L"(¢y) >0

o (w),n
for n € N sufficiently large, which, in turn implies that

(1.10.29) inf ¢, >0

Xw,nfl

for all n € N sufficiently large. Next, for m-a.e. w € Q and all n € N we use (1.10.19) to
see that

1
inf w:(",n ) inf L7 by
Dliloogb )\a (w) Dlil’oo‘ca (w)¢ (w)

-1
(1.10.30) > il Gyn (M) Jnf £ Tanio)

o™ (w),n—1
As the right hand side is strictly positive for all n € N sufficiently large by (1.10.29),
(1.10.26), and (1.3.12), we are finished. O

LEMMA 1.10.9. For each w € ) the functional A, is linear, positive, and enjoys the
property that

(11031) Aa(w) (‘wa) = )‘wAw(f)
for each f € BV(I). Furthermore, for each w € ) we have that
(1.10.32) /\w = Pu = Ag(w)(ﬁwlw).
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1.10. CONFORMAL AND INVARIANT MEASURES 61

PROOF. Positivity of A, follows from the initial properties of A, shown in Observa-
tion 1.3.1. To prove the remaining claims we first prove a more robust limit characterization
of A, than the one given by its definition, (1.3.1). Now, for any two sequences of points
(p)n>0 and (Yn)n>0 With 2, Yn € Don(),, We have

Lof LLf _ Lof Lof(zn)  L51o(yn)
A\ (n) = Eglw(y”> = e (n) "Ln Lo(zn)  L2f(yn) _1'
(1.10.33) < |If |l oo lim sup ’exp (@(,n (@) (E”f L£r1 )) - 1‘ = 0.

Thus, we have shown that we may remove the infimum from (1.3.1), which defines the
functional A, that is now we may write

(1.10.34) Au(f) = lim nwf ()

for all f € 6.+ and all z,, € Dgn(y)n. Moreover, this identity also shows that the functional
A, is linear. To extend (1.10.34) to all of BV(I), we simply write f = f, — f_ so that
[+, f- € €, for each f € BV(I) so that we have

_ o Lnfy Lof- _ . LLf
(1.10.35) Au(f) = Au(fy) = Au(f-) = ,}33051 Jﬁoogl JLI?ocglw'

To prove (1.10.31) and (1.10.32) we use (1.10.35) to note that

A» n+1f
(w) \~w = i
y(Lof) = lim = "ol

n+1 n+11
= lim / £

n—o0 £”+11 (anrl) ﬁg(w o(w) (xn+1>

(1.10.36) = Au(f) - Aoy (Lols).

Considering the case where f = ¢, in (1.10.36) in conjunction with the fact that A, (¢,) =1
and L0, = Ao () gives

(anrl)

(1.10.37)
pwI::AU@Q(ﬁwlw)::Aw<¢w)Aﬂ@ﬂ(£wlw>::Aﬂ@”(£w¢w>::AU@@(AW¢U@O>::AW’
which finishes the proof. O

REMARK 1.10.10. In light of the fact that logp, € L'(m) by (1.3.11), Lemma 1.10.9
implies that

(1.10.38) log A\, € L'(m).

In the next lemma we are finally able to show that the functional A, can be thought of
as Borel probability measure for the random open system.

LEMMA 1.10.11. There exists a non-atomic Borel probability measure v, on I, such
that

Aw(f) = dew

I,
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62 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

for all f € BV(I). Consequently, we have that
(1.10.39) Vg(w) (ﬁwf) = )\wVw(f)
for all f € BV(I). Furthermore, we have that supp(v,) C X, -

PROOF. The proof that the functional A, can be equated to a non-atomic Borel prob-
ability measure v, goes exactly like the proof of Lemma 4.3 in [53]. Thus, we have only
to prove that supp(r,) C X, . To that end, suppose f € L'(v,0) with f =0 on X, ,,_1.
Then

/fdyw = (/\Z>71 /‘CZ(f) d’/a”(w) = (AZ)il /£Z,0<Xw,n—l : f) d’/cr”(w) = 0.
I I I

As 0 < N\ < oo for each n € N, we must have that supp(v,) C X, - O

REMARK 1.10.12. We can immediately see, cf. [31, 5|, that the conformality of the
family (v,)weq produced in Lemma 1.10.11 enjoys the property that for each n > 1 and
each set A on which 7|4 is one-to-one we have

Vor(uw) (T(A)) = A" / e Snr(@w) gy
A

In particular, this gives that for each n > 1 and each Z € ZM we have

Von (w) (TLL(Z)) = )\Z/ e~ Snr(ew) dv,,.
Z

REMARK 1.10.13. In light of Lemmas 1.10.9 and 1.10.11, the normalized operator L.

is given by L,(-) := p;'Lu(+) = A\;'L,(+). Furthermore, £, enjoys the properties
Zw¢w = ¢U(w) and Vg (w) (Zw(f)) = Vw(f)
for all f € BV().

For each w € 2 we may now define the measure p,, € P(I) by

(1.10.40) () ::/X fo. dv,, feL'(v,).

Lemma 1.10.11 and Proposition 1.10.8 together show that, for m-a.e. w € Q, u,, is a non-
atomic Borel probability measure with supp(,) € X, o, Which is absolutely continuous
with respect to v,. Furthermore, in view of Proposition 1.10.8, for m-a.e. w € €1, we may
now define the fully normalized transfer operator £, : BV(I/) — BV(I) by

1 5 1
Do (w) w®o(w)
As an immediate consequence of Remark 1.10.13 and (1.10.41), we get that
(1.10.42) L1, = 1,0

We end this section with the following proposition which shows that the family (1,)weq of
measures is T-invariant.
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1.11. DECAY OF CORRELATIONS 63

PROPOSITION 1.10.14. The family (p,)oeq defined by (1.10.40) is T-invariant in the
sense that

(1.10.43) / f @) Tw duw = / f d,ug(w)
Xw,o00 X

o(w),00

fOT f € Ll(:U“U(w)) = Ll(”a(w))'

The proof of Proposition 1.10.14 goes just like the proof of Proposition 8.11 of [3], and
has thus been omitted.

1.11. Decay of correlations

We are now ready to show that images under the normalized transfer operator L,
converge exponentially fast to the invariant density as well as the fact that the invariant
measure fi, established in Section 1.10 satisfies an exponential decay of correlations. Fur-
thermore, we show that the families (1, ),ecq and (i, )wecq are in fact random measures and
then introduce the RACCIM 7 supported on Z.

To begin this section we state a lemma which shows that the BV norm of the invariant
density ¢, does not grow too much along a o-orbit of fibers by providing a measurable
upper bound. In fact, we show that the BV norm of ¢, is tempered. As the proof of the
following lemma is the same as the proof of Lemma 8.5 in the closed dynamical setting of
[3], its proof is omitted.

LEMMA 1.11.1. For all 6 > 0 there exists a measurable random constant C(w,d) > 0
such that for all k € Z and m-a.e. w € ) we have

||¢0k(w)||BV = ||¢0k(w)||00 + Var(¢ak(w)) < O(w7 5)66‘}9"
Consequently, we have that g € D.

We are now able to prove the following theorem which completes the proof of Theorem B.

THEOREM 1.11.2. There exists a measurable, m-a.e. finite function D : ) — R and
Kk < 1 such that for each f € D, each n € N, and each |p| < n we have

(1'11'1) ||‘C~Zp(w)f0p(w) - Vop(w)(fop(w))¢ap+"(w)“oo < D(W)Hfap(w)nooﬁn
and
(1112) ||$o’2’(w)f0'p(w) — Mgp(w)(fap(w))lap+”(w)||OO S D(w)HfO'p(w)HOOl{n'

PROOF. We first note that for m-a.e. w € Q, all n > N3(w), all |[p| < n, and all f € D,
we may use Lemma 1.10.1 to get that

Oortn(w), + (ng(w)f o2 (w) s Vor(w) (for(w) )¢ap+n(w)>

= G)UFJF" (w),+ <'C~Zp(w) fo‘p(w) y Vop(w) (fap(w) )EZP (w)¢0'p (w)) < A",

Applying Lemma 1.4.5 with 0 = Vypin(,) and ||-|| = ||-|«, together with Lemma 1.10.1
then gives

| L0 () for(w) = Vor(w) (for(w)) Pornw) lloo
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64 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

< (exp <®UT’+”(w),+ (igp(w) faP(w)a Vap(w)(fap(w))¢ap+"(w)>> - 1) Vop(w) (fap(w)> ||¢0P+”(w) ||oo

S Hfap(w)‘|oo|‘¢ap+"(w)”oo (eAﬁn — 1)
(1.11.3)
< Hfap(w)||00||¢0P+"(w)||oo/%n

for some & € (0,1)?. Since ||¢ ||« is tempered, as a consequence of Lemma 1.11.1, for each
n € N and each 0 > 0 we can find a tempered function A4, 5 : 2 — R such that

(1.11.4) [@orn(w)lloo < An,é(w)e(p+n)6‘|¢w‘|oo < An,5<w)€2n6‘|¢w‘|oov
where we have used the fact that |p| < n. For each § > 0 we let

— ~—N3(w)
(1.11.5) Bs(w) : 191;2%);(“]) {Ans(w)} R .

Combining (1.11.3) - (1.11.5), for any n € N we see that

1£50) Forw) = Vor() (for@@) Portntulloo < 2Bs(w)e*™ || forw lloo | e llooR™
(1.11.6) < 2B(W)|[ for ) lloc | @wlloor™

where here we have fixed § > 0 sufficiently small such that

¥R =kr<1,

and we have set B(w) = Bs(w)
Now, to extend (1.11.6) to all of D we write a function f € D, as f = f, — f_, where
f+, f- € Dy. Applying the triangle inequality and using (1.11.6) twice gives
Hﬁgp(w)fcr?’(w) - Up(w)<fop(w))¢ap+"(w)”oo < 4B(W)Hfop(w)HOOH%HOO’%”'

Setting D(w) := 4B(w)]|¢w||eo finishes the proof of (1.11.1). To prove the second claim
concerning .Z follows easily from the first claim in a similar fashion as in the proof of
Theorem 10.4 of [3]. O

From the previous result we easily deduce that the invariant measure p satisfies an
exponential decay of correlations. The following theorem, whose proof is exactly the same
as Theorem 11.1 of [3], completes the proof of Theorem C.

THEOREM 1.11.3. For m-a.e. every w € §, every n € N, every |p| < n, every f €
L*(p), and every h € D we have

|tr (foriry © TF) hr) = tian ey (fonr) )1t (he) | < D) oo 1 ugm o e 05"
where T = oP(w).

REMARK 1.11.4. Note that Theorem 1.11.2 implies a stronger limit characterization of
the measure v, than what is concluded in (1.10.34). Indeed, Theorem 1.11.2 implies that

IERT L f(xn)
vl = ot )

2Any % > ¢ will work for n sufficiently large.
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1.11. DECAY OF CORRELATIONS 65

for any pair of sequences (z,,)nen and (Yn)nen With p, Y € Don(w),00, Which further implies
that

(1.11.7) vo(f) = lim I£5flloe _ . infLLf

n—oo inf L11,  n—oo ||£Z})1w||oo'
Furthermore, the same holds for v, o; see Lemma 9.2 and Proposition 10.4 of [3].

We now address the uniqueness of the families of measures v = (1) ,eq and g = (g, )wen
as well as the invariant density ¢.

ProPOSITION 1.11.5.

(1) The family v = (V,)weq 1S a random probability measure which is uniquely deter-
mined by (1.10.39).

(2) The global invariant density q € D produced in Corollary 1.10.6 is the unique
element of L'(v) (modulo v) such that

Ew(bw = ¢U(w) .

(8) The family p = (f1y)weq 1S a unique random T-invariant probability measure which
15 absolutely continuous with respect to v.

PROOF. The fact that the family (v,),ecq is a random measure as in Definition 0.1.1
follows from the limit characterization given in (1.11.7), as we have that v, is a limit of
measurable functions. Indeed, for every interval J C I, the measurability of the function
w — v,(J) follows from the fact that it is given by the limit of measurable functions by
(1.11.7) applied to the characteristic function f, = 1;. Since 4 is generated by intervals,
w +— v,(B) is measurable for every B € . Furthermore, v, is a Borel probability measure
for m-a.e. w € Q from Proposition 1.10.11.

The remainder of the proof Proposition 1.11.5 follows along exactly like the proofs of
Propositions 9.4 and 10.4 of [3], and is therefore left to the reader. O

The proof of the following proposition is the same as the proof of Proposition 4.7 of
[57], and so it is omitted.

PROPOSITION 1.11.6. The random T -invariant probability measure p defined in (1.10.40)
15 ergodic.

In the following lemma we establish the existence of the unique random absolutely
continuous conditionally invariant probability measure 7 with density in BV.

LEMMA 1.11.7. The random measure n € Pqo(2 X I), whose disintegrations are given
by
Vw,O(f . 1w : ¢w
nw(f> = ) ]
VUJ,O(lw ’ qbw)

is the unique random absolutely continuous (with respect to vy) conditionally invariant
probability measure supported on I with fiberwise density of bounded variation.

PRrROOF. The fact that n is an RACCIM follows from Lemma 1.2.5 and uniqueness
follows from Proposition 1.11.5. O
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66 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

As a corollary of Theorem 1.11.2, the following results gives the exponential convergence
of the closed conformal measure v, conditioned on the survivor set to the RACCIM 17,,.

COROLLARY 1.11.8. For m-a.e. everyw € 2, everyn € N, every |p| < n, every A € A,
and every f € D we have

D(w)
Vortn(w)0 (Lovtn(w)Porin(u))

Iin

Vop (w),0 <T0_P(w)( )| XU”(“’%”) - 770P+”(w)(A>‘ <
and

Nor (w <fcﬂ’ w)|Xgp(w) )
Nov(w) (Xov(w)n)

— por(w)(forw))| < D(W)[| forw)llook™

for m-a.e. w € Q.

PROOF. For A € 4, Lemma 1.2.4 allows us to write

Vop(w),0 (Tgp(w) (A) N Xgp(w) n) = /X 10P(w)1A o™ oP (W) dVo-p (w),0

oP(w),n

n -1 n
= ()\Up(w),l)) /[ 1A£g'p(w) 10P(w) dl/gp+n(w)70

P+ (W)

= Vzﬂ’“‘”(w <1A10p+n(w)£~n (w)(lo—p(w))> .
So, if A = I, then we have

Vor10 (Xorwn) = Vom0 (Lovtoor Loy (Lor(w) ) -

Thus, we apply (1.11.1) of Theorem 1.11.2 together with elementary calculation to get that
V ( ) (To__pnw) (A ’ Xo-p ) - no-p+n(w) (A)‘

)
PVortn(w).0 (1A10P+n(w)£gp(w)<1Up(w))> Vortn(w),0 (1Alap+” )(bzﬂ"*‘"(w))
I/o-p+n(w),0 <1o-p+n(w)£~1;p(w)(lo.p(w))> Vap+n(w),0 (1gp+n(w (banLn(w))
D(w)

Vorin(w).0 (Lovtn(w) dortn(w))

K".

<

To see the second claim we note that for f € D

Nor(w) <fo‘p |X[,p ) Vop(w),0 <f0'p(w)X0'P(w),nlo'p(w) qbap(w))

Nor (w) (Xap (w) ,n) Vop(w),0 (XJP (w),n 101" (w) 92501’ (w))

Voprtn(w),0 <10P+" (w) EZP (w) (fap (w) ¢0P (w) )>
Vgp+n (w) 0 (10-P+n (w) ENZP (w) <¢0—P (w) ))
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Vortn(w),0 (1op+n<w>$£a w>(fap<w>)¢ap+n(w>)

UO'ZH'”( ),0 ( oPt7 (w (bUZH'” )
= Nortn(w) (Lov () (forw))) -
Thus, applying (1.11.2) of Theorem 1.11.2, we have
770—p (fap UJ)|X(,.p(u) >
Nor(w) (Xov(w)n)

= Hor@)(for@)| = [orenw) (Lo (forw))) = Horw) (forw))|

D) for@)llsck™,
which finishes the proof. O

REMARK 1.11.9. Note that the second claim of Corollary 1.11.8 differs from the third
claim of Theorem A of [53| where the substitute the function f € D (or f € BV(I)) with
the function 14 for A a Borel set. As stated this is not true as this result can not hold
for general A € A; taking A = X, produces a counterexample. However, if A is taken as
the union of finitely many intervals, then 1, € BV(/) and the third claim of Theorem A
of [53] holds.

1.12. Expected pressures and escape rates

We now establish the rate at which mass escapes through the hole with respect to
the closed conformal measure v,y and the RACCIM 7, in terms of the open and closed
expected pressures.

DEFINITION 1.12.1. Given a potential ¢y on the closed system we define the expected
pressure of the closed and open systems respectively by

EP(vo) :—/Qlog)\w,odm(w) and EP(y) :—/Qlog)\wdm(w).

In light of (1.10.38) (and (C)), we see that the definition of the expected pressures
EP(po), EP(p) € R, are well defined. Since log \,,log A\, € L'(m), Birkhoff’s Ergodic
Theorem gives that

n : 1 n
(1.12.1) EP(p) = nh_)rrolonlog)\ nh_{ﬁloEIOg A= (w)
and
.1 1
(1.12.2) EP(pg) = nh_}m log A\l = nhr{)lo Elog)\ 1 (w),0

The following lemma, which is the open analogue of Lemma 10.1 of [3], gives an alternate
method for calculating the expected pressure.

LEMMA 1.12.2. For m-a.e. w € ) we have that

1 n
(1.12.3) lim ||— 108 L5y Lo-n(w) = ~ 108 Agn(lloo = 0

n—oo
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68 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

and
. 1 1
(1.12.4) lim ||—log £'1, — —log \!'||oc = 0.
n—oo M n
Furthermore, for m-a.e. w € Q we have that

1 1
lim —log inf ¢gn(y = lim —log||¢sn(w)|lee = 0.
n—o0o N,

n—,oo M, Do‘”(w),oo

As the proof of the previous lemma is exactly the same as the proof of Lemma 10.1 of
[3] where infima are taken over the appropriate D, », sets, the proof is left to the reader.
Now, in view of the fact that

Lwlw S ﬁw,Ola
Lemma 1.12.2 and Lemma 10.1 of 3], together with (1.12.1) and (1.12.2) imply that
(1.12.5) EP(p) < EP(p).

We now define the fiberwise escape rates of a random measure.

DEFINITION 1.12.3. Given a random probability measure ¢ on Z, for each w € €2, we
define the lower and upper fiberwise escape rates respectively by the following:

1 — 1
E(Qw) = —lim sSup H log Qw(Xw,n) and R(Qw) = — liminf — log Ouw (Xw,n)'

n—o00 n—oo MN

If R(0.,) = R(ow), we say the escape rate exists and denote the common value by R(g,).

The previous results allow us to calculate the following escape rates, thus proving The-
orem D.

PROPOSITION 1.12.4. For m-a.e. w € ) we have that
R(Vw,O) = R(%) = gP(‘;OO) - EP(Q)O)
PROOF. We begin by noting that
n 1 n 0 /\Z A1
Vw,O(Xw,n—l) - ()‘w,O) VJ"(W),O ( w,(](Xw,n—l)> - Tyan(w),() (£w1w>

w,0
n

)\w AN
= /\T (Va”(w),0(¢0"(w)) — Von(w),0 <£w1w - qban(w))) .
w,0

Using Theorem 1.11.2 gives that

n
w

.1 o1
—R(vyp) = lim —log + lim —1og Von (w),0(Gon (w))-

n—o0o N )\Z g nooemn

Thus, the temperedness of infp, ¢, and ||@, ||, coming from Lemma 1.12.2, imply that
0=l 11 inf ¢ < li 11 (o ) < li 1l [ I 0
= lim —log in on(w) < lm =108 Vgn(w) o(Don(w)) < lim —10g ||gon(w)|lee = 0,
n—oo 1N & Dgn ()00 ) n—oo M & (@),0 () n—0o00 1 & 1907 (w)

which, when combined with (1.12.1) and (1.12.2), completes the proof of the first claim.
As the second equality follows similarly to the first, we are done. O
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1.14. BOWEN’S FORMULA 69

REMARK 1.12.5. If there exists a T-invariant measure piy on the closed system which is
absolutely continuous with respect to vy then the proof of Proposition 1.12.4, with minor
adjustments, also shows that for m-a.e. w € {2 we have that

R(Vw,o) = R(Mw,o) = EP(po) — EP(p).

1.13. Equilibrium states

In this short section we show that the invariant measures p = {ji,},c, constructed in
Section 1.10 are in fact the unique relative equilibrium states for the random open system.

DEFINITION 1.13.1. Let P, (1) denote the collection of T-invariant random probability
measures ¢ on 2 x I, such that the disintegration {(,} satisfy {,(H,) = 0 for m a.e. w € Q.
We say that a measure ¢ € P:f{m(Q) is a relative equilibrium state for the random open
system (open) potential ¢ if

EP(p) = he(T) + / .

where h¢(T") denotes the entropy of T with respect to (.

The proof of the next result follows similarly to the proof of Theorem 2.23 in [3] (see
also Remark 2.24, Lemma 12.2 and Lemma 12.3).

THEOREM 1.13.2. The random measure p € Py, (Q) with disintegration {pi,}weq pro-
duced in (1.10.40) is the unique relative equilibrium state for the potential . It satisfies
the following variational principle:

5P(90)=hﬂ(T)+/QX[sodu= sup (hc(T)Jr/QX]sodC)-

cePH (Qx1I)

Furthermore, for each ¢ € me(Q) different from p we have that

hc(T)ﬂL/Q Isodé<hu(T)+/Q @dp

x 1

1.14. Bowen’s formula

This section is devoted to proving a formula for the Hausdorff dimension of the survivor
set in terms of the expected pressure function, which was first proven by Bowen in [13] in
the setting quasi-Fuchsian groups. In this section we will consider geometric potentials of
the form g (w, x) = —tlog |7 |(x) (t € [0,1]) for maps T, which are expanding on average.
We denote the expected pressure of g by EPy(t) and the expected pressure of the open
potential ¢; by EP(t). In the case that ¢ = 1, the fiberwise closed conformal measures v, o1
are equal to Lebesgue measure and A, o; = 1. Furthermore, we note that for any ¢t > 0 we
have that

) _ () \'_
(1.14.1) 9,0t = <gw,0,1> Ty
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70 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

DEFINITION 1.14.1. We will say that the weight function g, o has the Bounded Distor-

tion Property if for m-a.e. w € (2 there exists K, > 1 such that for all n € N, all Z € Zf,"),
and all x,y € Z we have that

90()
90(v)
We now adapt the following definitions from [53] to the random setting.

< K,.

DEFINITION 1.14.2. We will say that the map 7' has large images if for m-a.e. w € Q
we have

inf zéﬁm Vor(w)0 (155(Z)) > 0.

T is said to have large images with respect to H if for m-a.e. w € €2, each n € N, and each
Z € Z5 with Z N X,, 0 # 0 we have

Tg(z N Xw,n—l) 2 Xon(w),oo-

REMARK 1.14.3. If T has large images with respect to H then it follows from Re-
mark 1.10.12 that supp(v,;) = X, for any ¢ € [0, 1].

We now prove a formula for the Hausdorff dimension of the surviving set, a la Bowen,
proving Theorem E.

THEOREM 1.14.4. Suppose that [,loginf |T,| dm(w) > 0 and that go = 1/|T"| satisfies
the bounded distortion property, then there exists a unique h € [0,1] such that EP(t) > 0
for all0 <t < h and EP(t) <0 for all h <t < 1. Furthermore, if T has large images and
large images with respect to H, then for m-a.e. w € 2

HD(X, ) = h.
PrROOF. We will prove this theorem in a series of lemmas.

LEMMA 1.14.5. The function EP(t) is strictly decreasing and there exists h € [0, 1] such
that EP(t) > 0 for all0 <t < h and EP(t) <0 for allh <t < 1.

PROOF. We first note that, using (1.14.1), for any n € N and s < t € [0, 1] we can write
L% < 0211157 L5 L
This immediately implies that
EP(t) < EP(s)
since for m-a.e. w € ) we have
1 n
lim ~log [lo7 | < 0.
n—oo 1N ’
Now since EP(0) > 0 and EP(1) < EPy(1) = 0, there must exist some h € [0, 1] such that
for all s < h <t we have

EP(t) <0< EP(s).
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1.14. BOWEN’S FORMULA 71

To prove the remaining claim of Theorem 1.14.4, we now suppose that T has large
images and large images with respect to H.

LEMMA 1.14.6. IfT has large images and large images with respect to H, and v, (Z) >
0 for allt € [0,1], alln € N, and all Z € ZM  then for all x € Z we have

<9¢(un()) 1)t (z) ) go(J 3 1 (2)

<K, and K, < < K,.
B )‘nt’/wt<Z) - Leb(Z)

PROOF. In light of Remark 1.14.3, supp(v,,+) = Xy o0, and thus for any Z € 2 for
any n > 1, v,,(Z) > 0 if and only if ZN X, o, # . Furthermore, since T has large images
with respect to H, we have that

(1.14.2) Von() (T (Z)) =1

K_

for any Z € 24" with Z N Xuw.oo # 0. Thus, we may write

vasl2) = / Lzduag = (\) /X L5417 dvon
00 nw)

n -1 n O
- ()‘w,t) / ‘Cw,[),t <lsz,n,1) chr”(w),t
Xom(w)

n -1 n t s —n
- ()‘w,t) / ((gfu ()) 1) Xw,n—l) o Tw,Z dVJ"(w),t
T3(2)
n oyl M ' e
(1.14.3) = () (90.) © T2 dvonys
T3(2)
The Bounded Distortion Property implies that for z € Z we have
K—l T (7 (n) ! < (n) t T-"d
w VU”(w),t( w( )) ng 1 (ZL’) = 2 gw,071 © w,Z Von(w),t

t
< KutprT2(2)) (950,) (@),
Thus

@\ (:C) ORY (m)
o1 9w,0,1 - 1 K 9w,0,1
ANoVor(Z) ~ Vonyu(TH(Z)) =7 N vun(Z)

which then implies that

@\’ (x)
1 1 gw(] 1 1
w S S Kw .
Van(w),t(TS(Z» )‘w,ti,t(Z) VU"(w),t(Tn(Z))

w

The first claim follows from (1.14.2). The proof of the second claim involving the Lebesgue
measure follows similarly noting that v, 91 = Leb and A, 1 = 1. U
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72 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Let € > 0 and n € N such that diam(Z) < ¢ for all Z € Z Denote
Fo={2€2M: ZNXy0o #0},

which is a cover of X, ., by sets of diameter less than €. Then, letting ; be any element of
Z and using Lemma 1.14.6 twice (first with respect to Leb and then with respect to v, ),

we have
t
Y diam’(2) < Y Leb(2) < KL Y <g§j}371) (22)
ZeFy, ZeFy, ZeFy,
(1.14.4) S K2 N o Z) = K2NL o i(Xuoo) = K2ND,.
ZeFu,

Now, if t > h we have
1
lim —log A\, =EP(t) <0,
n—oo N, ’

and thus, for ¢ > 0 sufficiently small and all n € N sufficiently large,
Aot < e,

Consequently, we see that the right-hand side of (1.14.4) must go to zero, and thus we must
have that HD(X,, o) < h.
For the lower bound we turn to the following result of Young.

PROPOSITION 1.14.7 (Proposition, [66]). Let X be a metric space and Z C X. Assume
there exists a probability measure p such that (Z) > 0. For any x € Z we define

1 B
(2) = lim inf 28 B@E)
e—0 log e

If du(x) > d for each x € Z, then HD(Z) > d.

d

]

We will use this result to prove a lower bound for the dimension, thus completing the
proof of Theorem 1.14.4. Let x € X, «, let ¢ > 0, and in light of Lemma 1.14.6, let n, o+ 1
be the least positive integer such that there exists yo € B(x,¢) such that

gt (yo) < 26K,

w,0

Note that as ¢ — 0 we must have that n, ¢ — 00. So we must have

Nw M o Nw, 1
(1.14.5) 955" (W0) gm0 )0 (T2 (o)) = 955" (o) < 22K,
Thus, using (1.14.5) and the definition of n, o we have that
(new.0) 2e K,

2eK, < g, < —
.0 (v0) < inf g,m.0(.),0

Now let Z, € Zu(,n“’o) be the partition element containing 3. Then Lemma 1.14.6 gives that
2eK?

1.14.6 diam(Zo) < Kool (vo) € ————,
( ) iam(Zp) < Kugyg™ (o) < inf g,mu.0(.),0
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1.14. BOWEN’S FORMULA 73

and
(1.14.7) diam(Zo) > K5 g (yo) > 2.
Combining (1.14.6) and (1.14.7) gives
(1.14.8) 2e < diam(Z) < %
Now, we define

B, 1 = B(z,¢)\Z,

which may be empty. If B,; # 0, then we let n,; + 1 be the least positive integer such
that there exists y; € B,,; such that

gle ) () < 2eK,,.
Following the same line of reasoning to derive (1.14.8), we see that
2¢eK?

inf 95"w.1(w),0 ’

(1.14.9) 2e < diam(Z;) <

where Z; € ZUS"“’I) is the partition element containing y;. Note that by definition we have
that n,1 > nyo and Zy N Z; = (. This immediately implies that

B(ZL’, 5) - Z() U Zl7
as otherwise using the same construction we could find some y, € B, 1\ Z1, some ny,2 > Ny, 1

and a partition element Z, € Zi,n“”z) containing y, with diameter greater than 2e. But this
would produce three disjoint intervals each with diameter greater than 2¢ all of which
intersect B(z, ), which would obviously be a contradiction.

Now, using (1.14.3) and Lemma 1.14.6 gives that

i\ — n i t —n i n, i\ — .
voulZy) = (i) / () T e < K (W) diam(2))
T,“7(2)
for j € {0,1}. Using this we see that

log v, +(B(z,¢€)) <log (vy(Zo) + vwi(Z1))
< tlog K, + log ( (AL®) ™ diam®(Zo) + (ML) ™ diamt(Zl))

w,t

no o — 2 K2 L 2 K2 !
< tlog K, + log (Aw‘*’tﬁ) ! # + (/\wwt»l) ! #
’ inf ggne.0 (w0 ’ inf gone.1 w0

(1.14.10)
— tlog K, + tlog 2e K2 + log (1) ™" (inf gorenuyo) "+ (Alr') ™ (inf gore ) ')

Now since loginf g, 0 € L*(m), inf g, is tempered and thus for each § > 0 and all n € N
sufficiently large we have that

(1.14.11) e < inf (gynwyo0)' -
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74 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

From (1.12.1) we get that there for all n € N sufficiently large
(1.14.12) AL, > enEP=),
Thus combining (1.14.11) and (1.14.12) with (1.14.10) gives
log v,4(B(z,¢)) < tlog K, + tlog 26 K2 + log (e”“*“‘s(t“)_”“*ogp(t) + e"“vlé(”l)_"wvlgp(t))
(1.14.13) < tlog K, + tlog2¢K? + log (62"“*05_"”’0513(“ + 62"“”15_”“”151)“)) ,

where we have used the fact that ¢t € [0,1]. Then for § > 0 sufficiently small and n, o and
n,1 sufficiently large (which requires € > 0 to be sufficiently small) we have that

(1.14.14) log (2007w oEP) 4 e2nw1d=nwaEP(1))

since for all ¢ < h we have that EP(t) > 0. Dividing both sides of (1.14.13) by loge < 0
and using (1.14.14) yields

log v, +(B(z,¢)) - tlog K, N tlog 2e K2 N log (€2« 00=nw 0EP(1) 4 g2nw10-nw 1 EP())
log e — loge log e log e
2
> 7flog K, . tlog 2K?
loge loge
Taking a liminf of (1.14.15) as € goes to 0 gives that d,,,(x) >t for all x € X, . As this

holds for all t < h, we must in fact have that d,_,(x) > h. In light of Proposition 1.14.7,
we have proven Theorem 1.14.4. O

(1.14.15) +1.

1.15. Examples

In this final section we present several examples of our general theory of open ran-
dom systems. In particular, we show that our results hold for a large class of random
[S-transformations with random holes which have uniform covering times as well as a large
class of random Lasota-Yorke maps with random holes. However, we note that in principle
any of the finitely branched classes of maps treated in [3] will satisfy our assumptions given
a suitable choice of hole. This includes random systems where we allow non-uniformly
expanding maps, or even maps with contracting branches to appear with positive probabil-
ity. We also note that the examples we present allow for both random maps and random
hole, which, to the authors’ knowledge, has not appeared in literature until now. Before
presenting our examples, we first give alternate hypotheses (to our assumptions (Q1)-(Q3))
that are more restrictive but simpler to check.

We begin by recalling the definitions of the various partitions constructed in Section 1.3
which are used in producing our main Lasota-Yorke inequality (Lemma 1.5.1) and are

implicitly a part of our main assumptions (Q1)-(Q3). Recall that 2 denotes the partition
of monotonicity of 7}, and 7™ denotes the collection of all finite partitions of I such that

(1.15.1) vara, (g0) < 2/1g%7]| o

for each A = {A;} € ™. Given A € &, Z{"(A) denotes the coarsest partition
amongst all those finer than 4 and Z5 such that all elements of Z" (A) are either
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1.15. EXAMPLES 75

disjoint from X, , 1 or contained in X, ;. From Z™ we recall the subcollections fo,z,

2" and 2% defined in (1.3.14)-(1.3.16).
For the purposes of showing that examples easily satisfy our conditions, we take the

more general approach to partitions found in Section 2.2 of [3], and instead now set, for
a >0, Ein)(d) to be the collection of all finite partitions of I such that

(1.15.2) var, (90) < éllg8” |

for each A = {4;} € Efun)(d). Note that for some & < 1 the collection Ein)(éz) may be
empty, but such partitions always exist for any @ > 1, and may exist even with & = 0 if
the weight function g, is constant; see [60] Lemma 6. We now suppose that we can find
& > 0 sufficiently large such that

(Z) z e Efj”(a) for each n € N and each w € Q.

Now we set ZL") be the coarsest partition such that all elements of 2" are either disjoint
from X, or contained in X, ,,_1. Note that ?Ln) = Z\LS”)(ZL(JL)). Now, define the following

subcollections:
Z0 .- {Z cZ™ . zC X, 1}
?wrfl)) = {Z - Zi}n) Z C Xwn 1 and A (12) = 0}7
?SL; {Z €20 Z C Xy and Au(Lz) > 0}.

(n)

Consider the collection §w7 " o

- ngi such that for Z € Z,, » we have T/(Z) = I. We
will elements of ?Ln; “full intervals”. We let zg% = Zi”i\?fj‘} Since for any Z € ?Ln%
we have that T"(Z) = I, and hence

infp . L1, inf gi"())
(1.15.3) Ay(1z) > oihn > 2 > ().
SupD oM (w),n ‘Cnlw HEOJ,O]'HOO
Consequently, we have that ZL}; cZz U(J > and thus
(1.15.4) ZNcz.

We let QE,”) > 0 denote the maximum number of contiguous non-full intervals for 77} in ?E)ni
for each w € Q2 and n € N. Note that le) may be equal to 0, but an) > 1foralln > 2
and so it follows from (1.15.4) that

(1.15.5) 0 < log&™ < log ¢™

for all n > 2. In the interest of having assumptions that are easier to check than (Q1)-(Q3)
we introduce the following simpler assumptions which use the collections ?L(Unl)m and ?L(Un)U

rather than Z") and ij”b) We assume the following:
(@) ij} # () for m-a.e. w € Q,
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76 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES
QL)

1 1 1

lim = log|[g\™]|e + limsup — log ¢ < lim —log p!* = / log p., dm(w),
n—oo M, n—soo T n—oo N, Q

(@) for each n € N we have log™ (") € L'(m),

(Q3) for each n € N, logd,, € L'(m), where

(1.15.6) Own = min Ay(lz).

7220,

Our assumptions (Q1)-(Q3) are used exclusively in Section 1.5, and primarily in Lemma

1.5.1. In the proof of Lemma 1.5.1, the good and bad interval collections Z£73 and qung

are used only to estimate the variation of a function and can easily be replaced by the
(n

collections Z°"), and ?fj?] Therefore, we can easily replace the assumptions (Q1)-(Q3)

with (Q\O)—(@) without any changes. In particular, we are still able to construct the
number N, which is defined in (1.5.20). Note that by replacing the 2 in (1.15.1) with the
& > 0 that appears in (1.15.2), the constant coefficients which appear in the definitions of

A and B in (1.5.10) at the end of Lemma 1.5.1 may be different, consequently changing
the value of N,. This ultimately does not affect our general theory as we only care that
such a value N, satisfying (1.5.20) exists.

REMARK 1.15.1. As in Remark 1.5.7, we again note that checking (7), ((:2\2), and (@)
for all n € N could be difficult and that it suffices to instead check these conditions only
for n = N,.. Thus we may replace (Z), (Q2), and (Q)3) with the following:

(Z') there exists & > 0 such that 2" € EiN*)(d) for each w € Q,
—/

(Q2) log*¢f™ € L' (m),
—/ A

(Q3) logd,n, € L*(m).

The following proposition gives that assumption (@) is always satisfied, and thus that
we really only need to assume (Q1) and (Q2).

PROPOSITION 1.15.2. Assumption (Q\3) is trivially satisfied.

PROOF. As the right hand side of (1.15.3) is log-integrable by (1.1.2) and (1.1.3), we
must also have logd,,, € L'(m). O

Recall that two elements W, Z € ZU(JQ are said to be contiguous if either W and Z are

contiguous in the usual sense, i.e. they share a boundary point, or if they are separated
by a connected component of U?;&T 7 (Hyi(w))- The following proposition gives an upper
bound for the exponential growth of the number CL(U") which will be useful in checking our
assumption (Q1), which implies (Q1).
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PROPOSITION 1.15.3. The following inequality holds for C(”), the largest number of
contiguous non-full intervals for I :

n—1
(1.15.7) ¢ <n ]
=
Consequently, using (1.15.5) and the ergodz'c theorem, we have that
(1.15.8) lim — logf (n) < llm log CO(J”) < / log(¢\V + 2) dm(w).
n—oo N, Q

PROOF. This is a random version of [53, Lemma 6.3]. We sketch the argument here.

To upper bound (" (n+1) , we observe that the largest number of contiguous non-full intervals
for T"*1 is given by

(1.15.9) ¢ < ¢, + 2+ 260

Indeed, the first term on the right hand side accounts for the (worst case) scenario that
all non-full branches of T(f(w) are pulled back inside contiguous non-full intervals for T,,.
For each non-full interval of T,,, there at most Cg&) + 2 contiguous non-full intervals for

T, as in addition to the Cé?l) non-full intervals pulled back from 77, there may be full
branches of T;L(w) to the left and right of these which are only partially pulled back inside
the corresponding branch of T,,. The second term in (1.15.9) accounts for an extra (at
most) ¢ (()) non full branches of 77 ) pulled back inside the full branches of T;, neighboring

the cluster of C non-full branches.
Rearranging (1.15.9) yields ¢t < Cg(w (C Vo4 2) + 2¢Y. The claim follows directly
by induction. 0

Let #, denote the number of connected components of H,,. The following lemma shows
that the conditions

LEMMA 1.15.4. If assumption (Z°) holds as well as
(CCH) log i, € L}(m),
then log ¢S € L'(m). Consequently, we have that (Q2") and (Q2) hold.

PROOF. Since condition (Z’) holds, we see that (LIP) in conjunction with (CCH) gives
that log #Z € L'(m), and thus we must have that log ¢ € L!(m). In light of (1.15.7)
we see that (QQ ) and (QQ) hold if

log(¢M +2) € LY(m),
and thus we are done. U

For each n € N define

(1.15.10) F™ = min #{T;"(y)}.

y€[0,1]
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78 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Since the sequences {w — || ngn)Hoo}neN and {w — inf £]'1,}, . are submultiplicative and
supermultiplicative, respectively, the subadditive ergodic theorem implies that the assump-
tion that

1 1
lim —lOgHgo(Jn)Hoo < lim —log inf L]1,
n—o00 M n—0o0 71

Da"(w),n

is equivalent to the assumption that there exist N € N such that

(1.15.11) / 1og ||[g™]| oo dm (w) < / log inf £N1,dm(w).
(9] Q DUN(w),N
A useful lower bound for the right hand side is the following:
(1.15.12) inf  £N1,> inf gMFWN > inf ) FM,
DNy N Xw,N-1 ’

The next lemma, which offers a sufficient condition to check assumptions (1) and (Q\l), fol-
lows from (1.15.8), (1.15.11), (1.15.12), and the calculations from the proof of Lemma 13.18
in [3].

LEMMA 1.15.5. If there exists N € N such that

1 1
N / sup Sx1(¢w0) — inf Sy r(wp) + Nlog(¢) +2) dm(w) < N / log F{™ dm(w),
Q Q

then (C/Q\l) (and thus (Q1)) holds.

The following definition will be useful in checking our measurability assumptions for
examples.

DEFINITION 1.15.6. We say that a function f : 2 — R, is m-continuous function if
there is a partition of  (mod m) into at most countably many Borel sets €y, Qs, ... such
that f is constant on each Q;, say flo, = f;.

We now give specific classes of random maps with holes which meet our assumptions.
In principle, any of the classes of finitely branched maps discussed in Section 13 of [3|
(including random non-uniformly expanding maps) will fit our current assumptions given
a suitable hole H.

1.15.1. Random S-Transformations With Holes. For this first example we con-
sider the class of maps described in Section 13.2 in [3]. These are f-transformations for
which the last (non-full) branch is not too small so that each branch in the random closed
system has a uniform covering time. In particular we assume there is some § > 0 such that
for m-a.e. w € 2 we have

B € | JIk+6,k+1].
k=1
Further suppose that the map w +— [, is m-continuous. We consider the random -
transformation T, : [0, 1] — [0, 1] given by

T.(x) = Box (mod 1)
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and the potential
w0 = —tlog|T!| = —tlog S,
for t > 0. In addition, we assume that

(1.15.13) /log{ﬁwj dm(w) > log3
and
(1.15.14) /Qlog[ﬁw] dm(w) < 0.

Note that we allow 3, arbitrarily large. It follows from Lemma 13.6 of [3| that our assump-
tions (T1)-(T3), (LIP), (GP), (A1)-(A2), (M), (C), and (Z) are satisfied.

To check the remainder of our assumptions we must now describe the choice of hole
H,,. For our holes H, we will consider intervals of length at most 1/, so that H, may not
intersect more than two monotonicity partition elements. To ensure that (@) is satisfied
we assume there is a full-branched element Z € Zogl;, such that ZN H,, = () for each w € Q,
and thus, in light of Remark 1.3.5, we also have that assumption (D) is satisfied with
D, o = I for each w € Q.

Now, we note that since (1.15.14) implies our assumption (LIP), Lemma 1.15.4 im-

plies that assumption (@) is satisfied. Thus, we have only to check the condition (Q/g\l)
Depending on H,, we may have that

=1
inf£,1, = —LB ét 7
for example if H,, is the last full branch. To ensure that (C/Q\l) holds, note that (1.15.11)
holds with N = 1, and thus it suffices to have

/Q log(|8,) — 1) dm(w) > / log (¢S +2) dm(w),

since
LﬁwJ —1
B

Depending on the placement of H, we may have Cf,l) =i for any ¢ € {0,1,2,3}. Thus, we

/ loginf £,1, — log ||gu /o dm(w) > / log + log 8 dm(w).
0 0

obtain the following lemma assuming the worst case scenario, i.e. assuming Q(Jl) = 3 for
m-a.e. w € (.

LEMMA 1.15.7. If H, C I is such that Q(Jl) < 3 for m-a.e. w € 2, then Theorems A-D
of
/log(LﬁwJ — 1) dm(w) > log5.
Q

On the other hand, if we have that H, is equal to the monotonicity partition element
which contains 1, then Q(Jl) =0 and

inf £,1, = @

B
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80 1. THERMODYNAMIC FORMALISM FOR RANDOM INTERVAL MAPS WITH HOLES

Furthermore, the additional hypotheses necessary for Theorem E are satisfied. In particu-
lar, the fact that T" has large images follows from the fact that these maps have a uniform
covering time; see Lemma 13.5 of [3]. Thus, we thus have the following lemma.

LEMMA 1.15.8. If H, = Zy, where 1 € Z1 € Z,,, for m-a.e. w € ) then Theorems A-E
hold.

More generally, we can consider general potentials, non-linear maps, and holes which
are unions of finitely many intervals so that condition (CCH) holds.

1.15.2. Random Open Lasota-Yorke Maps. We now present an example of a large
class of random Lasota-Yorke maps with holes. The following lemma summarizes the closed
setting for this particular class of random maps was treated in Section 13.6 of [3].

LEMMA 1.15.9. Let ¢y : @ — BV(I) be an m-continuous function, and let pq : Q2 x I —
R be given by ¢, := —tlog|T)| = po(w) fort > 0. Then g, o = e¥<° = 1/|T.|" € BV(I)
form a.e. w € Q. We further suppose the system satisfies the following:
(1) log #2, € L'(m),
(2) there exists M(n) € N such that for any w € Q and any Z € z5 we have that

TY"(Z) =1,
(3) for eachw € Q, Z € Z,, andx € Z
(a) T.|z € C?,
(b) there exists K > 1 such that
T _
T ()] —

(4) there exist 1 < A < A < oo and ng € N such that
(a) |T.| < A for m-a.e. w €,
(b) |(T0)| > N for m-a.e. w € S
(¢) 7 Jolog FS™ dm(w) > tlog &,
(5) for each n € N there exists
en = inf min diam(Z) > 0.
WEQ ye z(m)
Then Theorems 2.19-2.23 of [3] hold, and in particular, our assumptions (T1)-(T3), (LIP),
(GP), (A1)-(A2), (M), and (C) hold.

The following lemma gives a large class of random Lasota-Yorke maps with holes for
which our results apply. In particular, we allow our hole to be composed of finitely many
intervals which may change depending on the fiber w, provided the number of connected
components of the hole is log-integrable over Q2 (CCH).

LEMMA 1.15.10. Let ¢, o = —tlog|T]| and suppose the hypotheses of Lemma 1.15.9
hold. Additionally we suppose that H C Q x I such that (CCH) holds as well as the
following:

(6) for m-a.e. w € Q there exists Z € Z,, with Z N H,, =0 such that T,,(Z) =1,
(7) o [olog F dm(w) > tlog % + [ log (¢ + 2) dm(w).
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Then the hypotheses of Theorems A-D hold. If in addition we have that

(8) there exists M : N — N such that Toﬂw(n)(Z) = [ for m-a.e. w € Q and each

Z € Zu(fl), i.e. there is a uniform covering time,
(9) for m-a.e. w € Q there exists Zy,...,7Z, € Z, such that H, = Ug?:le and
T.(Z)=1 forall Z € Z, with ZN H, =0,
then the hypotheses of Theorem FE also hold.

PROOF. The conclusion of Lemma 1.15.9 leaves only to check assumptions (D) and
(Q0)-(Q3). But in light of Proposition 1.15.2 we see that ()3) holds, and hypothesis (6)

implies (D) (by Remark 1.3.5) and (Q0) hold.
To check our remaining hypotheses on the open system we first show that (Z’) holds.
To see this we note that equation (13.20) of [3], together with the fact that hypothesis (2)

of Lemma 1.15.9 implies that A=*m0! < g(kno) A~Fmot < 1 gives that for any w € Q and
7 € 25 we have

kng
kno) tK A
vara(ols”) < 206l + 5 ()

A A
kno
< 2|| ( 0 ||OO_|_ 1 _1 (ﬁ) . AF ot” 0 ||oo
N kno)
< by Hg( s,
where
tK A2\
=2+ — — .
Q=24 < X >

Taking k., so large that
/ log Q&m0 dm(w) < 0,
Q

where Q™) is defined as in (1.5.12), and setting N, = k,ng, we then see that (7Z’) holds,

that is we have that 2" € ESV*)(&;C*) for each w € Q. Thus, Lemma 1.15.4 together
with (CCH) ensures that ()2) holds. Now taking (7) in conjunction with Lemma 1.15.5

implies assumption (Q1), and thus the hypotheses of Theorems A-D hold.

The hypotheses of Theorem E hold since the assumptions (8) and (9) together imply
that T has large images and large images with respect to H, and assumptions (3) and
(4)(b) give the bounded distortion condition for g, .

OJ

REMARK 1.15.11. If one wishes to work with general potentials rather than the geo-
metric potentials in Lemmas 1.15.9 and 1.15.10 then one could replace (4) of Lemma 1.15.9
with (1.15.11) and (7) of Lemma 1.15.10 with Lemma 1.15.5.
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CHAPTER 2

Perturbation formulae for quenched random dynamics with
applications to open systems and extreme value theory

In this second chapterwe first develop a perturbation theory for the quasi-compact
linear operators cocycle L, and its perturbed version L] . By defining A, . as the leading
Lyapunov multiplier of £, ., we will get a first order formula for A, . in terms of A, and
in the size of the perturbation £, o — £, .. Whenever L, . is a transfer operator cocycle
for a random map cocycle 717, it will be defined by the introduction of small random
holes H, .. The first-order perturbation for the Lyapunov multiplier will therefore been
used to obtain a quenched extreme value theory, by using a suitable spectral approach.
By pursuing with the perturbative scheme, we will establish the existence of equilibrium
states and conditionally invariant measures and we finally prove quenched limit theorems
for equilibrium states arising from contracting potentials.

2.1. Sequential perturbation theorem

In this section we briefly depart from the setting of random dynamical systems to prove
a general perturbation result for sequential operators acting on sequential Banach spaces.
In particular, we will not require any measurability or notion of randomness in this section.

Suppose that €2 is a set and that the map o : 2 — € is invertible. Furthermore, we
suppose that there is a family of (fiberwise) normed vector spaces {B,, ||-|5, },cq and dual
spaces {85, || ||5; }wEQ such that for each w € 2 and each 0 < e < g there are operators
L. B, = By, such that the following hold.

(P1)  There exists a function C; : Q — R, such that for f € B, we have
SUP [| L (Fls,. < Cr(@)lIf 5.

(P2) For each w € Q and ¢ > 0 there is a functional v, . € B, the dual space of B,,,
Awe € C\ {0}, and ¢, . € B, such that

Ew,s(d)w,e) = Aw,sgbaw,s and Vaw,e(ﬁwg(f)) = Aw,s”w,s(f)

for all f € B,. Furthermore we assume that

Vw,0(¢w,€) = 1.
(P3) There is an operator Q. : B, — By, such that for each f € B, we have

)‘a_;,lsﬁw,s(f) = Ve f) * bowe + Quef)

Furthermore, we have
Qw,e(¢w,€) =0 and Vaw,e(Qw,e(f)) = 0.

82
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2.1. SEQUENTIAL PERTURBATION THEOREM 83

Note that assumptions (P2) and (P3) together imply that
Vw,€(¢w,s> =1.
(P4)  There exists a function Cy :  — R such that

sup ||@w.cllB, = C2(w) < 0.
e>0

For each w € () and € > 0 we define the quantities
(211) Aw,s = Vow,0 ((Lw,O - Lw,€>(¢w,0))

and
(212) Nw,e = ||V0w,0(£w,0 - Ew,e)|

By, -

(P5)  For each w € Q we have
g =0

(P6)  For each w € Q such that A, . > 0 for every € > 0, we have that there exists a
function C5 : 2 — R, such that

lim sup 22 = Cs(w) < oo.

e—0 Aw,e
Given w € (), if there is g > 0 such that for each ¢ < ¢, we have that A, . = 0 then

we also have that 7, . = 0 for each € < ¢.
(P7)  For each w € Q we have

ll_{% Vw,a(¢w,0) =1
(P8)  For each w € Q with A, . > 0 for all € > 0 we have
lim lim sup A;}EVW,O ((Ew,O — L) ( anwﬁ(?a—nw,o)) = 0.

n—=0o0 g0

(P9)  For each w € Q with A, . > 0 for all € > 0 we have the limit
(k)

I Vow,0 ((‘CW,O - EUJ,E)(EI;—ICUJ,E)(EJ*(’“JFU%O - EJ*(Hl)w,a)(¢J*(k+1)w,0)>
= lim
qw,O =0 Vow,0 ((ﬁw,o - ‘Cw,s)((bw,O))
exists for each k& > 0.
Consider the identity
)\w,O - )\w,s = /\w,OVw,O(wa,s) - Vaw,O(Aw,e(baw,s)
= Vaw,O(Ew,0(¢w,a)) - Vaw,(](£w,£(¢w,£))
(213) = Vow,0 ((Ew’() — £w’€)(¢w’€)) .
It then follows from (2.1.3), together with (2.1.2) and assumption (P4), that
(2.1.4) A0 = Awe| < Cow)e.
In particular, given assumption (P5), (2.1.4) implies
(215) lim )\w,a = )\w,O
e—0
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84 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

for each w € €.
REMARK 2.1.1. Note that (P6) and (2.1.4) imply that

)\w - )\w €
lim sup w0 = Auel < Cy(w)C3(w) < oo.
e—0 Aw,a

For n > 1 we define the normalized operator ﬁze : B, — Byny, by
Lo = (N2 LE L

where

In view of assumption (P3), induction gives
‘éz,a(f) = Vw,e(f) ’ gba"w,e + Qz,e(f)
for each n > 1 and all f € B,,. Similarly with (2.1.3), we have that
/\Z,O - /\Z,s = Vgnw,0 ((‘CZ,O - ‘CZ,E) (¢w,6)) .

We now arrive at the main result of this section. We prove a differentiability result for the
perturbed quantities A, . as € — 0 in the spirit of Keller and Liverani [50].

THEOREM 2.1.2. Suppose that assumptions (P1)-(P8) hold. If there is some gy > 0
such that A, . =0 for e < g then

)\w,O = )\w,aa
or if (P9) holds then
. Awo — - k1 1 (k)

PROOF. Fix w € Q. First, we note that assumption (P6) implies that if there is some
g0 such that A, . = 0 for all ¢ < ¢y (which implies, by assumption, that 7, . = 0), then
(2.1.4) immediately implies that

>\w,0 = )\w,a~

Now we suppose that A, . > 0 for all € > 0. Using (P2), (P3), and (2.1.3), for each n > 1
and all w € €2 we have

Vo, (Po—ne, 0)()\w 0= Awe) = Voriwe(Po—nu0)Vowo (Luo = Lue)(Pue))
= Voo (L. wg><ug e (Gomrion) - Bue)
= Vpuo (Lo ) (V- nwm 100) " Boe + Qg (Don0) — Qi (D-n00)))
:Vow0< 00 = La) (e = Q)0 nwO))
- uwo( Lo = Lirog + Lo = Qo) (b5-000))
= Voo (L. M)(m))
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2.1. SEQUENTIAL PERTURBATION THEOREM 85

Vi (£ = L) (Lirasy = Lires ) (G0n0))
— Vow,0 ((£w70 - 'Cw,a)( oW s(¢a nw 0)))

(2.1.6)
= Do = V0 (Lo = Lo Loy = L ) (B0
(2.1.7)
~ Vo0 (Loo = Lo )(@p-nyo(b5-n0))) -
Since

(ﬁg nw0 O’ Ny 6)(¢U "w 0) ¢w0 0' Ny 5(¢0_"w,0)7
using a telescoping argument, the second term of (2.1.6)
Dy = —Vow,0 (('Cw,o — L, )(‘CZ nw,0 ‘CZ nw s)(gbff*"wvo))

can be rewritten as

n—1

D2 - Z Vow,0 <([""’70 - ‘Cw75)(‘é];*kw,a)(‘éaf(kjrl)w,ﬂ - EJ*U“*UUJ,E)(qﬁo*(’”l)w,o))
k=0
n—1 R
- Z Vow,0 <(['w,0 - E )(EU kg a)(‘CU*(k+1)w,0
k=0

1 1 ~
>‘U (1), O‘CU (k+1) e + )‘ —(k+1),, O‘Ccr (k+Dwe — £U_(k+1)w,€)(¢U‘<k+1)w,0))
n—1

(218) ==Y oo (Lo = L) (B 1) (Lot
k=0
Ail(kJrl)w 0£O' (k1) e + )\ —(k+1), 0£0 (k+1) ¢y 5)<¢0*<k+1>w,0)>
(2.1.9) 3 v (L0 = Lo)Lhry N vt ) (Go-01) ) -
k=0

Reindexing, the second summand of the above calculation, and multiplying by 1, (2.1.9),
can be rewritten as

n—1
S o (Lo = Loe) (-, N(Or-t00))
k=0

= Z Vsw,0 ((Ew,o - Ew,s)(ﬁlg—kw,g>(¢a*kw,0))

(2110) - Z )‘ o= Fkw 0 o=*w,0Vow,0 ((Ew,o - EW,?S)(Z];—kw,s)(qba*kw,O)) :
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86 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

And (2.1.8) from above can again be broken into two parts and then rewritten as

o Z )\O' (k+1) OVU“J 0 ((‘Cw,o - ‘C )(La kw 5)(£0*<k+1>w,0 - [’U*<k+1>w,a)(¢U*<k+1)w,0)>

(2.1.11)

o Z )\;—1’%.1 0>\0' kw,eVow,0 <(‘CW70 B ‘Cwﬁ)(‘é];*kw,a)(QSo'_kw,O)) ’

where in the second sum we have used the fact that £, . = Aafkw’szafkwﬁ. Altogether
using (2.1.10) and (2.1.11), Dy we can be written as

Z )\O' (k+1) ¢, Ol/aw 0 ((ﬁw,o - ‘C )(EO' ke 5)(£0*<’“+1>w,0 - [’J*<k+1>w,a)(¢J*<k+1)w,0)>
=Y N oAt ((Lao = Loe) (Lhor, ) (é0s00)

+ YA Aot (Lo = Loc) (B ) (Bo-bir0)

k=1

= — Z ALkt oV ((ﬁw,o — Lo )(LE iy ) (Lotrnrg — ‘CJ*UC*UUJ,&)(¢J*<k+1>w,0)>

(2.1.12)

n

=+ Z )\U—"w ,0 —kw,o - )\U_kwﬁ) Vow,0 (([’%0 - E )(‘CU k) a)(¢o_’“w,0)) .
Now for each &k > 0 we let

Vow,0 ((‘Cw,o - ‘CW,E)(‘Ci—kw,g)(‘CJ*(’“ﬂ)w,O - ‘Caf(k+1>w,a)(¢U*(k+1)w,0)>

Vow,0 ((£W,0 - Ew,a)(qbw,o))

Using (2.1.12) we can continue our rephrasing of v,-ny, c(¢5-rp.0)(Aw0 — Aw,e) from (2.1.6)
to get

Vg—ny s(¢o*”w O) (/\w 0 — /\w,s)

(2.1.13) P =

- Aw € Z )‘ o—(k+1), oyﬂw 0 (('Cw,O - ﬁw,E)(El;—m,s)(ﬁo—(kﬂm,o - £cr_(k+1)w,e)(¢U_(k+1)w,0))

+ Z /\ o—kw 0 *kw,O - /\U*kw,a) Vow,0 ((EW,O - Ewﬁ)(ii—kw,sﬂqﬁa*kwﬂ))

— Vow,0 ((‘Cw 0 Ew E)( Z*"w,e((ba—nwﬂ)))

- Aw € (1 - Z )\ o—(k+1), 0 (Ii kw75) qc(ukg>
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+ Z /\U ke 0 0 —kw,0 T /\J*kw,a) Vow,0 ((ﬁwp - Ewﬁ)(‘éﬁ*kw,s)(gbzf*kwﬁ))

(2.1.14)

— Vow,0 ((Ew,o - Lw,s)( oW 5(¢U "w 0)))
Dividing the calculation culminating in (2.1.14) by A, . on both sides gives

>\w0_>\ws
2.1.15 gy (Pygmnyy o) P2
( ) VO' w, (¢ ,O) Aw,g

k -1 _(k
=1~ Z /\g (k+1) 0 _kw,s> qu),g

n

(2116) —|— Awi_ Z )\a'*kw 0 *kw,O - )\a'fkw,e) Va'w,O <(£w70 - Lw,s)(ﬁﬁ.—kwﬁ)(qba'*kw,()))

(2.1.17) - Aw,auw,o (Lo = Lo)(Qg-nis 2 (d5-n000))) -

Assumption (P8) ensures that (2.1.17) goes to zero as ¢ — 0 and n — oo. Now, using
(2.1.2), (2.1.4), (P1), and (P4) we bound (2.1.16) by

n
_ —1 ~
Aw,ls Z ‘)‘U*kw,o‘ ‘)‘J*kw,O - /\U*kw,a} nw,E”Lls-—ko_;,g(gbo*kw,O) ||Bw
k=1

770-16 202 o w ’>\ *ka’_ na*kwe ‘)‘ _ko,)g’_ ||£k—kw5(¢a wO)”Bw

Aws

(2.1.18)

S ZUJ7E Z(CZ(U )) Ok })\ 7kw0|_ T]O'fkwé |A —kwg}_

we

In view of (P5), (P6), and (2.1.5), for fixed n, we may continue from (2.1.18) and let ¢ — 0
to see that

. Nwe . - - -1 -1
(2119) llir[l) Aw,a ;(02(0- kw))QCf(O— kw) P‘U*kw,o‘ No—kw,e ‘)\];*kw’g-j’ = 0.

In light of (P6), (P7), (2.1.19), and (2.1.15)—(2.1.17) together with (P8) and (P9), we see
that first letting ¢ — 0 and then n — oo gives

. A ,0 . k41 k
llmwA— Z )‘U+(k+1)w0 QLEJ,()J
k=0

e—0 w,e

as desired. 0

In the sequel we will refer to the quantity on the right hand side of the last equation in
the proof of the previous theorem by 6,,, i.e. we set

e}

(2.1.20) Ouvpo :=1— Z()‘T}mww 0)_1‘18%'
k=0
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88 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

2.2. Random open systems

We now return to the general random setting of Section 0.1. Suppose that (Q,m, o,
Jo, T, B, Lo, 1o, ¢p) is a closed random dynamical system as in Definition 0.1.4. That is we
have a base dynamical system (§2,.%,m, o), complete metrisable spaces J,, o such that the
map 2 3 w — J,p is a closed random set, and maps T;, : J,0 — Jowo. In addition, we
assume that conditions (M1), (M2), and (CCM) hold, and that the transfer operator £, o

acting on the family of Banach spaces {B., ||-||5, },ecq is given by
‘CUJ,O(f)(x) = Z f(y)gw,()(y)a f S Bw; T e jaw,07
yerTs ()

where g,,0(z) = e#~0@ for a suitably chosen random potential ¢, 9. We will also assume
that the fiberwise Banach spaces B, C L*®(v,0), where vy = (Vy0)weq is the random
probability measure given by (CCM), and that there exists a measurable m-a.e. finite
function K : Q — [1,00) such that

B)  fllocw < Kollflls.

for all f € B, and each w € Q, where || - || denotes the supremum norm with respect
to v,0. Now for each ¢ > 0 we let H, C Jy be measurable with respect to the product
o-algebra % ® % on J, such that

(A) H.CH. foreach 0 <& <e.

Then the sets H,, . C J,0 are uniquely determined by the condition that
{w} x H,. = H. N ({w} X Jwo),

or equivalently that

Hye =m(He N ({w} X Jup)),

where 7y : Jo — Ju 0 is the projection onto the second coordinate. The sets H,, . are then
v, o-measurable, and (A) implies that
(A) H,. CH,_ for each ¢’ < ¢ and each w € ().
For each € > 0 we set

Qi i={w€Q: puo(Hue) >0}
and then define
(2.2.1) Qo= () e

e>0

REMARK 2.2.1. Note that the set {2, is measurable as it is the intersection of a de-
creasing family of measurable sets and it is not necessarily o-invariant.
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2.2. RANDOM OPEN SYSTEMS 89
For each w and each € > 0 we define the fibers J,, . := J,0\H., and
‘_75 = jo\HE = U {W} X jw,s-
weN
We define the surviving sets X, ;. o, Xw coes Xne, and Xo - as in Section 0.1.
REMARK 2.2.2. Note that since (A) implies that X, o € Xy oo for all & < g, (X)
holds, i.e. X, 00 # 0 for m-a.e. w € Q, if there exists € > 0 such that X, . # 0 for
m-a.e. w € Q. Furthermore, since Ti,(Xy 00) € Xowoes if Xuooe 7 0 then Xong, oo o 7 0

for each N > 1 and ¢ <e. As X is forward invariant we have that X, . # 0 not only
implies that X . # 0, but also that X, is infinite.

Now for each € > 0 define the open transfer operator L, . : B,, — B, by

‘Cwﬂf(f) = ‘CW,O(le,sf)v f € Bw-
Iterates of the perturbed operator 132378 : B, = Byn,, are given by

n R
Ll = Lonrye0- 0Ly,

which, using induction, we may write as

(22.2) L3N = L2 (F - Komre),  [EB..

For every € > 0 we let
Lye:= A;}Eﬁw’e.

For the remainder of the manuscript we will suppose that (2, m, o, Jo, T, B, Lo, Vo, ¢o)
is a closed random dynamical system as Definition 0.1.4, for each ¢ > 0 H. C J, such that
condition (A) holds, and that for each ¢ > 0, (Q,m, o, Jo, T, B, Lo, Vo, ¢, H:) is a random
open system as in Definition 0.1.7. In summary, we assume that condition (A) holds in
addition to the assumptions (M1), (M2), (CCM), (B), and (X) from Section 0.1.

2.2.1. Some of the Terms from Sequential Perturbation Theorem. In this
short section we develop a more thorough understanding of some of the vital terms in the
general sequential perturbation theorem of Section 2.1 in the setting of random open sys-
tems. We begin by calculating the quantities 7, . and A, . from Section 2.1. In particular,
we have that

Ay = Voo (Lo — Lue) (@)
= Vow,0 (ﬁw,0(¢w,0 : 1Hw,e))
= Ao - Vw,o(¢w,o ) 1Hw$g)

(2.2.3) = A0+ Moo (Ho )

and

Nwe + = HVaw,O (»Cw,O - »Cw,s) ”Bw
= Sup Vouwo (ﬁw,O(w ' 1Hw75))

l¥lB,, <1
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90 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

= Ao0 " SUP Vo (¢ ’ 1Hw,g)
ll¥lls,, <1

(2.2.4) < Koo Vo (Hue)

where the last line follows from (B).

For ¢ > 0 and p,0(H, ) > 0, calculating q£k§ in this setting gives

Vo (£ = L) (L5, VLm0 = Lot ) (Go-010)
Vow,0 ((Ew 0o— Ly 6)(¢w 0))
/\k+(k+1)wo Ho=(k+1)¢,0 <T;(i+ﬁzw( 2N (ﬂj T (<kkﬂ>:] (H§ Jw €>> A Ha*(’““)w,e)
Heoo(Hoe)
Nttt (T, 600, (Hue) 0 (M T2 (H ) 0 Hy i)
Ho—k+1) 0 (T;—(iigw(HweD |

For notational convenience we define the quantity cjc(fg by

Ho=k+1)g 0 (T (ﬁci?w( &) N (ﬂj 1T ﬁ:BIJ(Hi Jw 5)> A Ha—(k+1>w,e>

—(k
/Lg-*(kJrl)w,O <To-*((’:igw(Hw’€)>

¢t =

)

(2.25) 4¢P = :

and thus we have that
1
k1 k
it g <)‘g+(k+1>w 0> qijg

In light of (2.2.5), one can think of cjw]fg as the conditional probability (on the fiber o~*+1)
of a point starting in the hole H,—+1), ., leaving and avoiding holes for k steps, and finally
landing in the hole H,, . after exactly k + 1 steps conditioned on the trajectory of the point
landing in H,, .. Similarly, for w € 2, we set

—1
k k
qtgg) (A§+(1k+1)w 0) qc(u,())'

2.3. Quenched perturbation theorem and escape rate asymptotics for random
open systems

In this section we introduce versions of the assumptions (P1)—(P9) tailored to random
open systems. Under these assumptions we then prove a derivative result akin to The-
orem 2.1.2 for random open systems as well as a similar derivative result for the escape
rate.

Suppose (2, m, 0, T, T, B, Lo, 1o, ¢o, He) is a random open system. We assume the
following conditions hold:

(C1)  There exists a measurable m-a.e. finite function C; : Q — R, such that for f € B,
we have

sup || Lo, (N5, < Cr(w)|f 5.

e>0
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2.3. QUENCHED PERTURBATION THEOREM AND ESCAPE RATE ASYMPTOTICS 91

(C2) For each £ > 0 there is a random measure {v,.} ., supported in Jy and mea-
surable functions A, : Q — (0,00) with log\,. € L'(m) and ¢. : Jy — R such
that

'Cw,a(qbcu@) = Aw,aqbaw,a and Vaw,a(ﬁw,a(f)) = Aw,ayw,a(f)

for all f € B,. Furthermore we assume that for m-a.e. w € ()

Voo(Puwe) =1 and  1,0(1) =1.

(C3) There is an operator Q). : B, = By, such that for m-a.e. w € 2 and each f € B,
we have

)\;715£w,6(f) = Vw,s(f) : ¢Uw,s + Qw,s(f)'

Furthermore, for m-a.e. w € €} we have

Qw,a(gbma) =0 and VUw,E(Qw,E(f)) =0.

(C4)  For each f € B there exist measurable functions Cy : Q — (0,00) and @ : @ x N —
(0,00) with a,(N) — 0 as N — oo such that for m-a.e. w € Q and all N € N

sup 1Q2  follooove < Cr(w)aw(N)|| fulls,,
e>
sup 1Q% ~ e foNulloow < Cr(w)aw(N)| fo-vulls, _x_,

and ||¢0Nw,0||oo,UNwaw(N) — 07 ||¢U*Nw,0||oo,a*Nwaw(N) — 0as N — oo.
(C5)  There exists a measurable m-a.e. finite function Cy : Q@ — [1,00) such that

SUP [|fuc oo < Caw)  andlduolls, < Colw)-

(C6)  For m-a.e. w € ) we have

lli% Vw70(Hw7a) = 0.

(C7)  There exists a measurable m-a.e. finite function Cj : 2 — [1,00) such that for all
e > 0 sufficiently small we have
inf ¢, 0 > Cy ' (w) >0 and essinfinf ¢, . > 0.

(C8)  For m-a.e. w € 2, we have that the limit (jff()) = lim._,0 G4 exists for each k > 0,

where G is as in (2.2.5).

REMARK 2.3.1. To obtain the scaling required in (C2) and (C3), in particular to ob-
tain the assumption that v, (¢, ) = 1, suppose that (2, m, o, Jo, T, B, Lo, vy, ¢o, H.) is a
random open system satisfying the following properties:

(O1)  For each £ > 0 there is a random measure {1/;76}“)EQ with v/, . € B}, the dual space
of By, Al,. € C\ {0}, and ¢, € B, such that

‘Cwﬁ(qb;,e) = /\i),sgbzrw,e and Véw,a(£w76(f)) = /\:,u,ayc/u,e(f)
for all f € B,,.
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92 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

(O2)  There is an operator Q;,S : B, — B, such that for m-a.e. w € €2 and each f € B,
we have

(/\:J,s)_lﬁwﬁ(f) - V:J,E(f) ’ ¢:7w,5 + Qi},e(f)

Furthermore, for m-a.e. w € €2 we have

Que(du) =0 and v, (Q,.(f)) =0.
Then, for every ¢ > 0 and each f € B, by setting

buo = B, b= i o

vuolF) = Yool F), veelF) = vl B ) ()
= e

Quolf) = Q). Quilf) = 2281 (1

we see that (C2) and (C3) hold, and in particular, v, (¢, ) = 1. Furthermore, (O1) and
(02) together imply that v, (¢, .) = vuc(due) = 1 for m-ae. w € Q. Note that the
measures v, . (for € > 0) described in (C2) are not necessarily probability measures and
should not be confused with the conformal measures for the open systems.

Now given N € N and w € Q, for v, € B, such that v, () = 1 we have

N-1

/ ww dyw’o = ww ’ H 1‘70.7_Nw € © Ti de’O
Xw,Nfl,E Jw,O '

j=0
-2
Ty

N-1
N :
‘Cw,() (@bw ’ H 1(701'—wa5 © Tj)) dVJNw,O
J=0
N
/\wz-:

s AN
= AN / £w,a (¢w) dVUNw,O
L/J,O jcer,O
AN AN
9 b N
B )\%6 / Vw,a('@bw) ‘ ¢0Nw75 dVUNw’O T )\LN& / Qw,e (’lvbw) dVan,O'
UJ,O jo'Nw,O w70 JO'NW,O

NW,O

Thus if ¥, = 1 we have

AN AN
(2.3.1) o (Xon-10) = 55 0e(1) + 335 / N (1) dvpnoo,
w,0 w,0 I N, o
and if ¥, = ¢, 0, then we have
AN AN
(232) Nw,O(Xw,Nfl,e) = /\T7Vw,€(¢w,0) + /\N7 / iz\/:g (‘bw,O) dVan,O-
w,0 w,0 JT N, o
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2.3. QUENCHED PERTURBATION THEOREM AND ESCAPE RATE ASYMPTOTICS 93

REMARK 2.3.2. Using (2.1.3) and (C7) we see that

>\w,0 - )\w,s = Vow,0 ((ﬁw,ﬂ - Ew,&)(d)w,a)) = Vouw,0 ((ﬁw,0<1Hw,5¢w,a))
- )\w,OVw,O(le,Egbw,s) 2 )\w,OVw,O(Hw,s) inf ¢w,a 2 0.

Thus, we have that A, o > A, .. Note that if v, (1, ¢we) > 0 then we have that A, o >
Awe. Consequently, if v, 0(H, ) = 0 then we have that A\, o = A, ..

Recall from Definition 1.12.3 that the upper and lower fiberwise escape rate of a random
probability measure ¢ on Jy, for each € > 0, is given by the following:

1 — 1
R_(¢,) == —limsup —log (,(Xune) and  R.((,) := —liminf — log (., (Xy ne)-
N—oo N e N—oo N Y

If R.((,) = R.({,) then the fiberwise escape rate exist is denoted the common value by
R.((,). As an immediate consequence of (2.3.1), (2.3.2), and assumptions (C4), (C5),
and (C7) for each (fixed) € > 0 we have that

(2.3.3)

1 1 1 N 1 N
W 7 108 Mo Xuve) = i,y 108 ool Xue) = 0, 37 108 Aue = 100,y 108 Ao

Since log A, . € L*(m) for all € > 0 by (C2), the following proposition follows directly from
Birkhoft’s Ergodic Theorem.

PROPOSITION 2.3.3. Given a random open system (Q, m, o, Jo, T, B, Lo, vy, ¢po, H:) sat-
isfying conditions (C1)-(C7), for m-a.e. w €  we have that

(2.34) R.(vy0) = R:(pwp) = / log A\, 0 dm(w) — / log A\, dm(w).
Q Q

REMARK 2.3.4. We remark that if we were to replace the supremum norm (with respect
t0 V40) ||||cow €verywhere in our assumption (C4) with the norm || || := sup(|-]), then,
using an argument similar to that of Example 7.4 of [2], we would be able to prove a
stronger result than is given in Proposition 2.3.3. Namely we could show that for every
0 <& <eand m-a.e. w e Q) we would have

R.(Vye) = Re(ploer) = / log Ay o dm(w) — / log A\, dm(w).
Q Q

We now begin to work toward an application of Theorem 2.1.2 to random open systems.
The following implications are immediate: (C1) = (P1), (C2) = (P2), (C3) = (P3),
(C5) = (P4), and in light of (2.2.3) and (2.2.4) we also have that (C6) = (P5) and
(C7) = (P6). Thus, in order to ensure that Theorem 2.1.2 applies for the random open
dynamical setting we need only to check assumptions (P7) and (P8). We now prove the
following lemma showing that (P7) and (P8) follow from assumptions (C1)-(C7).

Recall that the set 2, defined in (2.2.1), is the set of all fibers w such that p,0(Hy, ) > 0
for all € > 0.

LEMMA 2.3.5. Given a random open system (2, m,o, Jo, T, B, Lo, Vo, 4o, Hc) satisfying
conditions (C1)-(C7), for m-a.e. w € Q4 we have that

(2.3.5) lim v, (¢wpo) =1
e—0
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94 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

and

(2.3.6) hm limsup A, o0 ((Loo — Ew,e)(foV,Nwﬁ(bg_Nw,o)) = 0.

N—oco 0

PROOF. First, using (2.2.3), we note that if u, 0(H, ) > 0 then so is A, .. To prove
(2.3.5), we note that for fixed N € N we have
N
(237) hm )\N ,uw O(Xw,N—l,a) =1

since A o/A). = 1 (by (2.1.4), (2.2.4), (C5), and (C6)) and non-atomicity of v, (CCM)
together Wlth (C3) imply that p,o(Xwn-1.) = 1 as e — 0. Using (2.3.2) we can write

o
(238) Vw,5<¢w,0) >\NO Moo O(Xw,Nfl,e) - Van,O(QiJV,5<¢UJ7O))7
and thus using (2.3.7) and (C4), for each w € Q and each N € N we can write
lim 1= ve (Do) < i 1= $2200(Xv1.0)| + QD) e

w,e

< C¢o (w>0~/w(N) ||¢w,0||5w'

As this holds for each N € N and as the right-hand side of the previous equation goes to
zero as N — oo, we must in fact have that

lim |1 — vy (¢wo)| =0,

e—0

which yields the first claim.
Now, for the second claim, using (2.2.3), we note that (C7) implies

Vo0 <1Hw,g 'foVwa@(gbcr*Nw,O))
Hew O(Hw,€>
Vy O( w 6)

= o) 197 el Ortsolcs

< Cs(W) Q7" v (boNe0) oo
Thus, letting ¢ — 0 first and then N — oo, the second claim follows from (C4). U

A;,lsyow,o ((cw,o - £w,€>( o~Ny a¢o )) =

Now recall from (2.1.20) that if j,, o(H, ) > 0 for each € > 0, then 6, is given by
Ouwo:=1— Z()‘kJrlkH)w 0) qu()) =1- Z (k())
k=0 k=0
In light of Lemma 2.3.5, we see that (C1)-(C8) imply (P1)-(P9), and thus we have the
following Theorem and first main result of this section.

THEOREM 2.3.6. Suppose that (C1)-(CT7) hold for a random open system (2, m, o, Jo,
T,B, Lo, vy, o, He). For m-a.e. w € Q if there is some g9 > 0 such that p,0(H, ) =0 for
e < e then

)\w,O = /\w,z-:a
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2.3. QUENCHED PERTURBATION THEOREM AND ESCAPE RATE ASYMPTOTICS 95

or if (C8) holds, then
lim 0 = Awe
e—0 >\w LOHw, O(H )

Furthermore, the map 1 > w > 0,0 s measurable.

_‘ng

PRrROOF. All statements follow directly from Theorem 2.1.2, except measurability of 6, ,
which follows from its construction as a limit of measurable objects. O

REMARK 2.3.7. As Theorem 2.1.2 does not require any measurability, one could restate
Theorem 2.3.6 to hold for sequential open systems satisfying the sequential versions of
hypotheses (C1)-(C8).

The following lemma will be useful for bounding 6, .

LEMMA 2.3.8. Suppose m(2\Q;) = 0. Then for each € > 0 and m-a.e. w € Q we have

o0 e}

Z(}\/H-lk“)wo)— q(E)?: = i« 2 L.

k=0 k=0
PROOF. Recall from Section 0.1.1 that the hole H. C 7, is given by

= U {w} x H,,

weN
and the skew map T : Jy — Jp is given by

T(w,z) = (ow, T,,(x)).

Let 7, (w, z) denote the first return time of the point (w,z) € H. into H.. For each k > 0
let By := {(w,x) € H. : Ty (w,x) = k + 1} be the set of points (w,z) that remain outside
of the hole H. for exactly k iterates, and for each w € Q we set By, := ma(BrN{w} x Tuo0)-
Then By, is precisely the set

By ={v € Hyr: T5"(2) € Hyrrry,o and T (z) & Hyayo for all 1 < j < k}.
For each k > 0 we can disintegrate po as

o (By) = /Qﬂw,o(Bk,w) dm(w),

where the last equality follows from the o-invariance m. In particular, for fixed w € €,
and each k£ > 0 we have

(2.3.9)
:U/U—(k“'l)w,(](Bk,a—(k*'l)w) = /JJU—(’H'I)w,O <To' ((kkti)w <ﬂ T _3:_1)‘1'3 Hg Jw 5)) N HG_(k+1)w,€> .
Recall from (2.2.5) that ¥ is given by

Ho—(k+1) 0 <T;*(£€':r3w( ) (ﬂ; 1 T k]:jg:] (H(i Jw g)) M HU*(kal)w,a)

Ho—(k+1)4y0 <T;((k}:3w(Hwa)>

i)

w,e * )
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96 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

which is well defined since w € €2, by assumption. Note that since Y 77 f15- 0+, 0(Bp g-h1),) <
feoo(Hye) we must have that » 2 OqL(U) < 1. Now, as the measure jg is T-invariant, the

right-hand side of (2.3.9) is equal to qi,guw,o(Hwys), and therefore

(2.3.10) [ () dim(e) = [ poo(B) dm(e) = ol B,

By the Poincaré recurrence theorem we have

> (o) = io(H.) = [ pua(Hed) dm(e)

By interchanging the sum with the integral above (possible by Tonelli’s Theorem) and using
(2.3.10), we have

which implies

/Q (Nw,O(Hw,€> (i Awlfs - 1)) dm<w) = 0.

Since We already have that Ek 0 wg < 1 for m-a.e. w € €, we must in fact have

Zk:o w@ = 1, which completes the proof. O

By definition, we have that cjﬁ,kg € [0, 1] and thus (C8) implies that qﬁ% € [0,1] for each
k > 0 as well. In light of the previous lemma, dominated convergence implies that

(2.3.11) 0.0 € [0,1].

2.3.1. Escape Rate Asymptotics. If we have some additional w-control on the size
of the holes we obtain the following corollary of Theorem 2.3.6, which provides a formula
for the escape rate asymptotics for small random holes. The scaling of the holes (2.3.13)
takes a similar form to the scaling we will shortly use in the next section for our quenched
extreme value theory.

COROLLARY 2.3.9. Suppose that (C1)—(C8) hold for a random open system (2, m, o,
Jo, T, B, Loy, vy, ¢o, H.) and there exists A € L*(m) such that for m-a.e. w € Q and all
e > 0 sufficiently small we have

log Ao — log A, -
08 Aw,0 08 Aw, SA(CU)
ﬂw,O(Hw,s)

Further suppose that there is some k(e) with k(e) — 00 as e — 0, t € L>®(m) with t, > 0,
and &, . € L>®(m) with &, — 0 as € — 0 for m-a.e. w € Q such that

tw + gw,a
K(e)

(2.3.12)

(2313) Nw,O(Hw,e) =
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and |&, .| < Ct, for all € > 0 sufficiently small for some C' > 0. Then for m-a.e. w € Q
we have

. R (p0) _ fﬂ 60t dm(w)‘
=0 ,uw,O(Hw,s> tw

In particular, if t,, is constant m-a.e. then

lim —~ =2 ,uw 0) / 0.0 dm(w

e—0 e, 0

PROOF. First, we note that (2.3.13) implies that i, 0(H, ) > 0 for m-a.e. w € Q and
all € > 0 sufficiently small, i.e. m(2\Q2;) = 0. Using Theorem 2.3.6 we have that

log Auo —log Ay e

2.3.14 li =4,
( ) 81_1;% ,uw,O(Hw,E) o
since
log Ao —log A, logAoo—log A, Ao — Awe 1
08 Aw0 T 108 Awe _ 108 Aw0 T 108 Awe  Aw0 RN Nooboo = 00
,uw,O(Hw,a) >\w,0 - )\w,a ,Uw,O(Hw,a) )\w,O

as € — 0. In light of (2.3.3) and (2.3.4), we use (2.3.13) to get that

Re(pwo) . . Llog Al —log Al
-0 Mw,O(Hw,a) e300 N—oo N ,LLLU,O(HLU€>

— lim lim — Z IOg Aaﬂw 0 lOg )‘ij,a ) Majw,O<Hij,a)
e=0 N—oo N =0 ,uUJw,O(Hij,E) ,uw,0<Hw,€>
1 S2108 Apino — 108 Avise ot + Eus
— lim lim — Z g cIw,0 g glw,e  tolw glw,e
e—0 N—oco s I[,La.jw’o(Ho.jw’e) t, + fw,g
1 . 1 log Aaﬂw 0 log )‘ojw €
ELI% o+ €w5 Ngo N Z Ma]w,O(Hajw,s) ( oiw Tt go‘Jw,a)
1 log)\wg—log)\wa
= lim / : = (ty, + &) dm(w),
=0 tw + Sw,s ﬂw,O(Hw,a) ( 78) ( )

where the last line follows from Birkhoff (which is applicable thanks to (2.3.12) and the fact
that ¢, &, € L>®(m)). As &, — 0 by assumption, (2.3.12) allows us to apply Dominated
Convergence which, in view of (2.3.14), implies

i Hllan) Ly [108 000 08 g ) = T et )
=0 ,uw,O(Hw,a) t e=0 Jq ,uw,O(Hw,a) tw
completing the proof. O

In the next section we will present easily checkable assumptions which will imply the
hypotheses of Corollary 2.3.9.
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2.4. Quenched extreme value law

2.4.1. Gumbel’s law in the quenched regime. Suppose that h, : J,0 — R is a
continuous function for each w € Q. In our quenched random extreme value theory, h,,
is an observation function that is allowed to depend on w. For each w € Q let Z, be the
essential supremum of h,, with respect to v, that is

Zw =sup{z € R 1y, o({z € Tuo : ho(z) > z}) > 0}.

Similarly we define 2z, to be the essential infimum of h, with respect to v, . Suppose
< Z, for m-a.e. w € Q, and for each z € [z, Z,] we define the set

Vioro ={2 € To : ho(r) — 20 > 0},

which represents points x in our phase space where the observation h,, exceeds a random

threshold z, at base configuration w. Our theory allows for random thresholds z, so
that we may consider both “anomalous” and “absolute” exceedances. For example in a
real-world application, h,(x) may represent the surface ocean temperature at a spatial
location = for an ocean system configuration w. Random temperature exceedances above
z, allow one to describe extreme value statistics for temperature anomalies, e.g. those
above a climatological seasonal mean (on average the surface ocean is warmer in summer
and colder in winter). On the other hand, non-random absolute temperature exceedances
above z are more relevant for marine life. We suppose that

Vw0 (Vw,gw) =0.

As is standard in extreme value theory, to develop an exponential law we will consider an

Zw

increasing sequence of thresholds z, ¢ < 2,1 < ---. For each N > 0 we take z, vy € [2,,, Zu]
and the choice will be made explicit in a moment. For each k, N € N define Gfﬁv cJwo — R
by

GO0 (@) = Ron o (TN (2)) = 2o i

If Gfﬁ\, > 0 then h,n (TN (x)) > 2,5, Our extreme value law concerns the large N limit
of the likelihood of continued threshold non-exceedances:

(2.4.1) Vi 0 ({x € Juo : max <Gfu%)(a:), e GL(UN]\)]A(:U)) < O}) :

We may easily transform (2.4.1) into the language of random open systems: one immedi-
ately has that Gfﬁv > 0 is equivalent to T (z) € Vyn,,. .- Therefore, for each N > 0

we have
(2.4.2)

(2.4.1) = vyp ({m € Joo: Ti(z) ¢ Voswz ;,  for j=0,...,N — 1}) = V0 (XoN-1en)

where to obtain the second equality we identify the sets V,, . , with holes H, ., C Ju0
for each N € N '. Now using (2.3.1) and (2.4.2) we may convert (2.4.1) into the spectral

n Section 2.4 we consider a decreasing sequence of holes, whereas in previous sections we considered
a decreasing family of holes H,, . parameterised by € > 0. For the sake of notational continuity, in this
section, and in the sequel, we denote a decreasing sequence of holes by H,, ., . Note that ex here is just a

parameter and should not be thought of as a real number, but instead as an index and that H, ., serves
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2.4. QUENCHED EXTREME VALUE LAW 99

expression:
/\N
(2.4.3) (2.4.1) = A]’V;V (Ve (1) + vonuo (@), (1)) -

Similarly, using (2.3.2), we can write

oo ({ € oo TH) ¢ Vs, B0 5 = 0,00 N = 1} ) = g (Xuan-14)
(2.4.4) = :—’NE(J)V (Vw,EN (¢w,0) + VsNw,0 (QUJX@V (¢w70))) :
Before we state our main result concerning the N — oo limit, in addition to (C2), (C3), and
(C8), we make the following uniform adjustments to some of the assumptions in Section
2.3 as well as an assumption on the choice of the sequence of thresholds, condition (S). At

the end of this section, we will compare it with the Hiisler condition, which is the usual
prescription for non stationary processes, as we anticipated in the Introduction.

(S)  For any fixed random scaling function ¢ € L°°(m) with ¢ > 0, we may find sequences
of functions zy, &y € L>®(m) and a constant W < oo satisfying

powo({hw(x) — 208 > 0}) = (tw + &un)/N, for a.e. w and each N >1

where:
(i) Impy oo &uv = 0 for a.e. w and
(i) [fwn| < W for a.e. w and all N > 1.

(C1’)  There exists C; > 1 such that for m-e.a. w € Q we have
Crl < L0l <0

(C4’)  For each f € B and each N € N there exists C; > 0 and o(N) > 0 (independent
of w) with a :=Y"%_, a(N) < oo such that for m-a.e. w € 2, all N € N

sup 1Q5 - fullsoonw < Cra(N)|| fol 5, -
e>

(C5)  There exists Cy > 1 such that
SUD |G locw < €2 and  lduolls. < Co
for m-a.e. w € Q.
(CT) There exists C5 > 1 such that for all € > 0 sufficiently small we have
esswinf inf ¢, 0 > C5 >0 and esswinf inf ¢, . > 0.

REMARK 2.4.1. Note that (S) implies that p, o(Hyey) > 0 for each N € N since ¢, > 0,
and in particular we have m(Q\Q,) = 0.

REMARK 2.4.2. Note that since Ay o = Vpw,0(Lwol), (C17) implies that

Cr' < Ao <G

for m-a.e. w.

as an alternative notation to H,, y. Furthermore, note that the measure of the hole depends on the fiber
w with p0(Hyey) = 0 as N — co.
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100 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

REMARK 2.4.3. Note that conditions (S), (C5’), and (C7’) together imply (C6), thus
Theorem 2.3.6 applies. Furthermore, these same conditions along with Remark 2.4.2 imply
that there exists A > 1 such that

log )‘w,O B IOg >\w,e < A
/flw,O(Hw,e)

for m-a.e. w € Q and all ¢ > 0 sufficiently small, and thus (2.3.12) and (2.3.13) hold,
meaning that Corollary 2.3.9 applies as well.

The following lemma shows that v, ., (¢, 0) converges to 1 uniformly in w under our
assumptions (C17), (C47), (C5), (C7), and (S).

LEMMA 2.4.4. For each N € N there exists C., > 1 with C;, — 1 as N — oo such
that

(245) OE_Nl S Vw,EN(l)a Vw,aN(¢w,0) S CYaN
for m-a.e. w € €.
PROOF. Note that
(24.6) Voo ((Luo = Lows (L5 1y G0100) ) = Moot (Litooy £ ooy ating)
Further, by (C7’) we have

C tw +&u
(2.4.7) Voo(Hoer) < Coptoo(Ho ) — C3U + Guv)

N
for m-a.e. w € . Following the same derivation of (2.1.3), and using (C2) gives that
(2.4.8) A0 = Awen = Vowo (Lo = Luen ) (Buey)) = )\W70VW7O(1Hw,aN Puen)-

Thus it follows from Remark 2.3.2, (2.4.8), (C5’), and (2.4.7) that

CoC3A00(tw + EuN)
(2.4.9) 0 < Ao — Ay < —=22 °N .

Using Remark 2.4.2 and (2.4.9), for all N sufficiently large, we see that

Aw Aw 1 1
(24.10) 1< 220 = 0 < < :
>\w,aN )\w,O - )\w,OVw,O<1Hw,5N wa,aN) 1— CQVw,O(Hw,eN) 1 - EN
where
CyCs(|tlee + W
Ey =2 3(|]|V ) Lo
as N — oo.

CLAIM 2.4.4.1. For everyn, ey, and m-a.e. w € §2 we have

1 " 0102EN>
1= vy ()] < N(cEx + 22228 4 y0,a(n).
1= Vo en (D) n(l—EN> (11\/ . H5Cgp0x(n)

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



2.4. QUENCHED EXTREME VALUE LAW 101

PROOF. Using (C2) and a telescoping argument, we can write
’1 —Vuen (¢w,0)| = ’Vo'"w,0<¢a"w,0) - Vw,EN(¢w,O>’
- }Va"w,0(¢a"w,0) — Vonw,0 (Vw,6N<¢w,O> : gba”w,eN)l

Vorit (90m = £ ey (600) + Qe (900))|

3
—

< Vgnw,0 (ﬁljn*kw,gN (¢J”—kw,0) ‘C'I;nl(k-ﬂ)w gN(qu"*(k*l)w,O)) ‘
k=0
+ ‘Va”w,() (Qw EN (¢w 0)) |

n—1
(2411) = Z Vgnw,0 <<£§n—’“w EN) ( on—(k+1)w0 [’cr” (k+1) €N> ((bcr" (k+1) 0))‘

k=0
(2.4.12) + [Vonaoo (QF . (D00))] -
First we note that we can estimate (2.4.12) as
(2.4.13) ‘VU”%O (QZ,aN (gbw,O))} < ||QZ,€N (gbw,O)HOO,U"w < CQC%O‘(H)'

Now recall that

p g =1
g w,k,EN k T —]k (j

crjfkw,eN).

Using (C2), we can write (2.4.11) as

- - ~
Vgnw,0 <<£U”*kw,51\r> (ﬁgn*(kﬁq)w,o - ‘aa"*(k*l)w,azv) (¢U”*(k+1>w,0)> )

& N ~ -
Vonw,0 (()\O'”_kOJ,EN) ‘CJ" kw,0 <X0n7szk‘:€N ' <£0n7<k+1>‘070 B £0”7<k+1>W75N) <¢0n7<k+1>w70)>>’

Vo-nfkw,o (X0'7L7kw,k,5N . (Ea.nf(kle)w’o - Eo-nf(k+1)w’€N> (¢Un7(k+1)w,0)>‘ .

Now, since *w.0/x, ., > 1 (by Remark 2.3.2) for m a.e. wand e > 0, and thus M.« ,/A*
1 for each k > 1, we can write

on—kwey =

\n o nol
(2 4. 14 “J Z Vgn—kg 0 ( on—hwken | (‘Canf(kﬂ)w?() - Eanf(kﬂ)w@v) (¢0n7(k+1)w70)>‘
UJEN k=
(2.4.15)
n n—1
< Von—kw 0 ( on~kuken * <£g"*(k+1)w,0 - ﬁgn*(kJrl)w,gN) (¢U"*(k+1)W,O)) )
1-— EN
k=0
Using

Ew 0 — Ew,s = Zw,O - A;}oﬁw,s + )\:})Ew,s - /jw €

) )
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102 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY
= A0 (Luo— Loe) + Ooh— AL
w,0 \~w,0 w,e w,0 w,e)~w.E
—1 —1 —1\
= 22h (Luo = £o) + Auodac OZh = A L)

= 0h (Lo = Lo+ Oe = Aan)os)

)

the fact that
weN ((foon ) w) :faw'ﬁw,aN(hw>)
for all ey > 0 and w € Q, and Remark 2.4.2, we may estimate the sum in (2.4.15) by

-1

3

0'" k:wo ( Unikw,k,EN . (;Co.n—(k+1)w70 - ;Co.n—(k+l)w7€N) <¢Un—(k+l)w70))‘

k=0
n—1
-1 s
< )\Un—(k+l)w70 Vgn—ky 0 (XU"*’%J,I@,EN : (ﬁan—<k+1>w,0 - £a”—(k+1)w,sN) (¢o”—(k+1)w,0)>‘
k=0
n—1
—1 s ~
+ /\Un—(k+1)w,0 ‘(/\o”—(k'*‘l)w,eN - )‘U”—(k"'l)w,o) *Von—ky0 <XU"*kw,k,eN : Lo"—(k+1)w,€N (¢o“—(k+1)w,0)> ’
k=0
(2.4.16)
n—1
—1 S
- )\U"_(k+1)w,0 Vo”bfkw,() ((ﬁo"—(k-‘rl)w,() - ‘Co'”_(k""l)w,eN) <(X0n7kw,k‘,8N © U”—(k+1)w> : ¢a"—(k+1)w,0>>’
k=0
n—1
A n—(k+1)
1 o w,0
+ Z ()\cr” (k+D)w,0 1- A )
k=0 o-nf(lﬂ»l)w’EN
(2.4.17)

* | Von—kw,0 <£g”7(k+1)w75N ((Xgn—kwk’s]v ©) To.nf(kJﬁl)w) . ¢a.n7(k+1)w’o)> ‘ )

Using (2.4.8), (2.4.9), and Remark 2.4.2 we can estimate (2.4.16) to get

3
—

Z )\0 (k+1)),0

an—kUJ,O ((Co.nf(k#»l)w,() - Ea"*(k+1)w,aN) ((Xo.n—kw7k75N O 0.n7<k+l)w) . ¢g”*<k+1>w,0>)‘

k=0
n—1
k=0
(2.4.18)
n—1
< 1 CgCg(tw + fMN) N < E
S Van—(kﬂ)wp ch_(k+1)waN H(bo.nf(kJrl)aho”oo’anf(kJﬁl)w ~ N S NnNby.
k=0

Since L, .(f) = L'w’o()?w’(),sf) we can rewrite the second product in the sum in (2.4.17) so
that we have

Vgn—ke, 0 (‘CU”_(k+l)w7€N ((Xonfkwk’w o To.n—(k+l)w) . ¢an—(k+1)w70>)
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2.4. QUENCHED EXTREME VALUE LAW 103

= Vgn—ky 0 (;Co.n—(k+l)w’0 <Xa.n—(k+1)w’07EN <Xa-n7kw’k’6N o To.n—(k+1)w> . ¢Gn_(k+1)w70>>

(2.4.19)
< ||£U"*(k+1)w,01||00,0”_kw||¢U"*<k+1)w,0||oo,a"*(k+1)w < ChCs.

Inserting (2.4.19) into (2.4.17) and using (2.4.10) yields

n—1
)\ n—(k+1) A
o w,0
E 1-— )\— | Von—kw,0 <£0n7<k+1>w7aN (<Xa-n—kw7k7EN o T —(k+1) ) . ¢Un7(k+1)w,0>>’
k—0 o.nf(k+1)w75N
(2.4.20)

Z CICQEN L CIC2EN
1—En 1-— EN '

Thus, collecting the estimates (2.4.16)-(2.4.20) together with (2.4.13) and inserting into
(2.4.15) yields

1 " ClogEN n
4. — < .
(2.4.21) 11— vy ey (Du0)] < <1 N) <nEN + 1 - ) + CoCy,cx(n),

which finishes the proof of the claim. [

To finish the proof of Lemma 2.4.4, we note that (2.4.21) holds for m-a.e. w, every N
sufficiently large, and each n > 1. Given a § > 0, choose and fix n so that CoCy a(n) < §/2.
Because limy_,, Ey = 0, we may choose N large enough so that first summand in (2.4.21)
is also smaller than 0/2. Thus, imy_o0 Yy ey (Pw0) = 1, uniformly in w. This proves (2.4.5)
for v, (¢uw0); We 1mmed1ately obtain the other mequahty using (C57) and (C7’), and thus

the proof of Lemma 2.4.4 is complete.
O

We now obtain a formula for the explicit form of Gumbel law for the extreme value
distribution.

THEOREM 2.4.5. Given a random open system (2, m, o, Jo, T, B, Lo, vy, o, He) satisfy-
ing (C17), (C2), (C3), (C4"), (C5), (CT"), (C8), and (S), for almost every w € Q one

has
(2.4.22)
)\N
Nh_I)HOO Viro (XoN—1ey) = Nh_fgoﬂw,o (XoN-1ey) = ]\}1_{20 )\NN = €xp (_/Qtwew,o dm(w)) :
PROOF.

Step 1: Estimating A\,.,/A,0. To work towards constructing an estimate for

Ao /Ao, we first estimate A,.,/Auo. For brevity, in this step we drop the N sub-

scripts on e. Following the proof of Theorem 2.1.2 up to equation (2.1.15), which uses
assumptions (C2) and (C3), we have

Awo — A
Vo*"w,s(qbcr*"w,O)%
w,e
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104 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

(24.23) = 1- Z DTSN O LTSN 7
:Zetfsm
(2424) + Awla Z )‘J—k 0 —kw,O - )‘o—kw,s)VUw,O(('Cw,O - ‘C%E)(‘é];*kw,e)(qba—kw,o))

Vv
=:0!

w,e,n

(2'4'25) + A;,le Vaw,O(‘Cw,O - ‘Cw,a)(QZ—"w,g(gbo*"w,O)) :

Vv
=6/

w,e,n

By first rearranging to solve for A, . we have

/ /!
ew,g,nAw’g + 9(1.),&" n 6

w,en
Aoe = Ao — R :
and thus
(2426) 2w g OwenBuc - B - |
)\w,o )\w,ol/a*"w,a(@r*nw,o)/ \Aw,ﬂyo'*nw,€(¢0'7nw,0>4 )\w,ol/o'*nw E(¢J,nw70)/
—vi),, v »ey

Setting Y,, ., 1= Yw(g n+ Yfg)n + Yw(‘?n applying Taylor to log(1 — -), we obtain

2.4.27 Aue Y, Y“?’e’"
(.. ) E—GXP _w,a,n_m ;

where 0 <y <Y, ... Setting ¢ = ey in (2.4.27) we obtain
)\N N-1 N—-1 YQ_
EN o ] . o'w,EN,T
(242}%%7,: = eXp <_ Z Ya’lw,EN,n Zz: 2(1 . y)z)

1 «— | | N-1y2
(2429) = exp ( Z (gzvn 0'w) + gy n(0'w) +g§§’,)n(0”w)) - 5 s w’aN’") ,

= 7

where g(J) (w) = NwagN,n for j=1,2,3and 0 <y <Y, .ym-
Step 2: A non-standard ergodic lemma. In preparation for estimating the products
along orbits contained in A\J_ / AN 0> We state and prove a non-standard ergodic lemma.

LEMMA 2.4.6. For N >0, let gy € L*(m). Suppose that as N — 0o, gy — g m-almost
everywhere for some g E LY(m) and that limy_, [, |gN — gldm = 0. Then for m-a.e.

w € Q, limy_o0 + ZZ o gn(0'w) exists and equals E(g = [,9 dm.

PRrROOF. We write
N—

F 2 () ~Elo)| < Z x(0'0) — g0 + | = 3 glot) ~ B

= 1=0

2
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2.4. QUENCHED EXTREME VALUE LAW 105

First, we note that the Birkhoff Ergodic Theorem implies that

N—o0

=
lim N ; g(o'w) —E(g)| = 0.
Now, to deal with the remaining term, since gy — ¢ almost everywhere, given § > 0, we
let N5 € N be sufficiently large such that
m(Qs :={w e Q:|g(w) —gy(w)| <0 for all N > Ns}) > 1 —0.

Birkhoff applied to 1, then gives that for each § > 0 and all N > Nj sufficiently large we
have that

(2.4.30) %#{O§k<N:akwng} >1-4.

Since limy o0 [, [9n — g dm(w) = 0, for each 6 > 0 there exists Nj > 0 such that [, |gn —
gldm < ¢ for all N > Nj. We apply the Birkhoff Ergodic Theorem to the functions
lgn — gl - 1o, and [gn — g| - Lae. Using (2.4.30) gives that for m-a.e. w € Q and all
N > max(Ns, Nj) sufficiently large (so that the Birkhoff error is less than d, noting that N
depends on w) we have

1 N—-1
" lgx(o'w) - glo'w)]
=0

F

|gn(0'w) — Q(in)‘lﬂg(aiw)

==

N-1
1 . . .
=N Z g (0'w) = g(o'w)[1os(0'w) +
i=0

I
o

<0+ ng—g|dm—|—(5§25+/\gN—g]dm<3(5.
Qg Q
As this holds for every ¢ > 0, we must in fact have that
=0

lim
N—oo

N 2 9v(e) ~Ely)

as desired. O

Step 3: Estimating ¢").
In this step we construct estimates of ¢(!) that are required to apply Lemma 2.4.6.
In preparation for the first use of Lemma 2.4.6 we recall that

New,EN,nAw,EN _ New,aN,n,uw,O(Hw,EN) _ ew,EN,n(tw + fw,N)
)\w,OVU*"w,sN(qSU*"w,O) VU*"w,aN (¢U*"w,0) Va*”w,eN <¢0*"w,0)

where limy_,o § v = 0 for a.e. w and |, nv| < W by (S). We also set g,gl)(w) = Ou0ntw,

1
9\ (W) =

Y

where
n—1 1 n—1
k (K
(2.4.31) booni=1-3 ()\fjf(lw)w’o) ¢®=1-3" .
k=0 k=0
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106 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

By Lemma 2.3.8 and (C8) we see that 0 < qu(Jk()], ¢¥ . <1 for each k, N, and m-a.e. w.
Thus, (C8) and the Dominated Convergence Theorem imply that limy o ||qw iy qfﬁ%“l =
0. From (2.4.23) we have that

n—1 k

_ o~ kw0 4
R D SIS v e

and thus that 6,5 € [0, 1] and Openyn < 1 for each n and m-a.e. w. Using (2.4.10) and
the fact that *«.0/x,., > 1 (by Remark 2.3.2), we have that

)\n_(ln 1) ol CiE "
ewa nzl nU—MO (ji;k) 21_(1+1—N) .
o )\O' (1" Dw,en kZO - Cl - EN

For fixed n, again we apply Dominated Convergence to get that

(2433) ]\}1—r>n Hew en,m ew,o,nHl =0.

Using Lemma 2.4.4 and (S) we see that g](\})n,gfl) € L'(m) for each N, n.
Referring to the first term in the Y-sum in (2.4.28), we may now apply Lemma 2.4.6 to
conclude that

N1 0 AL | N
clw,en nBoiwen _ ~ Z gﬁ,)n(aiw) N / gfll)(w) dm(W) = / ew,O,ntw dm(w)>
1=0 @ ¢

0 Aaiw,OVa*"“w,aN (Qba*"“w,o)

as N — oo for each n and m-a.e. w.

Step 4: Estimating ¢®. We now perform a similar analysis to the previous step to
control the terms in the sum (2.4.28) corresponding to #’. Again in preparation for applying
Lemma 2.4.6, recall that

(2) ) Nec/u ENST

/\w,OVU*"w,sN (Qba*”w,())

and set g\ (w) = 0 for each n. Using (2.4.24), (2.4.6), (2.4.9), and (C7’), for sufficiently
large N we have

9:,,; EN,T = ZA —kwo o —kw,0 — )\g—kwg)l/aw,O((Ew,O - ‘C )(‘Co' ke 5)(¢U—’“w,0))

C: C w ~
S 2 3 0 Z /\ o—Fkw 0 )‘ —kw,O(ta—kw + 50’"%.),N)) Vw0 <1Hw,sN‘Cff*kw,€N¢U_kaO>

k=1
CoC3hu0 5
< T (ta—kw + ga_kw,N)VUJ,O(HwﬁN)||‘CI;*’%J,5N
k=1
CoC3Awo  Cs(tw + Eun) 5
< 2 ]i)[ 2. 3( N ) (ta—kw + ga_kw,N) ||‘C§*kw,gN

k=1
Using Lemma 2.4.4, (C5’), and (C4’) we note that

H‘CU kngqu*kw,OHOOM = HV kwsN((bU ka)(bweN _'_Qo' kng(bo*kw,O”oo,w
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2.4. QUENCHED EXTREME VALUE LAW 107

< ||C‘5NC2 + C¢002a(k>||00,w
(2434) S CQCgN + CQCd)OOé.
Finally, we have for N sufficiently large and by (S)

NCyC3Mun(CaCly + CoCsy@)  Cs(ty + un) o
N)\W,OVU*"LU,EN (¢a*"w,0) N

(tofkw + gafkw,N) .
k=1

Integrability of g](\?)n follows from the the fact that t € L>(m) and |¢, y| < W, for almost

(2 )

all w. Moreover by (S), for each n we have that g, — 0 almost everywhere as N — oo.

By dominated convergence we have again that th_m I gNm — gn Hl — 0 for each n.

Referring to YLS?E)N,L in (2.4.26), we may now apply Lemma 2.4.6 to conclude that

N—-1 /

eaiws n 1 = .
)~ v 2 a0 = / g2 (w) dm(w) = 0,
i=0 Q

-0 )‘aiw,OVU*"“w,sN ((bcr*"“w,()

i
asN—>ooforeachnandae w.

Step 5: Estimating ¢®). We repeat a similar analysis to control the terms in the sum
(2.4.28) corresponding to 9” ) Agaln in preparation for applying Lemma 2.4.6, recall that

Ne(’/j JEN T
dan(w) = 5 -

w,OVU*"w,EN (QSJ*”LU,O) .

We begin developing an upper bound for |g](\‘;’7)n\. Using (2.4.25), (C2), (C47), and (CT7") we
have for sufficiently large N that

|0(Z6N nl = Vowo(Luo(lm, ey %o "ws(¢0’ nw0)))
= M0V, 0(La, . @iy ey Pom0)
< )\w,ol/w,o( wsN)Hannng o ”wOHoow
< Xo0Yu,0(Huen )Coo | 0o—n0 08, - ()
< Aw.0Cs,C2C30(n) 0 (Hu e )
_ >‘w00¢0020304(”)(t +&un)

Therefore, using Lemma 2.4.4

< N)\w700¢0020304(n) (tw + éw,N)

~(3)
< _.
9N (W)] < Mooty roen (G rnn)) = Cey CpC2C30(n) (e + EuN) =2 G (W)

We set g, ( ) = Cy,CoCs0(n)t,,. Integrability of g g and 3t follows from (S) and the fact

t € L>*(m) and |€, y| < W, for almost all w. Slmllarly, (recalling that C., — 1 as N — oo

3) ~(3)

by Lemma 2.4.4) for each n, gy, — gn  almost everywhere as N — oo. For the same

(3)

reasons by (S) and dominated convergence we also have that limy_, || g,(f’)||1 — 0

for each n.
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108 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

Referring to YW(?E)N,n in (2.4.26), we may now apply Lemma 2.4.6 to §](\?;7)n and §7(13) to

conclude that
| N2
NZgﬁ)ﬂ(aw < Zg (0'w —>/ §¥(w) dm(w) = C’¢00203a(n)/tw dm(w)
=0 Q

as N — oo for each n and a.e. w.
Step 6: Finishing up. Recall from (2.4.3) that
N

A
(24.1) = 255 (U (1) + vorvuo (@D, (1)) -

Using (C4’) and Lemma 2.4.4 we see that limy e (Vuey (1) + vong o (Q., (1)) = 1 for
m-a.e. w € Q. By (2.4.29) and Steps 3, 4, and 5 we see that for any n

N—1 N-1 2
: 1 1) i @) /i 3) /i Y i enm
2uh36xp |~ > (9 (0" ’ w)) D e ma
(2rh m( N 2 (dhnle') own (o) +own(o) ) Jow { =3 520

=0

EN
N-1 Y24
' (3 i o'w,EN,N
f&l&exp( 12 (st + a0 >—95v?n<“”’>)exp <_§2<1 —‘ZP)’

where 0 <y < Ygig, cp - We now treat the Taylor remainder terms. From Steps 3, 4, and
5 for all N sufficiently large we have and for almost all w:

(2.4.36) |9N | < Cop(t]oo + W),
Csn(|t]eo + W)?

(2.4.37) 9D < CLyChCy(CoChy + CoCyar) - 5n(] |N+ ) ’
(2.4.38) ] < GW), = Cuy CaCha([t]o + W),
Further,

N-1 y2 N-1 2 N-1

alws olw,en,n aws n/N)

(2.4.39) N’ ENS NS :

; 2 y ; 2(1 B YUinN n i=0 2 - 0 w,eN,n/N))z

where Gy, oy n 1= g](\,)n —1—91(3)” +g]({?)n Using the bounds (2.4.36)—(2.4.38) we see that (2.4.39)
approaches 0 for almost all w for each n as N — o0. Therefore, combining the expressions
developed in Steps 3, 4, and 5 for the N — oo limits with (2.4.35) we have

)\N
exp <_/9w,0,ntw dm(w)> < lim ;NEN < exp (— / 0oty dm(w) + CoC3C s, a(n) / tw dm(w)) .
Q 0 ;

N—o0 w,0

Recalling the definitions of 6,0, (2.4.31) and 6,0 (2.1.20) and the fact that 0 < 6,9, <1
(by (2.3.11)), we may use dominated convergence to take the n — oo limit to obtain

/\N
— [ 0,0t d < i LEN L — [ 6,0t d ,
exp (= [ ot dme)) < Jim S <ex (= [ ot amo))
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2.4. QUENCHED EXTREME VALUE LAW 109

thus completing the proof that

)\N
lim v, (XynN_1ey) = lim )‘:’;N = exp (—/twﬁw,o dm(w)).
Q

N—oo N—o0
w,0

To see that impy oo f1e.0 (Xw N—1,y) Is also equal to this value, we simply recall that (2.4.4)
gives that
N

AUJ
:U“w,o(Xw,N—LEN) = )\]’\tfs;\f (UW,EN (wa,O) + VsNw,o (Qc];.)v,aN (¢w,0)>) .
Now since (C4") and Lemma 2.4.4 together give that

]\}l—{noo (Vw7aN (¢w70) + VgNw,0 <Q£5N(¢W’O))) =1

for m-a.e. w € €2, we must in fact have that

)\N
lHm g0 (XwN—1ey) = lim ;TEN = exp (— / twbu 0 dm(w)) ,
Q

N—oo N—o0
w,0

which completes the proof of Theorem 2.4.5.
O

2.4.2. The relationship between condition (0.0.5) and the Hiisler condition.
We now return to the discussion initiated in the Introduction to compare our assumption
(0.0.5) for the thresholds z, y with the Hiisler type condition (0.0.4). We show that in the
more general situation considered in our paper with random boundary level ¢, the limit
(0.0.4) will follow from the simpler assumption (0.0.5), provided we replace ¢ in (0.0.4) with
the expectation of t,,.

Recall our assumption for the choice of the thresholds (S) is g 0(hw(x) > 2zyn) =
(tw + &un)/N, where &, y goes to zero almost surely when N — oo and &, vy < W for a.e.
w. It is immediate to see by dominated convergence that:

(2.4.40) lim / INpi.o(hy(x) > 24 N) — to| dm(w) = 0.
Q

N—oo

Applying our non-standard ergodic Lemma 2.4.6 with gn(w) := Npy o(ho(z) > 2, n) and
g(w) := 1, one may transform the sum in (0.0.4) as follows:

N-—1
) 1 »
B, 7 3 Vo) > ) = |t dme.

which is the condition (0.0.4) with ¢ replaced by the expectation of t,,.

2.4.3. Hitting time statistics. It is well known that in the deterministic setting
there is a close relationship between extreme value theory and the statistics of first hitting
time, see for instance |36, 55|. We now show how our Theorem 2.4.5, with a slight modifi-
cation, can be interpreted in terms of a suitable definition of (quenched) first hitting time
distribution. Let us consider as in the previous sections, a sequence of small random holes
Hun = {Hyiyey }j>0, and define the first random hitting time as

Topton (@) =nf{k > 1,T5(x) € Hye

o w,aN}'
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110 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

We recall that the usual statistics of hitting times is written in the form g0 (7w, v > t)
for nonnegative values of t. Since the sets H,j, ., have measure tending to zero when
N — 00, and therefore the first hitting times could eventually grow to infinity, one needs
a rescaling in order to get a meaningful limit distribution. This is achieved in the next
Proposition. In our current setting, condition (S) reads: fu,o0(Hyey) = %, with
limy o0 & v = 0 for ae. w and €, y| < W for a.e. w and all N > 1.

PROPOSITION 2.4.7. If our random open system (2, m, o, Jo, T, B, Lo, Vo, o, H:) satis-
fies the assumptions of Theorem 2.4.5 with the sequence H,, ., verifying condition (S), then
the first random hitting time satisfies the limit, for w m-a.e.

(2.4.41) ]\}1_1}1 10 (oot Hao0(Huen) > to,) = exp <—/ tw9w,0dm) .
o0 Q

PROOF. For N > 1 the event,
(2.4.42) {Tomon >Ny ={rc I,T,(z) € H;

OW,ENT *

TN (x) € Hon, o}
is also equal to
T, ' (x € Lz e H, . . Tyo(x) € HS

owEN) L OW o 7Taj\4{.)_1(l'> S Hcin,z-:N) :
Then, by equivariance of 1y we obtain the link between the statistics of hitting time and

extreme value theory:

100 (Tul2AA3)N) = pioo (T5 (eI a e HE, ., Tho(z) € HE

ow,EN? T oW

= flowp (z € HS Tyu(x) € HS

Ow,EeN) T OW O“W,ENT "
(2444) — Mo’w,O(XUUJ,N—l,ch)'

In order to rescale the eventually growing first random hitting times, we invoke the
condition (S); by substituting N = (¢, + &u.n)/two(Heey) in the LHS of (2.4.43) we have

2&),8]\] 7

2went 7Té\afuil(x) € HgNw,sN))
T @) € Hong, )

(2445) Hw,0 (Tw,'Hw,N > N) = Hw,0 (Tw,Hw?Nﬂw,O(Hw,aN) > tw + fw,N) .
Our final preparation before applying Theorem 2.4.5 is to show that
(2.4.46)

|Nw,0 (Tw,Hw,NﬂwD(Hw,sN) > tw + gw,N) - /flw,O (Tw,HwyN/JJw,O(Hw,eN) > tw) ’ — 07 N — oo.

Since by a standard trick, see for instance eq. 5.3.6 in [55],
| e
{Tw,Hu,NUw,O(Hw,EN) > tw}\{Tw,Hw,Nﬂw,O(Hw,EN) >t, + éw,N} C U Tw_j<H0'jw,5N)
j:’V“w,O(%;WﬁN)—‘
we have by equivariance
| e
|/va,0 (Tw,Hw,N/va,O(Hw,eN) >t, + gw,N) —Hw,0 (Tw,Hw,NNwﬁ(Hw,sN) > tw) | < Z ,uafw,0<Hajw,N)'

tw

7= [7;@,0@%%)}
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2.5. QUENCHED THERMODYNAMIC FORMALISM FOR RANDOM OPEN INTERVAL MAPS VIA PERTURBATION
For N large enough:
tw+€w,n
Pew,0(Hw,epn)
Z ,Uajw,O(Hajw,N) < ’V

s tw
J= Hw,O(Hw,EN>

ol T M 0V o ¥ e s W
,uw,O(Hw,aN) N o tw - |€w,N‘ N ’

which goes to zero by (S). Recalling ¢, > 0 for a.e. w, the final expression above goes to
zero as N — oo for w m-a.e.

Using (2.4.44)—(2.4.46) and noting that impy_ oo flow0(Xow N—1.y) IS nonrandom, ap-
plying Theorem 2.4.5 yields

(2447) lim M0 (Tqu.[u Nuwyo(vagN) > tw) = exp (- / twew,o dm) .
N—o0 ’ Q

O

2.5. Quenched thermodynamic formalism for random open interval maps via
perturbation

In this section we present an explicit class of random piecewise-monotonic interval
maps for which our Theorem 2.3.6, Corollary 2.3.9, and Theorem 2.4.5 apply. Using a
perturbative approach, we introduce a family of small random holes parameterised by € > 0
into a random closed dynamical system, and for every small ¢ we prove (i) the existence
of a unique random conformal measure {v,.} ., with fiberwise support in X, o . and
(ii) a unique random absolutely continuous invariant measure {ju, .}, ., Which satisfies
an exponential decay of correlations and is the unique relative equilibirum state for the
random open system (2, m, o, Jo, T, B, Lo, Vo, o, H:). In addition, we prove the existence
of a random absolutely continuous (with respect to v, ) conditionally invariant probability
measure {0}, ., With fiberwise support in [0, 1]\ H,, .

We now suppose that the spaces J, o = [0, 1] for each w € © and the maps T, : [0, 1] —
[0,1] are surjective, finitely-branched, piecewise monotone, nonsingular (with respect to
Lebesgue), and that there exists C' > 1 such that

(E1) esssup |1/ < C and esssup D(T,) < C,
where D(T,,) := sup,cjo 1 #71., ' (y). We let 2, denote the (finite) monotonicity partition
of T,, and for each n > 2 we let fog denote the partition of monotonicity of 77.

(MC) The map o : 2 — Q is a homeomorphism, the skew-product map 7" : Q x [0, 1] —
2 x [0, 1] is measurable, and w +— T, has countable range.

REMARK 2.5.1. Under assumption (MC), the family of transfer operator cocycles {L, - }e>0
satisfies the conditions of Theorem 17 [40] (m-continuity and o a homeomorphism). Note
that condition (MC) implies that T satisfies (M1) and the cocycle generated by L, satisfies
condition (M2).
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112 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

Recall that the variation of f:[0,1] — ]R+ on Z C [0,1] be

var su T, :
A= @5%622 F(ay00) — £y
and var(f) := varp1)(f). We let BV = BV([0, 1]) denote the set of functions on [0, 1] that
have bounded variation. Given a non-atomic and fully supported measure v (i.e. for any
nondegenerate interval J C [0,1] we have v(J) > 0) we let BV, C L*>(v) be the set of
(equivalence classes of) functions of bounded variation on [0, 1], with norm given by
Ifllsv, = inf var(f) +v(|f]).

f=f v ae.

If we require to emphasise that elements of BV, are equivalence classes, we denote these
by [f], (resp. [f]1). Note that if f € BV is a function of bounded variation, then it is
always possible to choose a representative of minimal variation from the equivalence class
[f],. We define BV C L*>°(Leb) and ||-||gy, similarly, with the measure v replaced with
Lebesgue measure. We denote the supremum norm on L>°(Leb) by ||« ||ec1- It follows from
Rychlik [60] that BV, and BV; are Banach spaces. The following proposition gives the
equivalence of the norms |- ||gv, and ||-||Bv,-

PROPOSITION 2.5.2. Given a fully supported and non-atomic measure v on [0,1] and
f € BV we have that

(/21 f vy < N fllsv. < 201 fllBv,-
PROOF. We first show that for f € BV we have
(2.5.1) [f]l, "BV =[f]; nBV.

To see this let f € [f]l, "BV. As v is a fully supported and non-atomic measure, we must
have that the set {x : f(z) # f(z)} is countable. Thus f € [f]; N BV. As Leb is also fully
supported and non-atomic the same reasoning implies that the reverse inclusion also holds,
proving (2.5.1). As a direct consequence of (2.5.1) we have that

(2.5.2) Cinf  var(f) = inf  var(f).
f=f vae. f=7f Leb a.e.

Since f is continuous everywhere except on a set of at most countably many points, letting
C denote the set of intervals of continuity for f, we have

(2.5.3) Leb[es]s inf f = mf Leb- ess inf f = mf mff mf v-ess inf f = v- eE,ss]mff
0,1 0,1

Using similar reasoning we must also have

(2.5.4) Leb-esssup f = v-esssup f.
Combining (2.5.2) and (2.5.3) we have
I fllsv, = 133{) var(f) + Leb(|f]) < 2 iy iili a.e.var( f) + Leb-ess inf | f|
= 2f finf var(f) 4+ v-essinf | f|

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



2.5. QUENCHED THERMODYNAMIC FORMALISM FOR RANDOM OPEN INTERVAL MAPS VIA PERTURBATIOS
<2 inf var(f) +v([f]) <2[flsv.-
f=f v ae.

Similarly, using (2.5.2) and (2.5.4) we have ||f||sv, < 2||f||Bv,, and thus the proof is
complete.
U

Proposition 2.5.2 will be used later to provide (non-random) equivalence of ||-|gv,_,

and |- ||sy, for each w € Q. We set J, := |T)| and define the random Perron-Frobenius
operator, acting on functions in BV

f(y)
P.(f)x) = > Tl
yeTs @)

The operator P satisfies the well-known property that
(2.5.5) / P,(f)dLeb = f dLeb

[0,1] [0,1]
for m-a.e. w € Q and all f € BV. Recall from Section 2.2 that gy = {gw,O}wEQ and that

LoolH@) = > guo)f(y), feBV.
yeTs H(z)

We assume that the weight function g, lies in BV for each w € {2 and satisfies

(E2) 55 SUp |gw.0ll001 < 00,

and

(E3) esswinf inf g, 0 > 0.

Note that (E1) and (E2) together imply

(2.5.6) esssup || Ly 01]|co1 < esssup D(T3,)||gw.o0llco1 < 00
and

(2.5.7) €SS SUP || g0/ 00,1 < 00.

We also assume a uniform covering condition” :

(E4)  For every subinterval J C [0,1] there is a k& = k(J) such that for a.e. w one has
Ti(J) =10,1].

Concerning the open system we assume that the holes H,. C [0,1] are chosen so that

assumption (A) holds. We also assume for each w €  and each ¢ > 0 that H,. is

composed of a finite union of intervals such that

(Eb) There is a uniform-in-¢ and uniform-in-w upper bound on the number of connected
components of H,, .,

2We could replace the covering condition with the assumption of a strongly contracting potential. See
[2] for details.
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114 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

and

(E6) hH(l) esssup Leb(H,.) =0,
E— w

and

(EX)  There exists an € > 0 and an open neighborhood H,,. 2 H,, . such that T,,(U,) 2
H¢,, ., where U, := Ugzez, ,Z. and Z. denotes the closure of Z. € A, . := {ZN HE .

ow,e)

Z € 2,0t withm({w € Q: #A,.>2}) >0.

REMARK 2.5.3. Assumption (EX) is satisfied for any random open system such that
each map contains at least two intervals of monotonicity, the holes are contained in the
interior of exactly one interval of monotonicity, and the image of the complement of the
hole is the full interval, i.e. T,,(H ) = [0,1]. In particular, (EX) is satisfied if there exists
a full branch outside of the hole.

Recall that condition (X) states

(X) For m-a.e. w € Q we have X, o, . # 0.

REMARK 2.5.4. Note that since (A) (i.e. Ho C H. for ¢’ < ¢) implies that X, o 2
Xuwooe for all e < e, (X) holds if there exists € > 0 such that X, o # 0 for m-a.e. w € Q.
Furthermore, since T,,(Xy 00,c) € Xow,oo,e, if Xuooe 7# 0 then X, v, oo 7# 0 for each N > 1

and ¢/ < e. As X is forward invariant we have that X, .. # 0 not only implies that
Xooe # 0, but also that X, . is infinite.

The following proposition ensures that condition (X) holds.
PROPOSITION 2.5.5. The assumption (EX) implies (X).

PROOF. In light of Remark 2.5.4, to show that (X) is satisfied, it suffices to show that
there is some ¢ > 0 such that X, o # 0 for m-a.e. w € Q.

Let Tw,Z denote the continuous extension of 7., onto Z. for each Z. € Ape, and let
me,a denote the survivor set for the open system consisting of the maps 7., and holes

H,,.. By Proposition 0.1.5 (taking V,, = [0, 1]\ H,,. and U,,; = Z. for each 1 < j < #A,,.)
we see that X, . is uncountable. Let

Dy =T,/ (Uzea,, Z\Ze).

clw,e
j=0

Since the survivor set for the original (unmodified) open system X, . C Xw,ooya\Dw, and
since D, is at most countable, we must in fact have that X, o . # 0, thus satisfying (X). O

Further, we suppose that for m-a.e. w € €2 and all £ > 0 sufficiently small
(E7) Tw(jw,E) = [07 1]
and there exists n’ > 1 and ¢, > 0 such that *

(E8) 9 - esssup [ g |loo < essinf inf inf £7.1,

w 0<e<eg

3Note that the 9 appearing in (E8) is not optimal. See Section 1.15 and [3] for how this assumption
may be improved.

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



2.5. QUENCHED THERMODYNAMIC FORMALISM FOR RANDOM OPEN INTERVAL MAPS VIA PERTURBATIOIS

where
Loc(N)@) = Loolug, @)= Y gu:W)f(y), feBV
yeT,  (z)
and gy := guolug asin Section 0.1.1.
Note that (E7) and (E3) together imply that £, 1(z) > 0 for all z € [0,1]:

(2.5.8) essinf 1£1f inf £, .1 > ess | inf inf g, o > 0,
w e<eg
and since , (E8) is equivalent to the following
(2.5.9) 9. sup esssup|/g" E)Hoo 1 < ess] inf mf inf £ 1
0<e<eg w 0<e<eo ’

REMARK 2.5.6. Note that the assumption (E7) is equivalent to there existing N’ > 1
such that for m-a.e. w € Q and all € > 0 sufficiently small

TN (Xyn—1e) = [0,1].

Indeed, since the surviving sets are forward invariant (0.1.8), we have that 7' =1 (X, yv_1.) C
AXVUN’—lw’O’6 = jolelw@? and }ChllS7

[07 1] = Toy,(XW,N/*l,E) 2 TaNl—1w<‘70N/—1w,a>'

For each n € N and w € ) we let bcfu%) be the collection of all finite partitions of [0, 1]

such that
(2.5.10) vary, (9.70) < 2llgl% 11
for each A = {A;} € %76 Given A € szu% ,let ZU2(A) be the coarsest partition amongst

all those finer than A and Z( o such that all elements of Zwa(A) are either disjoint from
Xuwn—1,e or contained in X, 1.

REMARK 2.5.7. Note that if vary(g,o) < 2||g ||001 for each Z € Zo(dng then we can
take the partition A = ng Furthermore, the 2 above can be replaced by some & > 0
(depending on g, ) following the techniques of Section 1.15 and [3].

Define the subcollection

(25.11) 20, = {Z € ZUNA): 2 C Xupor ).

,€

Recalling that i) := gff}él Xom_1.. (2.5.10) implies that

(2.5.12) varz(g%)) < 2[lg5 oo

for each Z € Zo(ﬂgs We assume the following covering condition for the open system

(E9)  There exists k,(n') € N such that for m-a.e. w € Q, all ¢ > 0 sufficiently small,
and all Z € ZU(J"*)E we have The ™ )(Z ) = [0, 1], where n’ is the number coming from
(ES).

REMARK 2.5.8. Note that the uniform open covering time assumption (E9) clearly holds
if (E4) holds and if there are only finitely many maps T,,. In Remark 2.C.2 we present an
alternative assumption to (E9).
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116 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

The following lemma extends several results in [33| from the specific weight g, 0 = 1/|77|
to general weights satisfying the conditions just outlined.

LEMMA 2.5.9. Assume that a family of random piecewise-monotonic interval maps {T,,}
satisfies (E2), (E3), and (E4), as well as (ES) and (MC) for e = 0. Then (C1) and the
e =0 parts of (C2), (C3), (C4"), (C5'), and (C7°) as well as (CCM) hold. Further, v, is
fully supported, condition (C4") holds with C; = K, for some K < oo, and with a(N) =
for some v < 1.

PROOF. See Appendix 2.A. O

In what follows we consider transfer operators acting on the Banach spaces B, = BV, ,
for a.e. w € Q. The norm we will use is || - |5, = || - ||Bv,_, = var(:) + voo(| - |). As v, is
fully supported and non-atomic (Lemma 2.5.9), Proposition 2.5.2 implies that

(2.5.13) (/2 f sy, < Iflls, < 2[fllBv,
for m-a.e. w € Q and f € BV. Furthermore, applying (2.5.13) twice, we see that

(2.5.14) /D Als. < 1fll5,m. < 4S5,
for m-a.e. w € 2 and all n € Z. It follows from the proof of Proposition 2.5.2 that

(2.5.15) 1f oo = Il flloc,1

for all f € BV and m-a.e. w € Q, where || || denotes the supremum norm with respect
to 1,0. From (2.5.13) we see that (B) is clearly satisfied.

From Lemma 2.5.9 we have that A\, ¢ := Vs 0(Lwol) and thus we may update (2.5.8)
to get
(2.5.16) essinf o > essinf inf inf £7,1 > essinf inf g’y > 0.

w e<eo

Note that since the conditions (B), (X), and (CCM) have been verified and we have assumed
(A) and (MC), we see that (Q,m,o,[0,1],T,BV, Ly, ¢po, H.) forms a random open system
as defined in Section 0.1.1 for all € > 0 sufficiently small. We now use hyperbolicity of the
¢ = 0 transfer operator cocycle to guarantee that we have hyperbolic cocycles for small

e > 0, which will yield (C2), (C3), (C4"), (C5), (C6), and (C7’) for small positive e.

LEMMA 2.5.10. Assume that the conditions (E1)-(E9) hold for the random open system
(Q,m,0,[0,1],T,BVy, Lo, vy, po, He). Then for sufficiently small ¢ > 0, conditions (C2),
(C3), (C47), (C57), (C6), and (CT’) hold. Furthermore, the functionals v, . € BV} can be
identified with non-atomic Borel measures.

PROOF. For each w and ¢ > 0 we define £,,. := A, 0Lw,c; note that Lo = Lo Our

strategy is to apply Theorem 4.8 [22], to conclude that for small ¢ the cocycles {£, .}
are uniformly hyperbolic when considered as cocycles on the Banach space (BVy, | - [|sv,)-
Because of (2.5.13), we will conclude the existence of a uniformly hyperbolic splitting in
| - |5, for a.e. w.

First, we note that Theorem 4.8 |22| assumes that the Banach space on which the
transfer operator cocycle acts is separable. A careful check of the proof of Theorem 4.8
[22] shows that it holds for the Banach space (BVy, ||-||gv,) under the alternative condition
(MC) (see Appendix 2.B). To apply Theorem A [22] we require, in our notation, that:

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque
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A

(1) L, is a hyperbolic transfer operator cocycle on BV; with norm || - ||gy, and a
one-dimensional leading Oseledets space (see Definition 3.1 [22]), and slow and
fast growth rates 0 < v < I, respectively. We will construct v and I' shortly.

(2) The family of cocycles {£,, . }o<e<e, Satisfy a uniform LasotaYorke inequality

ILE fllsv, < Aa®|| fllsv, + B¥(| £l

fora.e. wand 0 <e < gy, wherea <y <I'< B.

Lo — Lyc||| =0, where [|-]| is the BV — L'(Leb) triple norm.

(3) lim,._,gesssup,

By Lemma 2.5.9 we obtain a unique measurable family of equivariant functions {¢. o}
satisfying (C7’) and (C5’) for ¢ = 0. We have the equivariant splitting span{¢,. o} & Vi,
where V, = {f € BVy : v,0(f) = 0}. We claim that this splitting is hyperbolic in the sense
of Definition 3.1 [22]; this will yield item (1) above. To show this, we verify conditions
(H1)—(H3) in [22]. In our setting, Condition (H1) [22] requires the norm of the projection
onto the top space spanned by ¢, o, along the annihilator of v, o, to be uniformly bounded
in w. This is true because this projection acting on f € BV; is v, o(f)dwo and therefore

[Vo.0(f)PwollBy, < esssup [[@uollBy, - vwo(f) < 2esssup [[guollBy, - [/ lIBv )
using (C5’) and equivalence of || - ||gy, and || - ||z, (2.5.13). Next, we define

!
v 9esssup, [lgl [l

= : — <1
essinf, inf.>oinf L7 1

« )

which is possible by (E8). Condition (H2) requires ||£AZ7OQSW70||BV1 > CT"||¢pw0l|Bv, for some
C>0,T>0,all n and a.e. w. By (C7’) one has

1£5 00w0llBv, = l|éomwollv, = essinf inf ¢onuo > 0,

and thus we obtain (H2) with C' = T' = 1. Condition (H3) requires ||£Afj70|vw||]3\/1 < Ky
for some K < 0o, a« < v < 1, all n and a.e. w. This is provided by the ¢ = 0 part of
(C4")—specifically the stronger exponential version guaranteed by Lemma 2.5.9—and the
equivalence of | - gy, and || - ||5,.,,-

For item (2) we begin with the Lasota—Yorke inequality for var(-) and v, (|- |) provided
by the final line of the proof of Lemma 2.C.1 (equation (2.C.7)). Dividing through by Z:O

we obtain
An' 9 gg?/) 00,1 8 gc(uT,L/) 00,1
() < Wty o o Sl
B
’ Oén,
(2.5.17) < a"var(f)+ voo(lf1),

min o0, (4 Yoo(Z)

noting that essinf, min Z) > 0 since the uniform open covering assumption

zez). () Vol
(E9) together with (E3) and (2.5.16) imply that and equivariance of the backward adjoint
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118 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

cocycle together imply that for Z € Zf,";)a we have

. ko(n')
ko(n' -1 ko(n' inf gw,O
(2.5.18) Vio(Z) = Vahot')0 ((Aw,(() )> £l )12) Z TR 0.
w,0

As the holes H,, . are composed of finite unions of disjoint intervals, assumption (E6) implies
that the radii of each of these intervals must go to zero as ¢ — 0. Thus, using (E6) together
with the fact that v, is fully supported and non-atomic, we see that (C6) must hold.

We construct a uniform Lasota—Yorke inequality for all n in the usual way by using
blocks of length jn’; we write this as

(2.5.19) V&Y(ﬁzjgf) < Aja"var(f) + Ajv,0(]f])
for some A; > . We now wish to convert this to an inequality
(2.5.20) var(L . f) < Ajavar(f) + (A)"(| f]hr.

In light of (E2), (2.5.16), (E1), and (2.5.5), we see that there is a constant B so that for
m-a.e. w € {2 we have

221 = () [ ]S 0K f) dLeb)

0.1
(0,11 yGTw_nlw

() 7'y
g—”g‘“’o X‘;’, o / > —g’;(;y) dLeb(x)
w,0 [0,1] yGTw_n/(ﬂ?) Jo (y)

() 1)
_ 90 e Tleon u o1 / P f)‘ dLeb(z)
)\w,O [0,1]
1980 TE e
T Ao
Using the non-atomicicty of v, o from (CCM) (shown in (2.5.9)) and the fact that var(|f|) <

var(f), we may apply Lemma 5.2 [12] to v, to obtain that for each ¢ > 0, thereis a B, < 0o
such that v, o(|f]) < (var(f) + B¢/ f]l1. Now using (2.5.19) we see that

£ fllsv, = var(L] f) + 1L (£l
< Aja™var(f) + ASvo(|f]) + B fll1
< (A" + AyQ)var(f) + (B" + A3 Bo) | f
< (A" + A0 fllBv, + (B™ + A3 (B = ¢) — Ara™)) || f]1-

Selecting ¢ sufficiently small and n” sufficiently large so that C'(a™ + ) < 1 we again (by
proceeding in blocks of n”) arrive at a uniform Lasota—Yorke inequality of the form (2.5.20)

11l < B[ 1l

for all n > 0.
For item (3) we note that
‘ f’w,O - ﬁw,a ‘= sup ”(f’w,o - ﬁw,a)f”l = Sup ||ﬁw70(f1Hw,e)”1 < ”f’w,O(le,s)Hl

lfllBv,=1 Il fllBv, =1
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b [ Y o) ()] dLeb

Oy et ()

||gw OJwHoo 1 / 1Hw5<y)
< = ——=—~ 1 dLeb(x
A0 [0,1] Z Jo(y) @)

yeTs (x)

ng OJwHool /
= : : Pw(le s)
A0 [0,1] | ’

dLeb(x)

w JUJ oo
< esssup Hg’i\¢ -esssup Leb(H,, ).
w w,0 w

Because (E2), (E1) and (2.5.16) imply esssup,, l9«.0/lle1/x, , < 0o, and since (E6) implies
that lim._,o esssup,, Leb(H, ) = 0, we obtain item (3).

We may now apply Theorem 4.8 [22] to conclude that given § > 0 there is an g9 > 0
such that for all ¢ < gy the cocycle generated by L. is hyperbolic, with

(i) the existence of an equivariant family gbw . € BV with esssup, ||gz5w c—PuwollBy, <9,

(ii) existence of corresponding Lyapunov multipliers Ao satistying [A,. — 1] < 6,
(iii) operators Q. satisfying ||(Qu.)"|lsv, < K'(7+ )", where 7 is the decay rate for

Qw0 from the proof of Lemma 2.5.9.

To obtain an ﬁz,g—equivariant family of linear functionals 7, . € BV} we apply Corollary 2.5
[32]. Using the one-dimensionality of the leading Oseledets space for the forward cocycle,
this result shows that the leading Oseledets space for the backward adjoint cocycle is also
one-dimensional. This leading Oseledets space is spanned by some 7, . € BV, satisfying

Do e(Lose(f)) = Voo el o ( f) for Lyapunov multipliers 9,,.. By Lemma 2.6 [32] we may

scale the 7, . so that uwg((bw :) = 1 for a.e. w. We show that in fact 19%8 = )\w,g m-a.e.
Indeed,

1= ﬁaw@(éaw,a) = ﬁaw,a(ﬁw,aqgw,a/j\w,a) = ('ng,a/j\w,a)ﬁw@(qgw@) = r&w,a/j\w,a-
Note that £, = \yoLw., and we now define ¢, ., A\oc, Que, and v, by the following:

1 YA
Pue = m ¢w = Vioe () 1= V0,0(Pue) Ve (f),
)\wa _ /\w V0w0(¢aw5))\we’ e — w0(¢ws) e
7 ’ Vy 0(¢w 5) 7 Q 7 (f) Vow 0(¢ow E)Q (f)

Clearly all of the properties of (C2) and (C3) are now satisfied except for the log-integrability
of A\, in (C2). To demonstrate this last point, we note that by uniform hyperbolicity of
the perturbed cocycles, A, _ are uniformly bounded below and are therefore log-integrable.
Since

’1 — Vw,O(QZBw,s)’ - |Vw,0(¢w,0) - Vw,O((Zgw,sﬂ S ||¢Ew,s - ¢w,0||BV1 < 57

the A, . are uniformly small perturbations of the 5\w75, and since A, o is log-integrable by
(E2) and (2.5.16), we must therefore have that the log integrability condition on A, . in

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



120 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

(C2) is satisfied. Point (i) above, combined with the e = 0 part of (C5’) (resp. (C7)) and
the uniform estimate for |1 — yw70(¢2w75)], immediately yields the € > 0 part of (C5) (resp.
(C7")). Point (iii) above combined with the same estimates also ensures that the norm of
Q% |l decays exponentially fast, uniformly in w and ¢, satisfying the stronger expo-
nential version of (C4’). In fact point (iii) implies the stronger statement that ||QF [/sv,
decays exponentially fast, uniformly in w and €.

Finally we show that v,,. : C°([0, 1]) — C is a positive linear functional with v, .(f) € R
if f is real. From this fact it will follow by Riesz-Markov (e.g. Theorem A.3.11 [65]) that v, .
can be identified with a real finite Borel measure on [0,1]. By linearity we may consider
the two cases: (i) f = ¢, > 0 (the generator of the leading Oseledets space) and (ii)
f € F,., where F,. is the Oseledets space complementary to span{¢, .}. In case (i)
Vpe(dwe) =1 > 0. In case (ii), Lemma 2.6 [32] implies v, .(f) = 0. In summary we see
that v, . is positive. O

REMARK 2.5.11. As we have just shown that assumptions (C1), (C2), (C3), (C4"),
(C57), (C6), (CT") (Lemmas 2.5.9 and 2.5.10), we see that Proposition 2.3.3 holds as well as
Theorem 2.3.6 for the random open system (£2,m, o, [0,1],T, BV, Lo, vy, ¢, H:) under the
additional assumption of (C8). In light of Remark 2.4.3, if we assume (S) in addition to
(C8) then both Corollary 2.3.9 and Theorem 2.4.5 apply.

The following theorem is the main result of this section and elaborates on the dynamical
significance of the perturbed objects produced in Lemma 2.5.10.

THEOREM 2.5.12. Suppose (2, m,0,[0,1],T, B, Lq, vy, o, H:) is a random open system
and that the assumptions of Lemma 2.5.10 hold. Then there exists eg > 0 sufficiently small
such that for every 0 < e < g9 we have the following:

(1) There exists a unique random probability measure (. = {(uc} cq on [0,1] such
that, for e >0, (¢ s supported in X, o and

Cow,a (»Cw,ef> - Pw,an,e(f),
for m-a.e. w € Q) and each f € BV, where

Puwe = Cow,s (Ew,sl) .

Furthermore, for e =0 we have (o = Vo and p,o = Ao and for e > 0 we have
that C’fl < pue < Cy for m-a.e. w € €.

(2) There exists a measurable function . : Q x [0,1] — (0, 00) such that (, (V) =1
and

£w7£ww7a = pw,awow,a

for m-a.e. w € Q). Moreover, . is unique modulo (., and there exists C' > 1 such
that C~' <, . < C for m-a.e. w € Q. Furthermore, for m-a.e. w € Q we have
that pue = Puo = Awpo and Yy e — Yo = Puo (in By) as e — 0, where ¢, and
Ao are defined in Lemma 2.5.9.
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(8) The random measure pie = { e := Y elueteq 8 a T-invariant and ergodic ran-
dom probability measure whose fiberwise support, for e > 0, is contained in X, o ¢
Furthermore, . is the unique relative equilibrium state, i.e.

/ log pu,.e dm(w) =: EP:(log go) = hy, (T) + / log godp- = sup (hne(T)Jr / log go dne>,
Q Jo nsepﬁ;(%) Jo
where hy,_ (T') is the entropy of the measure 0., EP.(log go) is the expected pressure
of the weight function go = {guw0},cq, and ngn(jo) denotes the collection of T-
invariant random probability measures n. on Jy whose disintegration {n, tweq
satisfies Ny (Hye) = 0 for m-a.e. w € Q. Furthermore, lim._,o EP-(log go) =
EPy(log go) := [, log Ay dm.

(4) For e > 0, let 0. = {0uwc} cq be the random probability measure with fiberwise
support in [0, 1]\ H, . whose disintegrations are given by

Vy,0 <1Hf,,€¢w,af>

Vw,() (1H&E¢w,e)

for all f € BV. o,. is the unique random conditionally invariant probability

measure that is absolutely continuous (with respect to {v. o}, cq) with density of
bounded variation.

Qw@(f) =

(5) For each f € BV there exists D > 0 and k. € (0,1) such that for m-a.e. w € Q
and all n € N we have

n \—1 »An n
|| (po.J,s) ‘Cw,sf - Cw,E(f)wU"WﬁHBanw S 'DHfHBwIiE‘
Furthermore, for all A € 8 and f € BV we have
V00 (T, (A) | Xiome) = onwe(A)| < DL,
and

Qw,e (lew,n,g)
QUJ,E(XLU,’VL,E)

In addition, we have lim._,g k. = Ko, where kg is defined in Lemma 2.5.9.

- :uw,s(f) < DHfHBw’%?

(6) There exists C > 0 such that for every f,h € BV, every n € N sufficiently large,
and for m-a.e. w € ) we have

e ((f 0 TZ) h) = pronae () o (M)] < Cllflloo [ ol] 557

PROOF. First we note that the claims of items (1) — (3) and (5) — (6) above for e =0
follow immediately from Lemma 2.5.9. Now we are left to prove each of the claims for

e > 0.
Claims (1) — (3) follow from Lemma 2.5.10 with the scaling:
L L Vw,s(f) L Vw,s(:L)
ww,s = Vw,a(¢w,5)¢w,s> Cw,s(f) = wa(l)a Pwe ‘= Vg-w,g.;(l) )\w,s-
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122 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

The uniform boundedness on p,, . and 1), . follows from the uniform boundedness on A, .
and ¢, . coming from Lemma 2.5.10. The fact that j. is the unique relative equilibrium
state follows similarly to the proof of Theorem 2.23 in [3] (see also Remark 2.24, Lemma
12.2 and Lemma 12.3). The claim that supp((,.) € X, . follows similarly to Lemma
1.10.11. Noting that || f|lccw = [|fllec,1 for f € BV by the proof of Proposition 2.5.2, we
now proof Claims (4) — (6).

Claim (4) follows from Lemma 1.2.5 and the uniqueness of the density ¢, . € BV.

The first item of Claim (5) follows from Lemma 2.5.10 and the remaining items are
proved similarly to Corollary 1.11.8.

Claim (6) follows from Claim (5) and is proven in Appendix 2.D. O

REMARK 2.5.13. If one considers a two-sided (bi-infinite) sequential analogue of random
open systems, then because Theorem 4.8 [22] also applies to two-sided sequential systems,
one could prove similar results to items (1), (2), (4), (5), and (6) of Theorem 2.5.12.

2.6. Limit theorems

In this section we prove a few limit theorems for the closed systems discussed in Sec-
tion 2.5 (2, m, 0, [0,1], T, BV, Ly, 19, o). We will in fact show that such systems are admis-
sible in the sense of [32|. This will allow us to adapt to our setting the spectral approach a la
Nagaev-Guivarc’h developed in [32] and get a quenched central limit theorem, a quenched
large deviation theorem and a quenched local central limit theorem. We will also present an
alternative approach based on martingale techniques [33, 1, 34|, which produces an almost
sure invariance principle (ASIP) for the random measure po = {ftw0},cq- Moreover, the
ASIP implies that g satisfies the central limit theorem as well as the law of the iterated
logarithm. The martingale approach will also give an upper bound for any (large) deviation
from the expected value and a Borel-Cantelli dynamical lemma. At the moment we could
not extend the previous limit theorems to the open systems investigated in Section 2.5.
There are a few reasons for that which concern the Banach space B, . associated to those
systems and defined by the norm: || - ||z, . = var(-) + (ue(] - |). First of all, we do not
know if the random cocycle R. = (2, m, 0, B, ., /jwf) is quasi-compact which is an essential
requirement for admissibility. Second, the results of Theorem 2.5.12 are not particularly
compatible with the Banach spaces B, ., ¢ > 0, since the inequalities of items (5) and (6)
are in terms of the norms |||« and ||-||z, which are defined modulo v, and the B, .
norm is defined via (., a measure which is supported on a v, o-null set.

2.6.1. The Nagaev-Guivarc’h approach. The paper [32] developed a general scheme
to adapt the Nagaev-Guivarc’h approach to random quenched dynamical systems, allowing
one to prove limit theorems by exploring the connection between a twisted operator cocycle
and the distribution of the Birkhoff sums. The results in [32] were confined to the geo-
metric potential |det(DT,)|™ and the associated conformal measure, Lebesgue measure.
We now show how to extend those results to the systems verifying the assumptions stated
in Section 2.5 and the results of Theorem 2.5.12, whenever ¢ = 0, that is we will consider
random closed systems for a larger class of potentials.

The starting point is to replace the linear operator L, associated to the geometric
potential and the (conformal) Lebesgue measure introduced in [32], with our operator L,

18 Oct 2022 02:26:55 PDT
221018-Vaienti Version 1 - Submitted to Asterisque



2.6. LIMIT THEOREMS 123

and the associated conformal measures v, . In particular, if we work with the normalized
operator L, := A, 0Lu,0 the results in [32] are reproducible almost verbatim with a few
precautions which we are going to explain. As before, let B, be the Banach space defined
by || - |ls, = var(-) + vwo(| - |), where the variation is defined using equivalence classes
mod-v,,o. In order to apply the theory in [32] we must show that our random cocycle is
admissible. This reduces to check two sets of properties which were listed in [32] respectively
as conditions (V1) to (V9) and conditions (CO) up to (C4). The first set of conditions
reproduces the classical properties of the total variation of a function and its relationship
with the L'(Leb) norm. We should emphasize that in our case the variation is defined using
equivalence classes mod-v,, o. It is easy to check that properties (V1, V2, V3, V5, V8, V9)
hold with respect to this variation. In particular (V3) asserts that for any f € B, we have
£l o0) < || fB,; We will refer to it in the following just as the (V3) property. Notation:
recall that given an element f € B,,, the L* norm of f with respect to the measure v, is
denoted by || f]|eow in the rest of this section.

Property (V7) is not used in the current paper; (V6) is a general density embedding
result proved in Hofbauer and Keller (Lemma 5 [45]). We elaborate on property (V4).
To obtain (V4) in our situation one needs to prove that the unit ball of B, is compactly
injected into L'(v,0). As we will see, this is used to get the quasi-compactness of the
random cocycle. The result follows easily by adapting Proposition 2.3.4 in [14] to our
conformal measure v, which is fully supported and non-atomic. We now rename the
other set of properties (C0)—(C4) in [32] as (C0) to (C4) to distinguish them from our (C)
properties stated earlier in Sections 2.3 and 2.4.

e Assumption (C0) coincides with our condition (MC).
e Condition (C1) requires us to prove in our case that

(2.6.1) 1£wofll5. < Kl fll5.,

for every f € B, and for m-a.e. w, with w-independent K. .
e Condition (C2) asks that there exists N € N and measurable &V, 3V : Q — (0, c0),
with [, log & (w)dm(w) < 0, such that for every f € B, and m-a.e. w € €,

(2.6.2) 150 f 15,n, < &N (@)IF]]5, + BY @)1l (0000)-

e Condition (C3) is the content of the first display equation in item 5 in the statement
of Theorem 2.5.12.

e Condition (C4) is only used to obtain Lemma 2.11 in [32]. There are three results
in that Lemma which we now compare with our situation. The third result is
the decay of correlations stated in item 6 of Theorem 2.5.12. The second result
is the almost-sure strictly positive lower bound for the density ¢, stated in item
2 of Theorem 2.5.12. The first result requires that esssup,cq ||Pwolls, < oo
This follows by checking that the proof of Proposition 1 in [33] works in our
current setting with the obvious modifications; we note that Proposition 1 [33]
only assumes conditions (C1) and (C3).

We are thus left with showing conditions (C1) and (C2) in our setting. We will get both at
the same time as a consequence of the following argument, which consists in adapting to our
current situation the final part of Lemma 2.C.1. Our starting point will be the inequality
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(2.C.6). Since we are working with the normalized operator cocycle Ly .00 We have to divide
the expression in (2.C.6) by A”; moreover we have to replace the measure 1, with the

equivalent conformal probability measure v, o. Therefore (2.C.6) now becomes

. 9l 8lgiolo
(2:63) (\oo)var (Layn) (900 0 T2 )) < g10u0lloow o (pyg heslloow 51
)\w,O wO UJO(Z)
where Z is an element of ZSB. Since each element of the partition ZO(J% has nonempty

interior and the measure v, charges open intervals, if we set
ﬁu(f()) = min v,0(Z) >0,
zez(")

and we take the sum over the Z € Z (”g we finally get

(2.6.4) var(£l f) <9 _”9 nH°°“var(f) lgSs Hoowv(wo(|f|).
| Ao )‘noﬁwno

Notice that condition (C2) requires that &" < 1, which in our case becomes

(n)
ess su 0w
essinf, A}

or equivalently
esssup,, || gfff{)} | o0
essinf,, inf L7} 41

which is guaranteed by (E8). We now move on to check condition (C1). From (2.6.4),
setting n = 1 we see that a sufficient condition for (C1) is

<1

?

ess sup,, |94 [loow

essinf, AL oZ..0

(2.6.6)

or equivalently

1
ess sup,, ||go(J()) l| oo

essinf,, inf £, 017,

(2.6.7)

Condition (2.6.7) is in principle checkable (n = 1) and we could assume it as a part of the
admissibility condition for our random cocycle R = (Q,m, o, By, Lo.0).

The admissibility conditions stated in [32], in particular (C2) and (C3), were sufficient
to prove the quasi-compactness of the random cocycle introduced in [32], but they rely
on another assumption, which was a part of the Banach space construction, namely that
BV, was compactly injected into L'(Leb). We saw above that the same result holds for
our Banach space B, and our measure v, . In order to prove quasi-compactness follow-
ing Lemma 2.1 in [32], we use condition (C2) with the almost-sure bound a"(w) < 1.
We must additionally prove that the top Lyapunov exponent A(R) defined by the limit
A(R) = lim,o + log |Ln olls, is not less than zero. This will follow by applying item
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5 and the bound on the density ¢, in item 2, both in Theorem 2.5.12. Since the den-
sity @y is for m-a.e. w € Q bounded from below by the constant C~!', we have that
lim sup,,_,o = 10g [|@nw 0l B,n, = limsup, . ~logC~' = 0. Now we continue as in the
proof of Theorem 3.2 in [32]. Let N be the integer for which a¥(w) < 1 w as. We
then consider the cocycle Ry generated by the map w — Efx o- 1t is easy to verify that
A(Rny) = NA(R) and the index of compactness & (see section 2.1 in [32] for the definition)
of the two cocycles also satisfies K(Ry) = Nk(R). Because [loga® (w) dm <0 < A(Ry),
Lemma 2.1 in [32] guarantees that k(Ry) < [loga” (w) dm, proving quasicompactness of
R.

As we said at the beginning of this section, we could now follow almost verbatim the
proofs in [32] by using our operators L, o and by replacing the Lebesgue measure with the
conformal measures v, o. We briefly sketch the main steps of the approach; we first define
the observable v as a measurable map v : Q x [0, 1] — R with the additional properties that
[v(w, 2)|| 1) < 00 and esssup,, ||vo]]ocw < 00, where we set v, (x) = v(w, ). Moreover
we assume v, is fibrewise centered: [ v, (z)dp,o(z) = 0, for m-a.e. w € Q. We then define
the twisted (normalized) transfer operator cocycle as:

£~f;,o(f) = L,o(e?Vf), feB,.

The link with the limit theorems is provided by the following equality which follows easily
by the duality property of the operator:

/ﬁgj,?)(f)dyanw,o = / 05nve: fdl/w 0

where £’ o = Lo, 1,00 O /jf;,o' The adaptation of Theorem 3.12 in [32] to our case,
shows that the twisted operator is quasi-compact (in B,) for € close to zero. Moreover, by
denoting with

A@®) = Tim —og || 2251,

the top Lyapunov exponent of the cocycle, the map 6 — A(f) is of class C? and strictly
convex in a neighborhood of zero. We have also the analog of Lemma 4.3 in [32], linking
the asymptotic behavior of characteristic functions associated to Birkhoff sums with A(6) :

lim — log‘/ 0Snve(z d,LLwO

n—oo N,

= A(0).

We are now ready to collect our results on a few limit theorems; we first define the variance

2 /vw( )2 dpi 0 dm—l-ZZ/vw x)) dpo dm.

We also define the aperiodicity condition by asking that for m-a.e. w € € and for every
compact interval J C R\ {0}, there exists C'(w) > 0 and p € (0,1) such that ||£Zt" <
C(w)p™, for t € J and n > 0.

THEOREM 2.6.1. Suppose that our random cocycle R = (2, m, o, B,, lpr) 15 admissible
and take the centered observable v verifying esssup, ||Vw||oow < 00. Then:
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126 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

e (Large deviations). There exists sy > 0 and a non-random function ¢ : (=, 39) —
R which is nonnegative, continuous, strictly convex, vanishing only at 0 and such
that

1
lim —log p1y 0(Snvy(+) > nx) = —c(5), for 0 < 3 < 3y, and m — a.e. w € Q.
n—oo N

e (Central limit theorem). Assume that X* > 0. Then for every bounded and
continuous function ¢ : R — R and m-a.e. w € 0, we have

lim [ ¢ (SanwTEa:)) dpto = /(;5 AN (0,%2).

e (Local central limit theorem). Suppose the aperiodicity condition holds. Then
for m-a.e. w € Q) and every bounded interval J C R, we have
s2
e 37| J|

SV o(s + Spv,(r) € J) — =0.

lim sup
n—oo scR

2.6.2. The martingale approach. The deviation result quoted above allows to con-
trol, asymptotically, deviations of order s, for s¢ in a sufficiently small bounded interval
around 0. We now show how to extend that result to any s by getting an exponential
bound on the deviation of the distribution function instead of an asymptotic expansion;
in particular our bound shows that deviation probability stays small for finite n,which is
a typical concentration property. We now derive this result since it will provide us with
the martingale that is used to obtain the ASIP. Recall that the equivariant measure p,, g is
equivalent to v, . We consider again the fibrewise centered observable v from the previous
section, and we wish to estimate

> %) .

1 n—1

E : k

Hw,0 ﬁ Ugke, © Tw
k=0

We will use the following result (Azuma, [7]): Let {M,}ien be a sequence of martingale
differences. If there is @ > 0 such that ||M;||s < a for all 4, then we have for all b € R :

n 2
Hew,0 (Z M; > nb) < e a7,

=1

If we denote F* := (T*)~}(F), we can easily prove that for a measurable map ¢ :
[0,1] — R, we have (the expectations E, will be taken with respect to p,):
L7 (N gi 00
(2.6.8) E, (¢ o THF?) = ( "lwf( 0 )> oT"
o"w,0

We now set:

M, = vgny, + Gn - Gn+1 % Ta"wu
with Gy = 0 and
EO’”UJ,O (UJ"wAU“w,O + Gn/\anw,O)

)\O'kalw,O

(2.6.9) Gt =
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2.6. LIMIT THEOREMS 127

It is easy to check that
E. (M, o TS| F3H) =0,

which means that the sequence (M,, o T") is a reversed martingale difference with respect
to the filtration F*. By iterating (2.6.9) we get

(2.6.10)

E : n J)
’CJJwO Voiw o'hu,O)a

awO

and by a telescopic trick we have

n—1 n—1
> MyoTh=> v} —GnoT].

k=0

Suppose for the moment we could bound G,, uniformly in n, but not necessarily in w, by
[|Glloow < Ci(w). Since by assumption there exists a constant Cy such that esssup,, ||vy||cow <
Cy, we have || M,||oow < C2 4 2C1(w), and by Azuma:

0 ( . ; g g) < 2exp {_8(02 +chl(w)>2"}‘

n—1
ZMkon
k=0

Therefore

=

n—1

L Zvakw o Tk

k=0

S Hew,0

n—1
1 1
>%><uw0<—§ Mkon—l——Cl(w)>%>
n £ n
12 P
<5kEOMkOT£ > 5)

2

< 2exp {_8(02 +%26’1(w))2n} 7

provided n > ng, where nq verifies £ Cy(w) < %.
In order to estimate (', we proceed in the following manner. We have

(2.6.11) 1Galloo <

chwO JJw olw O)HOOW

The multiplier A\, is bounded from above and from below w a.s. respectively by, say, U
and 1/U by conditions (C1) and item 1 Theorem 2.5.12, respectively. Then we use item 5
of Theorem 2.5.12 and property (V3) to bound the term into the sum. In conclusion we
get:

G, ||Oow§U2DCQZm” =0
7=0

We summarize this result in the following
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128 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

THEOREM 2.6.2. (Large deviations bound)
Suppose that our random cocycle R = (2, m, o, B, £~w70) 1s admissible and take the fibrewise
centered observable v satisfying esssup,, ||Vy|]oow = C2 < 00. Then there exists Cy > 0 such
that for m-a.e. w € Q and for any » > 0 :
n—1

1 272
w — _y T > <2 _ )
;h0<n;%vko y g)_ @m{ 8“&+2ayn}

provided n > ng, where ng is any integer number satisfying niOC’l <3.

We point out that whenever our random cocycle R = (2, m, o, B, Zw,O) is admissible,
we satisfy all the assumptions in the paper [33], which allows us to get the almost sure
invariance principle. We should simply replace the (conformal) Lebesgue measure with our
random conformal measure v, , and use our operators LNw,O; as we already did in Section
2.6.1 for the Nagaev-Guivarc’h approach. It is worthwhile to observe that [33] relies on the
construction of a suitable martingale, which in our case is precisely the reversed martingale
difference M,, o T} obtained above in the proof of the large deviation bound. We denote
with 2 the variance 32 = E,, (377 Ugk, © To’j)Q, where v, is a centered observable, and
with ¥? the quantity introduced above, in the statement of the central limit theorem. We
have the following:

THEOREM 2.6.3. (Almost sure invariance principle)

Suppose that our random cocycle R = (2, m, o, waéw,O) 15 admissible and consider a
centered observable v,,. Then lim,,_,o %Ei = Y2, Moreover one of the following cases hold:

(i) ¥ = 0, and this is equivalent to the existence of v € L*(o)

v=1—poT,

where T is the induced skew product map and p its invariant measure, see Definition 0.1.1.
(11) X2 > 0 and in this case for m a.e. w € Q, Vo > %, by enlarging the probability space
(X, F, pwo) if necessary, it is possible to find a sequence (By)r of independent centered
Gaussian random variables such that
k k

sup Vg, 0 T) — B;| = O(n'*1og?(n)), w0 @.5..
s (5 )= 3B = Ol og?(a).

We show in Section 2.4.47 that the distribution of the first hitting random time in
a decreasing sequence of holes follows an exponential law, see Proposition 2.4.7. We now
prove a recurrence result by giving a quantitative estimate of the asymptotic number of entry
times in a descending sequence of balls. This is known as the shrinking target problem.

PROPOSITION 2.6.4. Suppose that our random cocycle R = (Q2,m, o, B, Ew,()) 1S admis-
sible. For each w let B, g, , (p) be a descending sequence of balls centered at the point p and
with radit §gy1 0 < Ekw, such that

n—1
E,n = ZMOE,O<Bakw,£k,ka(p)) — 00 for m-a.e. w.
k=0
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2.6. LIMIT THEOREMS 129

Then for m-a.e. w and p,o-almost all x, TF(z) € Byx, (p) for infinitely many k and

7Ek,akw

1

H0<k<n:THz)e ngwgk’okw (p)} — 1.

w,n

The proposition is a simple consequence of the following Borel-Cantelli like property,

whenever we put the observable v in the theorem below as vy ,», = 1p , . ()-
T k,o‘kw

THEOREM 2.6.5. Suppose that our random cocycle R = (2, m, o, Bw,ﬁwyo) 1S admissi-
ble. Take a sequence of nonnegative observables vy, satisfying sup,, esssup,, ||vnw||s, < M.
Suppose that for m a.e. w € )

n—1
Eyp = Z/vkvgkw(a:)duggo(x) — 00, N — 00.
k=0

Then for m a.e. w € )

n—1

1
li TFz) =1
f g 2 T =1

for p, 0-almost all x.
PROOF. Let us write
2
Sw :/( Z (Uk,akw(To,jy)_/Uk,akwduaﬁ,0)> dluw,o(y)'
m<k<n

If we could prove that S, < constant ) _. <n J Uk orwditgr, o, then the result will follow by
applying Sprindzuk theorem [61]", where we identify J Uk orwditor, o with the functions g
and hy in the previous footnote. So we have

2 2
Sw :/[ Z Uk,akw(Tfy) duw,O(y) - [ Z /Uk7akwdua§,0]
m<k<n m<k<n
= Z /Uk,akw(Tfy)2duw,0+2 Z /Uz}a”‘w(Tj}y)vj,ajw(TcZy)dﬂw,O

m<k<n m<i<j<n

4We recall here the Sprindzuk theorem. Let (2, B, po) be a probability space and let ( fx)x be a sequence
of nonnegative and measurable functions on €. Moreover, let (gx)x and (hx)x be bounded sequences of real
numbers such that 0 < g < hg. Assume that there exists C' > 0 such that

/( > (fk(x)—gk)) dpo(z) <C > hy,

m<k<n m<k<n

for m < n. Then, for every € > 0 we have

Y Rl@) = D> g +0(0%(n)log”*** O(n)),

1<k<n 1<k<n

for pa.e. x € 2, where ©(n) =3, ), he.
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130 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

2
- Z |:/ Uk:,akwdluakw,():| -2 Z /Ui,aiwd,uaiw,ﬂ/vj,ajwd,uajw,o-

m<k<n m<i<j<n

We now discard the third negative piece and bound the first by Holder inequality as

Z /Ukyakw<Tfy)2d/,Lw70§ Z M/Uk’o.k:wdlu/okw’o.

m<k<n m<k<n

Then for the remaining two pieces we use the decay of correlations given in Theorem 2.21
of our paper [3|, where the observables are taken in B, and in L'(u,0). We can apply it
to our case since the two observables coincide with v,,, and the measures j, o and v, are
equivalent. We point out that this result improves the decay bound given in item (6) of
Theorem 2.5.12 where the presence of holes for ¢ > 0 forced us to use L>(v,,.) instead of
L*(v,.). Hence:

‘/Ui,aiw(Tiy)vj,crjw(Tiy)dﬂw,O _/Ui,oiwd:ua"w,o/Uj,ofwdﬂcrjw,o

In conclusion, we get

Sw < Z M/Uk,okwduakw,0+CM Z ’fji/vj,tﬂwd,uajw,()

< CM/ij_i/Uj,crjwd:uajw,O'

m<k<n m<i<j<n
<M(C+1>Z/vkkduko,
N L=r m<k<n T
which satisfies Sprindzuk. O

2.7. Examples

In this section we present explicit examples of random dynamical systems to illustrate
the quenched extremal index formula in Theorem 2.4.5. In all cases, Theorem 2.5.12 can
be applied to guarantee the existence of all objects therein for the perturbed random open
system (in brief, the thermodynamic formalism for the closed random system implies a
thermodynamic formalism for the perturbed random open system). In Examples 2.7.1-
2.7.3 we derive explicit expressions for the quenched extreme value laws.

Our examples are piecewise-monotonic interval map cocycles whose transfer operators
act on B, = BV := BV([0,1]) for a.e. w. The norm we will use is || - [[5, = || - ||lBv,_, :=
var(-) + v, 0(] - |). In Section 2.5 we noted that (B) is automatically satisfied. Lemma 2.5.9
shows that (CCM) holds under assumptions (E2), (E3), (E4), and (E8). To obtain a random
open system, in addition to (B) and (CCM) we need (MC) (implying (M1) and (M2)), (A),
and (X). Therefore, in each example we verify conditions (A), (X) (Section 0.1.1) and (MC)
and (E1)—(E9) (Section 2.5); and where required (S).

ExXAMPLE 2.7.1. Random maps and random holes centered on a non-random
fixed point (random observations with non-random maximum)

We show that nontrivial quenched extremal indices occur even for holes centered on
a non-random fixed point zy. To define a random (open) map, let (2, m) be a complete
probability space, and o : (2, m) — (€, m) be an ergodic, invertible, probability-preserving
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2.7. EXAMPLES 131

transformation. For example, one could consider an irrational rotation on the circle. Let
Q = Uj2,Q; be a countable partition of €} into measurable sets on which w — T, is
constant. This ensures that (MC) is satisfied. For each w € Q let J,0 = [0,1] and let
Ty : Jwo — JTowpo be random, with all maps fixing zp € [0,1]. The observation functions
he + Jwo — R have a unique maximum at x, for a.e. w.

To make all of the objects and calculations as simple as possible and illustrate some
of the underlying mechanisms for nontrivial extremal indices we use the following specific
family of maps {7, }:

1—-2x/(1—-1/s,), 0<z<(1-1/s,)/2;
(2.7.1) T,(x) =< swxr — (s, —1)/2, (1—=1/s,)/2<x<(141/s,)/2;
1— 2z —(1+1/s,)/(1—1/s,) (1+1/s,)/2<x<1,
where 1 < s < s, < § < 00 and s|q, is constant for each j > 1; thus (M1) holds. These
maps have three full linear branches, and therefore Lebesgue measure is preserved by all

maps 1,; i.e. pi,0 = Leb for a.e. w. The central branch has slope s, and passes through
the fixed point o = 1/2, which lies at the center of the central branch; see Figure 1. A

1

087

067

T ()

0.4r

0271

FIGURE 1. Graph of map T, with s, = 2.

specific random driving could be o : ST — S given by o(w) = w + a for some o ¢ Q and
5o = 8"+ st wforl < s < ooand 0 < st < oo, but only the ergodicity of o will be
important for us. Setting g, = 1/|1}| it is immediate that (E1), (E2), (E3), and (E4)
hold.

We select a measurable family of observation functions h : € x [0,1] — R. For a.e.
w € Q, hy, is C*, has a unique maximum at zo = 1/2, and is a locally even function about
xo. For small ey we will then have that H, ., = {x € [0,1] : hy(z) > 2z, n} is a small
neighbourhood of g, satisfying (E5) and (A). In light of Remark 2.5.3 and Proposition
2.5.5 we see that (X) holds. The corresponding cocycle of open operators L, . satisfy (MC).
Given an essentially bounded function ¢, the 2z, y are chosen to satisfy (S). Because the h,,
are C! with unique maxima and p,, ¢ is Lebesgue for all w we can make such a choice of z, y
with? &, y = 0. Furthermore, as p, ¢ is Lebesgue we have that (S) implies that assumption

5In the situation where Zw,N is constant a.e. for each N > 1, in general we cannot satisfy (S) for a
given fixed scaling function t. In the case where ¢ is also constant a.e. if A, is random but sufficiently
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132 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

(E6) is automatically satisfied. With the above choices, (E7) is clearly satisfied for n’ = 1.
To show condition (E8) with n’ = 1 we note that ||g,ollcc = (1 —1/5,)/2 < (1 —1/5)/2,
while inf £,,.1 >2-(1—1/s,)/2 > 1 —1/s. Therefore we require (1 —1/5)/2 <1 —1/s,
which by elementary rearrangement is always true for 0 < s < .S < co. Because there is a
full branch outside the branch with the hole, (E9) is satisfied with n’ = 1 and k,(n’) = 1.

At this point we have checked all of the hypotheses of Theorem 2.5.12 and we obtain
that for sufficiently small holes as defined above, the corresponding random open dynamical
system has a quenched thermodynamic formalism and quenched decay of correlations. We
note that this result does not require (S); the holes H.,, do not need to scale in any particular
way with IV, they simply need to be sufficiently small. In order to next apply Theorem
2.4.5 we do require (S) and additionally (C8).

To finish the example, we verify (C8). We claim that for each fixed £ > 0, one has
ql(ukg ~ = 0 for sufficiently sufficiently large N (sufficiently small e). If this were not the case,
there must be a positive p, o-measure set of points that (i) lie in H, -« , (ii) land outside
the sequence of holes H,— -1, ..., Hs14, for the next k — 1 iterations, and then (iii)
land in H, ., on the k™ iteration. In this example, because all H,, ., are neighbourhoods
of zy of diameter smaller than (|t|o + vn)/N, and the maps are locally expanding about
xo, for fixed k one can find a large enough N so that it is impossible to leave a small
neighbourhood of zy and return after k iterations. For k£ = 0, by definition

N Ma*lw,O(TG_}lew,sN) B Mw70(Hw7€N)
There are two cases to consider:
Case 1: H,-1,., islarger than the local preimage of H,, . ; that is, T;_llew,ENﬂHw,EN -

EN?

(272) qAa(uO?s = 'uU_lw’O( ‘;_1IWHW’EN N HU_IMEN) o /’LO'_IOJ,O( ;—11wHw,5N N Ho'—lw,EN>‘

Hy-1,, - Because of the linearity of the branch containing x(, one has ql(fz- v = 1/T! . (x0).
Case 2: H,-1,., is smaller than the local preimage of H, . ; that is, T;}lew,gN N
Hy.y D Hy-14¢y. By (2.7.2) and (S) we then have
ta—lw —IN < ~(0) < ta—lw + YN
tw + YN T e T tw —IN

and thus for such an w, limy_ o q}fg ~ = to—1,/t,. Thus, combining the two cases,

= lim ¢® = min fotw !
L0 N—oo Ten tw ’ |1c;*1w(x0)|
exists for a.e. w, verifying (C8).

Recalling that 6,9 =1 — )/, (jff[)) =1- (jo(g()], we may now apply Theorem 2.4.5 to
obtain the quenched extreme value law:

lim v,0(XyN-1cy) = €Xp (—/twﬁw’o dm(w))
Q

N—oo

close to a non-random observation h for each w, we can satisfy (S) by incorporating the error term &, n-.
This situation corresponds to a decreasing family of holes whose length fluctuates slightly in w with the
fluctuation decreasing to zero sufficiently fast. A similar situation can occur if the scaling function is a
general measurable function. These situations motivate the use of the error term &, y in condition (S).
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(273) = o (= [ (1o {5 Een] }) anc)

This formula is a generalization of the formula in Remark 8 [48], where we may create
nontrivial laws from either the random dynamics 7,,, or the random scalings t,, or both.
The following two special cases consider these mechanisms separately.

(1) Random maps, non-random scaling (t,, takes a constant value t > 0): Since |T| >
1, in this case (2.7.3) becomes

1
2.7.4 lim v, (X, Nn— =exp| —t 1—/—dmw
(2:74) oavora) = (—t 1 [ i ame)
and we see that we can interpret § =1 — [ m dm(w) as an extremal index.

N—oo

(2) Fized map, random scaling: Suppose T,, = T'; then we may replace T (zq) with
T'(xo) in (2.7.3), and we see we the extremal index depends on the choice of
random scalings t,, alone; of course the thresholds z, x depend on the chosen ¢,,.

Similar results could be obtained with the T, possessing nonlinear branches. The argu-
ments above can also be extended to the case where xg is a periodic point of prime period
p for all maps; the formula (2.7.3) now includes (77)'(zo) and ¢y, 510, - - ty—-1),. If the
scaling t,, = t is non-random, one would simply replace T (z¢) in (2.7.4) with (T?) ().

We recall that for deterministic 7' (including non-uniformly hyperbolic maps), the ex-
tremal index enjoys a dichotomy, in the sense that it is equal to 1 when a single hole H,
shrinks to an aperiodic point, and it is strictly smaller than 1 when the hole shrinks to a
periodic point. In the latter case the extremal index can be expressed in terms of the pe-
riod; see [55] for a general account of the above facts. Example 2.7.1 shows that in a simple
random setting there are many more ways to obtain nontrivial exponential limit laws, e.g.
by random scaling, or by the existence of periodic orbits for only a positive measure set of
w.

ExXAMPLE 2.7.2. Random [-maps, random holes containing a non-random
fixed point (random observations with non-random maximum), general geo-
metric potential

We show how a nontrivial extremal index can arise from random [-maps where statistics
are generated by an equilibrium state of a general geometric potential. Consider the “no
short branches” random [-map example of Section 13.2 [3], where 3, € {2} UUyepc i [k +
8,k +1] for a.e. w, and some § > 0 and K < oo. The measurability of w ~ f3,, yields (M1).
We use the weight g, = 1/|T/|", r > 0. To obtain (MC) the base dynamics is driven by
an ergodic homeomorphism ¢ on a Borel subset () of a separable, complete metric space,
assuming that w — L, o has countable range, as in Example 2.7.1. Our random observation
function h : 2 x [0, 1] — R is measurable and for a.e. w, h, is C! with a unique maximum
at x = 0. We select a measurable scaling function t,; either or both of A, and ¢, could
be w-independent. By assigning thresholds z, x (which could also be w-independent) we
obtain a decreasing family of holes H,, ., which are decreasing intervals with left endpoint
at z = 0.

Clearly (E2) and (E3) hold and Lemma 13.5 [3] provides (E4). Conditions (E5) and
(E6), and (A) are immediate, as is (E7) with n’ = 1. Condition (EX) holds because there

EN
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is at least one full branch outside the branch with the hole. Regarding (ES8), ||gw.c|lco < 8"
and arguing as in the previous example, since inf £, .1 > |3, /5], we see (E8) holds with
n' = 1 because (3,, > 2. Because there is at least one full branch outside the branch with the
hole, (E9) holds with n" = 1 and k,(n’) = 1. We have now checked all of the hypotheses of
Theorem 2.5.12. By this theorem, for sufficiently small holes H., the corresponding random
open dynamical system has a quenched thermodynamic formalism and quenched decay of
correlations. As in the previous example, we emphasise that this result does not require
(S).

Because ¢, is uniformly bounded above and below, as long as 2, n is random, we
may adjust z,ny to obtain (S). We now verify (C8) for our holes, which are of the form
H, .y =0,ry x|, in preparation to apply Theorem 2.4.5. The same arguments from Case
1 and Case 2 of the previous example apply. Case 2 is unchanged. In Case 1 we have

"(0) o /’LO'_IOJ,O( ;—11wHw75N ﬂ HO'_IOJ,EN>

N uoflw,O(Tg—llew,sN)

Because Tof_llew,g v is a finite union of left-closed intervals, using the fact that ¢,-1,9 € BV,
and therefore has left- and right-hand limits everywhere, we may redefine ¢,-1,0(y) at the
finite collection of points y € T}, (0) so that

lim ua—lw,O(T;—llew,sN N Ha—lw,sN) _ ¢J*1w,0(0)
N—oo ,uoflw,0<Tg_—11wHw,eN) ZyeT;—l1w(O) ¢o—1w,0<y)

recalling that in Case 1, T(;,llew@N C Hy-1, ., Taking the minimum of Cases 1 and 2 as
in Example 1, we see that (jio’z) = limy_ 00 @E,O%N exists, which verifies (C8). Finally,

(2.7.5)

. . ta—lw qbcr*lw 0(0)

lim v, 0 (X N—1,y) = €XD —/tw 1 — min , : dm(w
Neroo 0( N-1 N) ( 0 ( { t, ZyeT;_llw(o) ¢071w70(y) ( )

EXAMPLE 2.7.3. A fixed map with random holes containing a fixed point (ran-
dom observations with a non-random maximum)

Let us now consider more closely the case of a fixed map and holes moving randomly
around a fixed point z, a situation previously considered in [9] in the annealed framework.

We take a piecewise uniformly expanding map 7' of the unit interval I of class C?,
and such that T is surjective on the domains of local injectivity. Moreover T' preserves a
mixing measure i equivalent to the Lebesgue measure Leb, with strictly positive density
p. We moreover assume that 7" and p are continuous at a fixed point xy. The observation
functions h,, have a common maximum at ¢, leading to holes H,, ., that are closed intervals
containing the point xg for any N. In Example 2.7.1 the holes were centered on z(, but
could vary dramatically in diameter between w-fibers. In this example the holes need not
be centered on xy but must become more identical as they shrink. Specifically, we assume

Leb(Hw@NAHU_kw’EN)
Leb(Hyey)

where the use of Lebesgue is for simplicity.

(2.7.6) sup — 0, N — oo,
k
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Since the sample measures p, o coincide with p, we may easily verify condition (S) by
choosing conveniently the size of the hole H,.,. Moreover, by choosing the holes to be
contained entirely within exactly one interval of monotonicity, we see that (EX) holds, and
thus (X) holds via Remark 2.5.3 and Proposition 2.5.5. Since the weights g, are nonrandom
and equal to 1/|7T"|, conditions (E1) to (E7) clearly hold. Since T' is continuous in zg,, the
holes will belong to one branch of T Therefore if D(T") will denote the number of branches
of T and A, := min; [T"|, Ay := max; |T”|, it will be enough to have D(T) — 1 > i—i: in
order to satisfy (E9) with n’ = 1. Moreover, still keeping n’ = 1 and since we have finitely
many branches, condition (E9a) in Remark 2.C.2 is satisfied with k,(n’) = 1. We may now
apply Theorem 2.5.12 to obtain a quenched thermodynamic formalism for our fixed map
with sufficiently small random holes.

Whenever the point z is not periodic, one obtains that all the qf]? ~ are zero by repeating
the argument given in Example 2.7.1 for £ > 0 and using the continuity of 7" at xzo. We
now take x(y as a periodic point of minimal period p and we assume that TP and p are
continuous at zy. We now begin to evaluate
(277) @E;pg_l) — :U/(T pr,éN N Hg—pw75N> .

Y (W Huen)
Since TP is continuous and expanding in the neighborhood of zq, by taking N large enough,
the set T"PH,, ., N Hy-», ., has only one connected component. Denote the local branch of
T through z( by T,,. Therefore by a local change of variable we have for the upper bound
of the numerator

QTR P Hoyoy M Horwey) = / ( p(T. ) IDTP (T, Py)| " dLeb(y)
TP(TPHycp

NH__ )

o Pw,en

< sup |[DT?|™" sup p Leb(H,,.,).

H“”EN Hw,eN

For the lower bound of the numerator, since 7% is locally expanding, TP(Hy-rycy) O
Hy—vpcp, and by (2.7.8)

WP oo O Hyrae) = [ p(T7y)| DT (T57y))| ~dLeb(y)
HW’ENmHofpw,sN
> inf |[DT?|™! inf p Leb(H,.,) —/ p(T, Py)| DT (T, Py)| " dLeb(y)
w,E N Hw,EN HW7EN\H07PW,EN
We can bound the second negative term as
/ p(T, Py)|DT?(T,Py)| "' (y)dLeb(y) < sup p sup |DT?|~" Leb(Hy ey AHp—ricy)-
H“"’SN\Hafpw,EN HW,EN Hw,sN

We are now in a position to verify the existence of the limit lim,,_,o (ju(f E_Nl). Using the
above bounds we have

infp,, |DTP| " infy,, pLeb(Huey) — supg,, |DTP|7' Leb(HyeyAHprycy)
supg, . pLeb(Hecy) a Leb(H,.,)
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<glrcl < SUPH. ey IPT”I "sup, , P Leb(Huey)
: infm, . pleb(H, .y )
Since the map TP and the density p are continuous at xy, and by using the assumption
(2.7.6), we will finally obtain the w-independent value

Ou0=1 !
T D)l

Theorem 2.4.5 may now be applied to obtain the quenched extreme value law.

EXAMPLE 2.7.4. Random maps with random holes

We saw in Examples 2.7.1 and 2.7.3 that an extremal index less than one could be
obtained for observables reaching their maximum around a point which was periodic for all
the random maps, or, for a fixed map, when the holes shrink around the periodic point. We
now produce an example where periodicity is not responsible for getting an extremal index
less than one. This example is the quenched version of the annealed cases investigated in
sections 4.1.2 and 4.2.1 of the paper [19].

Let Q = {0,...,] — 1}%, with o the bilateral shift map, and m an invariant ergodic
measure. To each letter j = 0,...,] — 1 we associate a point v(j) in the unit circle S* and
we consider the well-known observable in the extreme value theory literature:

h(z) = —log & — v(wo)|, z € S

where wqy denotes the 0-th coordinate of w € €).

In this case the hole H,, ., will be the ball B(v(wy), e *¥®)), of center v(wy) and radius
e *N@): For each w € Q we associate a map T,,,, where Ty, ..., Tj_; are maps of the circle
which we will take as S-maps of the form® Tj(z) = Bz +r; (mod 1), with 8; € N, 3; > 3,
and 0 < r; < 1. Since the range of w — L, is finite and the shift is a homeomorphism
on © with respect to the usual metrics for €2, assumption (MC) is verified. Since the
potential is equal to 1/|T] |, conditions (E1) to (E7) clearly hold. Condition (E8) holds as
in Example 2.7.1, which uses similar piecewise linear expanding maps. Condition (E9) is
a consequence of the fact that we have finitely many maps each of which is full branches;
it will be therefore enough to invoke (E9a) with n’ = k,(n’) = 1. As we have chosen 5; > 3
we have that (EX) holds and thus (X) follows via Proposition 2.5.5.

At this point we may apply Theorem 2.5.12 to obtain a quenched thermodynamic
formalism for sufficiently small holes.

6The reason for this choice is that, in order to compute the quantities (j(k) we have to follow the

w,07
itinerary of the points v(¢) under the composition of the maps T; and compare with their predecessors. As
it will be clear in the computation below for k = 0 and 1, the task will be relatively easy and generalizable
to any k > 0, if all the maps are at least C' which in particular means that the image of the point
T;(vj),4,5 = 0,...,0 — 1 is not a discontinuous point of the T;,i = 0,...,l — 1,. It will also be true that
all the maps T;,0 =1,...,l — 1 are differentiable with bounded derivative in small neighbourhoods of any
v;,4 = 0,...,1 — 1. If these conditions are relaxed, it could be that the limit defining the qA(Efg) for some k
is not immediately computable, we defer to section 3.3 and Proposition 3.4 in [6] for a detailed discussion
of the computation of the extremal index in presence of discontinuities. Another advantage of our choice
is that, as in Example 2.7.1, all the sample measure i, o are equivalent to Lebesgue, Leb.
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As a more concrete example, we will consider an alphabet of four letters A := {0, 1,2, 3}
and we set the associations

i— v =w0(i), 1=0,1,2,3,

where the points v; € (0,1), are chosen on the unit interval according to the following
prescriptions:

(279) TI(Ul) = TQ(UQ) = Vo, T()(Uo) = Vs; Tg(vi) 7é Ug,i = O, ]_, 2, 3.

Since the sample measures coincide with the Lebesgue measure, condition (S) reduces to
2e AN W) = % and we can solve for zy(w) by setting &, y = 0. The prescription (2.7.9)
clearly avoids any sort of periodicity when we take the first iteration of the random maps
(© ©)"~ 0 and this is sufficient to

needed to compute g, 5; nevertheless we will show that ¢,

conclude that 6, is smaller than 1. Of course we need to prove that the limits defining all
the other qALk()) for any k£ > 0 exist. We will show it for £ = 1 and the same arguments could
be generalized to any k& > 1.

Using T-invariance of Lebesgue, we have (for simplicity we write zy instead of zy(w)):

. (0) _ Leb (T B(v(wp), e ™) N B(v((07'w)o), e V)
Jypo = lim :

0= ym Leb(B(v(wp), e=#v))

provided the limit exists, which we are going to establish. Consider first a point w in the
cylinder [w_; = 0,wy = 3|; the quantity we have to compute is therefore

(2.7.10) (0 _ Leb (75 'B(vs,e ™) N B(vg, =)
. qw,O Leb(B(ng’ e*ZN))

If N is large enough, by the prescription (2.7.9), To(vg) = v3, we see that the local preimage
of B(vs,e ) under T, ' will be strictly included into B(vg, e *V) and its length will be
contracted by a factor 8;'. Therefore the ratio (2.7.10) will be simply 8;'. The same
happens with the cylinders [w_; = 1,wy = 0] and [w_; = 2,wy = 0], producing respectively
the quantities 3, ' and 3, . For all the other cylinders the ratio will be zero since the sets
entering the numerator of (2.7.10) will be disjoint for N large enough. In conclusion we
have

/ todindm = twBy  dm + / twBy Ydm + / t,fBy dm.
Q [w—1=0,w0=3] [w_1=1,wp=0]

[w—1=2,w0=0]

If we now take t, = t, w-independent, and we choose m as the Bernoulli measure with
equal weights 1/4, the preceding expression assumes the simpler form

. t, _ _
/tqg?z)dm = 1_6(B0 t4 By ! + 5y 1)-
Q

To compute cjﬁ()] we have to split the integral over cylinders of length three. As a concrete
example let us consider the cylinder [w_5 =i, w_1 = j,wy = k|, where i, j, k € A. By using

the preceding notations, we have to control the set
T Bl ) N T B (w3, e) N Bl e ™) =
T, (T ' B(vg, e ) N B(vj, 7)) N B(vg, e ).

(2
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138 2. PERTURBATION FORMULAE AND QUENCHED EXTREME VALUE THEORY

Let us first consider the intersection T ' B(vy, e=*¥ )N B%(v;, e~*). Call u one of the preim-
ages of Tj_l(vk) and T]_u1 the inverse branch giving T]_ul(vk) = u. If u = v; then the in-
tersection T]_ulB (vg, e *N) N B¢(v;, e *N) is empty. Otherwise, by taking N large enough,
the set 7 B(vy, e *") will be completely included in B°(v;,e ") and moreover we have,
by the linearity of the maps, TJTUIB(U;C, e *N) = B(u, ,Bj_le*ZN). We are therefore left with
the computation of T} 'B(u, 8;'e™*) N B(v;,e™*N). If u € A we proceed as in the com-

putation of q&% by using the prescriptions (2.7.9); otherwise such an intersection will be
empty for N large enough. For instance, if, in the example we are considering, we take
k=0,7=2,i=0 and we suppose that among the [y preimages of vy there is, besides vy,
v3 too, namely Ty(v3) = vy, and no other element of A, * then we get the contribution for

~(1)
/ twﬁglﬂo—ldm
[w_2=0,w_1=2,wp=0]

w,0 *
From the above it follows that 0, exists for a.e. w, and that we may apply Theorem 2.4.5.
It is not difficult to give an example where all the (jo(f()) can be explicitly computed. Let us
take our beta maps T;(z) = f;z + r;-mod 1 in the particular case where all the r; are equal
to the irrational number r. Then take a sequence of random balls B(v((c*w)g),e ™),k >0

with the centers v((0*w)g),k > 0 which are rational numbers. From what we discussed

above, it follows that a necessary condition to get a ql(ulf()) # 0 is that the center v((o~**Vw))
will be sent to the center v(wy). Let z one of this rational centers; the iterate 77 (z) has the
form T} (2) = B, 1 - - Buwo? + knr,-modl, where k,, is an integer number. Therefore such
an iterate will be never a rational number which shows that all the (jff[)) =0forany £ >0
and w, and therefore 6,9 = 1.

"This condition does not intervene to compute §

5% and shows that it is strictly less than one.
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2.A. A version of [33] with general weights

In this appendix we outline how to extend relevant results from [33] from the Perron-
Frobenius weight g,0 = 1/|1}| to the general class of weights g, in Section 2.5. To
begin, we note that there is a unique measurable equivariant family of functions {¢u 0 }wea
guaranteed by Theorem 2.19 [3] (called ¢, there). We wish to obtain uniform control on
the essential infimum and essential supremum of ¢, for a suitable class of maps.

In [33] we work with the space BV; = {h € L'(Leb) : var(h) < co} and use the norm
|- lBv, = var(-)+] - ||:. Here we have a measurable family of random conformal probability
measures v, (guaranteed by Theorem 2.19 [3]) and we work with the random spaces B, =
BV,,, = {h € L'(v.,) : var(h) < oo} and the random norms || - |z, = var(-) + || - || 1(u,.0)-
We also work with the normalised transfer operator ﬁw,o(f) = Loyo(f)/Vwo(Luol). All of
the variation axioms (V1)—(V8) in [33] hold with the obvious replacements.

PROOF OF LEMMA 2.5.9.

C1’: Since essinf, inf £, 1 > essinf, inf g, 0, (E3) and (2.5.6) together imply that
(C17) holds.

C7 (¢ = 0): We show essinf, inf ¢, > 0; this will give us (C7"). The statement
essinf, inf ¢,0 > 0 is a generalized version of Lemmas 1 and 5 [33] and we follow the

strategy in [33|. The result follows from Lemma 2.A.2 below, which in turn depends on
(2.A.3) and Lemma 2.A.1.

C4’ (¢ = 0): It will be sufficient to show that there is a K < oo and 0 < < 1 such
that for all f € B, with v, 0(f) =0 and a.e. w, one has

(2.A.1) 122 0l < KA1 £, for all n > 0,

This is a generalized version of Lemma 2 [33|, which has an identical proof, making the
replacements outlined in the proof of Lemma 2.A.1 below, and using Lemmas 2.A.1-2.A.5
and (2.A.3). We also use the non-random equivalence (2.5.13) of the B, norm to the usual
BV, norm.

C2 (¢ =0), C3 (¢ =0), C5 (¢ = 0): We wish to show that there is a unique
measurable, nonnegative family @, o with the property that ¢,o € By, [ @uwo dvwo = 1,
Ly 0Puwo = Powp for a.e. w, esssup,, [|duo0llp, < 0o, and

(2.A.2) esssup ||éwollB, -

139
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We note that again the norm equivalence (2.5.13). This is a generalized version of Propo-
sition 1 [33]. To obtain this generalization, in the proof of Proposition 1 [33], one modifies
the space Y to become

Y ={v:Qx X — R:v measurable, v, := v(w,-) € B, and esssup ||v,|/5, < oo}.

All of the arguments go through as per [33] with the appropriate substitutions. Our
modified proof of Proposition 1 [33] will also use the modified Lemmas 2.A.1-2.A.5, and
inequality (2.A.3) below.

CCM: Finally, we note that (CCM) follows from (C2) (¢ = 0) together with non-
atomicity of v, . But non-atomicity of v, o follows from the random covering assumption
as in the proof of Proposition 3.1 [3]

Full Support: Following the proof of Claim 3.1.1 of 3], we are able to show that v,
is fully supported on [0, 1], i.e. v,0(J) > 0 for any non-degenerate interval J C [0,1]. O

We note that by (2.5.19) with e = 0, we have our uniform Lasota—Yorke equality.
(2.A.3) var(LL g1) < Aa"var(¢) + Buyo(|¥]),

for all n > 1 and a.e. w. This immediately provides a suitable general version of (H2) [33],
which is that there is a C' < 0o such that

(2.A.4) | L0o?|lB,., < Cl||s, for a.e. w.

ocw —

Define random cones Coy, = {¢p € B, 1 ¢ > 0,vary) < a [ di, o}

LEMMA 2.A.1 (General weight version of Lemma A.1 [33]). For sufficiently large a > 0
we have that LI Cow C Coporny, for sufficiently large R and a.e. w.

PROOF. Identical to [33], substituting C,,, for C,, Ewp for L, and v, for Lebesgue.
O

LEMMA 2.A.2 (General weight version of Lemma 1 [33|). If one has uniform covering
in the sense of (11) [33], then there is an N such that for each a > 0 and sufficiently large
n, there exists ¢ > 0 such that

(2.A.5) essinf LY"h > (¢/2)v,0(|h|) for every h € Co,q and a.e. w.

PrROOF. Making all of the obvious substitutions, as per Lemma 2.A.1 and its proof, we
subdivide the unit interval into an equipartition according to v, o mass. This is possible
because v, is non-atomic (Proposition 3.1 [3]). We conclude, as in the proof of Lemma 1
[33], that there is an interval J of v, o-measure 1/n such that for each f € C, ,, one has
inf; f > (1/2)v,0(f). Then using uniform covering and the facts that essinf,, inf g, > 0,
esssup,, gwo < 00, and esssup,, D(T,,) < oo, we obtain essinf,, inf Eﬁ,of > ag > 0, where £
is the uniform covering time for the interval J. The rest of the proof follows as in [33]. O

LEMMA 2.A.3 (General weight version of Lemma A.2 [33]). Assume that 1,9 € Cop
and [ dv,o= [ dv,o=1. Then || — /||, <2(14 a)Ouw(®), ).

PROOF. Identical to [33], substituting v, ¢ for Lebesgue. The randomness of the Hilbert
metric ©,,, only appears because the functions lie in C,,. O
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LEMMA 2.A.4 (General weight version of Lemma A.3 [33]). For any a > 2var(ly), we
have that Effg is a contraction on C, o for any sufficiently large R and a.e. w € €.

PROOF. The proof in [33] may be followed, making the substitutions as in Lemma
2.A.1 and its proof. The first inequality reads
esssup L5 f < vprvg, ([C5Y f1) + Coar(L5Y £) < (1 + Coara/2)vo(If]) = 1+ Cuara/2,

where we have used axiom (V3) [33]| and the weak contracting property of Effg in the v,
norm. The rest of the proof follows as in [33]. O

Let B,o={v € B, : fw dv,o = 0}.
LEMMA 2.A.5 (General weight version of Lemma A.4 [33]).

PROOF. Identical to [33], substituting as per Lemma 2.A.1 and Lemma 2.A.3 and their
proofs above, and using (2.A.4). O

LEMMA 2.A.6 (General weight version of Lemma 5 [33]). essinf,, ¢ 0 > ¢/2 for a.e. w.

PROOF. Identical to [33| with the appropriate substitutions. O

2.B. A summary of checks that relevant results from [22] can be applied to
BV,

The stability result Theorem 4.8 [22] assumes that the underlying Banach space is
separable, however this separability assumption is only used to obtain measurability of
various objects (and in fact Theorem 3.9 [22] may be applied to sequential dynamics). We
use these results for the non-separable space BV; in the proof of Lemma 2.5.10, and we
therefore need to check that all relevant results in [22] hold for BV, under the m-continuity
assumption on w — L, o; the latter will provide the required measurability. All section,
theorem, proposition, and lemma numbers below refer to numbering in [22].

There are no issues of measurability in Section 3, including Theorem 3.9, until Section
4, so we begin our justifications from Section 4.

Theorem 4.8: This is the main stability theorem. We would substitute “separable
strongly measurable random dynamical system” with m-continuous random dynamical sys-
tem. This theorem relies on Propositions 4.15 and 4.16, Lemma 4.21, Proposition 4.22, and
Lemma 4.23.

Proposition 4.15: There is no measurability involved.

Proposition 4.16: Uses Lemmas 4.17 and 4.19. We note that the bounds (95)—-(97) in
the proof are simpler in our application of this result as our top space is one-dimensional.

Lemma 4.17: This may be replaced by Theorem 17 [40|, which treats the m-continuous
setting. This removes any use of Lemma B.1 and Lemma B.7.
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Lemma 4.18: This uses Lemma 4.17 and the fact that compositions of m-continuous
maps are m-continuous. The latter replaces the use of Lemma A.5 [43], which is used in
several results. This replacement will not be mentioned further.

Lemma 4.19: We will assume that w — II, is m-continuous in the statement of the
lemma. At the start of the proof we would now instead have w ~— II,(X) is m-continuous
by the definition of m-continuity (see e.g. (4) in [40]); this removes the use of Lemma B.2
in the proof. Lian’s thesis is quoted regarding measurable maps/bases connected with a
measurable space I1,(X). In our application, TI, has rank 1 and therefore stating that
there is a (in our case m-continuous) map e :  — II,,(X) is trivial. One proceeds similarly
for the dual basis.

Lemma 4.21: This concerns measurability and integrability of w +— det(L!'|E;,,) and
w — log||L|E; || where E;, is an Oseledets space. m-continuity of w — E;, is pro-
vided by Theorem 17 [40]|, removing the need for Lemma B.2. The m-continuity of
w > log ||L1|E; || follows from Lemma 7 [40]. Because in our application setting we only
require one-dimensional E;,, the determinants are given by norms and there is nothing
more to do concerning determinants. This removes the need for Proposition B.8. Lemma
B.16 [43] may be replaced with Lemma 7 [40] to cover the m-continuous setting. Proposi-
tion B.6 is not required in the P-continuity setting.

Proposition 4.22: There is no measurability involved.

Lemma 4.23: There is no measurability involved.

2.C. A var—v,,(] -|) Lasota—Yorke inequality

Recall from Section 2.5 that Zo(fg denotes the partition of monotonicity of 7, and that
yfw(jé) is the collection of all finite partitions of [0, 1] such that

(2.C.1) var, (959) < 2[1950 1

for each A = {4,} € szw(%) Given A € 0,Weset zZi = {Z e ZM(A): Z C Xwn_le}

where ZAU(JnE) (A) is the coarsest partition amongst all those finer than A4 and Z 0 ) such that

all elements of Zw,s)(A) are either disjoint from X, ,_;. or contained in X, ,_1.. Then

(2.C.1) implies that
(2.C.2) varz(g7) < 2)1g53 I

for each Z € fo?a We now prove a Lasota—Yorke inequality inspired by Lemma 1.5.1.

LEMMA 2.C.1. For any f € BV, , we have

8119572 | oo

var(L5.(f)) < 9llg22loovar(f) + 2 eolfD):

My ez (a) Vo0
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PROOF. Since L7 (f) = L2 o(f - Xun-1.), if Z € ZELANZSL., then ZN X0 1 = 0,
and thus, we have L}, (f1z) = 0 for each f € BV, ,. Thus, considering only on intervals

Z in 2., we are able to write
(2.C.3) Lrf= Y (zfgi)oT,%
zez{").
where
1,7 T (lye) > Z
is the inverse branch which takes T)"(x) to x for each € Z. Now, since
1Z @) T‘;Z = 1TL‘(Z)>

we can rewrite (2.C.3) as

(2.0.4) Lo f= " Az ((fe) o To%) .
zez{"),

So,

(2.C.5) var(Ll f) < > var (Iyez) ((fo0) 0 T,%)) -
zezl) .

Now for each Z € Zo(ﬂzg we have
var (Lo () ((f9i2) 0 T2)) < varg(fgid) +2sup | fg)|
< 3varz(fgl)) + 2inf | f40|
< 3[|gS2 floovarz(f) + 3sup |fIvarz(g52) + 2/l g2 oo inf | £]
< 3195 |sovarz (f) + 6]|g52 | sup 1+ 201952 oo inf ||

< 9l g5 loovarz (f) + 898 )||oolnf /]

Vw,o(|f|Z|)'

2.0.6 < 9lg"™||, OIS
( ) < 9|95 |sovarz (f) + 8| g,2 || voo(Z)

Using (2.C.6), we may further estimate (2.C.5) as

var(Lj . f) < Z (9Hgfj’:‘2HoovarZ( )+8ngaHoo (\f’z|))

(n) Yool Z)
ZEZw,*,s
81652 oo
(2.C.7) < 9)|gilsevar(f) + — 7 Voo(lf]),
ming o () %o(Z)
and thus we are done. O
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REMARK 2.C.2. Note that we could have used Leb or any probability measure in (2.C.6)
rather than v, o. Furthermore, Lemma 2.C.1 could be applied to Section 2.5 with a measure
other than v, if the appropriate changes are made to the assumption (E9) so that a
uniform-in-w lower bound similar to (2.5.18) may be calculated.

In particular if we replace (E9) with the following:

(E9a)  There exists k,(n') € Nand 6 > 0 such that for m-a.e. w € , all ¢ > 0 sufficiently
small, we have Leb(Z) > ¢ for all Z € Z%).(A),
(E9b)  There exists ¢ > 0 such that essinf,, |T]| > ¢,

then the claims of Section 2.5 hold with v, in (2.C.6) replaced with Leb.
Indeed, to obtain a replacement for (2.5.18) one could use (E9a) and (E9b) to get

inf 9o, k"(n inf Jf,k"(n
)\ko(()n’)

~inf g(k" ) inf thk“(n/))
> essinf ) Leb(Z) >0
w,0

Leb(Z) = Leb(.c "1,) > Leb(Pre()1 )

for all Z € ZS?QE(A), where we have also used (E3) for the final inequality. As (E9) is only
used to prove (2.5.18), the remainder of Section 2.5 can be carried out with the appropriate
notational changes. In fact, the proof of Lemma 2.5.10 can be simplified by replacing v, o
with Leb as Lemma 5.2 of [12] would no longer be needed.

REMARK 2.C.3. Note that the 2 appearing in (2.C.1), and thus the 9 and 8 appearing in
(2.C.7), are not optimal. See [3] and Section 1.15 for how these estimates can be improved.

2.D. Proof of Claim (6) of Theorem 2.5.12

PROOF OF CLAIM (6) OF THEOREM 2.5.12: Set B, = BV, . Define the fully nor-
malized operator .7, . : B, — By, given by

1

jw,a(f) = Ew,a(f : ww,s)-

pw,awaw,e

Then we have that £, .1 =1 and piyy(-Zocf) = e (f). Following the proof of Theorem
1.11.2; we can prove the following similar statement to Claim (5) of Theorem 2.5.12: For
each h € B,, m-a.e. w € Q) and all n € N we have

(2.D.1) 15— e (5,0, = 120 R0, < DBl 7

where h == h — poe(h) and D, k. are as in Claim (5) of Theorem 2.5.12. Using standard
arguments (see Theorem 11.1 [3]) we have that

|Nw,6 ((f © Tﬁ) h) - NU"w,E(f)Mw,6<h)| = MHonwe (’fgg,ail

Note that at this stage we are unable to apply (2.D.1) as the || - |5, norm and the measure
Hye are incompatible. Now from the third statement of Claim (5) of Theorem 2.5.12 we
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2.D. PROOF OF CLAIM (6) OF THEOREM 2.5.12 145

have that

N Qo"w,e < fgjzsil Xo"w,n,s)
Honw,e <)f$u?sh ) -
’ ch"w,s (Xa"w,n,s)

< D||fZ2 b 5,n, KD,

and thus we must have that

~ ~ Qo”w,a < fgu:l,gil Xa"w,n,s)
2.D.2 Hgnoe <‘ 2k ) < D|f-L" s KD+
( ) ’ || ' || Qa"w,s(Xo'"w,n,a)
Using (2.D.1) and (2.5.14), we have that
(2.D.3)
Qonw,s < fgu:éjl Xa"w,n,e) N N
< Hfgﬁ,ehnanw,oo < Hf”anw,oongg,shnl?gw < D“f”oo,thHBw’{?'
Qa"w,s(Xanw,n,a)

Combining (2.D.2) and (2.D.3) and using (2.D.1) again we see that
’Mw,s ((f o TZ}) h) - Mo”w,s(f)ﬂw,e(h)‘ S ,UO'”w,E <‘f‘$¢:’;5i\l

)

S (T EZ X D Sy
< DI Lokl iz + —— 2 —
< D\ £.Z5 b5, 52 + DIl fllscwll P, 52
< D?| flls.|IPll5. 52" + DI fllsowll Bl 5, 52
< D|fllscwllbllgn2

for all n sufficiently large, and thus the proof of Claim (6) of Theorem 2.5.12 is complete.
0
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A’

C1:

C1’:

Glossary of Assumptions

For each € > 0 H. C Jj is measurable with respect to the product o-algebra
F @ A on Jysuch that H. C H. foreach 0 <&’ <e ................ see page 88

H,. CH,. foreache’ <ecandeachweQ ................ ... see page 88

For each w B, C L®(v,p), where vy = (Vy0)weq is the random probability
measure given by (CCM), and there exists a measurable m-a.e. finite function
K : Q — [1,00) such that ||f|lecw < Kl flls, for all f € B, and each w € €,

where || - ||oow denotes the supremum norm with respect to v, 0. ..... see page 88

There exists a random probability measure vy = {vu0},cq € Pa(f2 x 1) and
measurable functions A\g : © — R\ {0} and ¢ : Jo — (0,00) with ¢g € BVq(I)
such that

ﬁw,0<¢w,0) = )\w,0¢0w,0 and Vaw,O(‘cw,O(f)) = Aw,O”w,O(f)

for all f € BV(I). Furthermore, we suppose that the fiber measures v, are
non-atomic and that A\, ¢ := v 0(Ly0l) with log A\, o € L'(m). The T-invariant
random probability measure pg on € x [ is given by

/vbw,O(f) = /If¢w,0 de,Ou f € Ll(Vw,O)'

..................................................................... see page 23

There exists a measurable m-a.e. finite function C; : 2 — R, such that for
f € B,, we have

sup Lo ()5, < Cr(w)]fl5,

..................................................................... see page 90

There exists C; > 1 such that for m-e.a. w € €2 we have
Cil<L,ol <O
..................................................................... see page 99
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152 Glossary of Assumptions

C2:

For each ¢ > 0 there is a random measure {V%S}MEQ supported in J, and
measurable functions A, : Q — (0, 00) with log A\, € L'(m) and ¢. : Jo — R such
that

Ew,e(¢w,e) - /\w,sgbaw,e and Vaw,a('cw,a(f)) - /\w,ayw,e(f)
for all f € B,,. Furthermore, for m-a.e. w € €2
Voo(pwe) =1 and  1,0(1) =1
..................................................................... see page 91
C3:
There is an operator ). : B, — By, such that for m-a.e. w € Q and each
f € B,, we have
)\;}gﬁw,s(f) = Vw,s(f) : (bow,s + Qw,s(f)'
Furthermore, for m-a.e. w € 2 we have
Qw,s(¢w,s) =0 and Vmu,s(@w,s(f)) =0
..................................................................... see page 91
C4:

For each f € B there exist measurable functions Cy : 2 — (0,00) and « :
Q' x N — (0,00) with a,(N) — 0 as N — oo such that for m-a.e. w € Q and all
NeN

sup Q% e follos.over < Cr(w)ow(N) fulls..,
Sgg HerV*Nw,sfa—NwHoo,w < Cf(w)a(LJ(N)Hfa—Nw”Ba_Nwa
and [|¢sny 0 lco.o¥w@®w (V) = 0, |¢5-N40lloo.o-No@w(IN) = 0as N = oo ... see page 91
C4’:

For each f € Band each N € N there exists C'y > 0 and a(N) > 0 (independent

of w) with a := Y y_, @(N) < 0o such that for m-a.e. w € Q, all N € N

sup 103 follooov < Cra(N)|| fulls.

..................................................................... see page 99

C5:
There exists a measurable m-a.e. finite function Cy : 2 — [1, 00) such that
SUP [[fucllocw < Co(w) - and - iduolls. < Co(w)

..................................................................... see page 91

C5’%:

There exists Cy > 1 such that
sup ||¢w,s”oo,w S C’2 and H¢w,0”8w S C2
e>0
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for m-ace. w € ) L see page 99
Cé6:
For m-a.e. w € ) we have
ll_rg(l) Vw,0<Hw,a) =0
..................................................................... see page 91
CT:

There exists a measurable m-a.e. finite function C5: Q — [1, 00) such that for

all € > 0 sufficiently small we have

inf ¢, 0 > C’gl(w) >0 and essinfinf ¢, . > 0

..................................................................... see page 91

C7:
There exists C3 > 1 such that for all € > 0 sufficiently small we have
essinfinf ¢, o > 03_1 >0 and essinfinf ¢, . > 0

..................................................................... see page 99
C8:

For m-a.e. w € €2, we have that the limit cjgf()) = lim,._, qﬁf“@ exists for each
k >0, where G is as in (2.2.5) oo see page 91

CCM:

There exists a random probability measure vy = {vy0},co € Pa(J) and
measurable functions g : © — R\ {0} and ¢o : Jo — (0,00) with ¢y € B such
that

ﬁw,0<¢w,0) = )\w,O(bcrw,O and Vow,(](ﬁw,(](f)) = /\w,OVw,O(f>

for all f € B, where ¢, () := ¢o(w, -). Furthermore, the fiber measures v, are

non-atomic and that A, ¢ := Vw0(Leol) with log A, o € L'(m). The T-invariant

random probability measure py on J is then given by

Mw,O(f) = f¢w,0 de,O; f € Ll(yw,O)'
jw,O

..................................................................... see page 16

E1:
There exists C' > 1 such that
esssup|T| < C and esssup D(T,,) < C,

where D(T,,) = supyeio #T, (4) - oo see page 111

E2:

The weight function g, ¢ lies in BV for each w € {2 and satisfies

eSS SUP || g0 loo1 < 00
w
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E3:

E4:

E5:

E6:

ET:

ES:

E9:

E9a:

E9b:

EX:

Glossary of Assumptions

.................................................................... see page 113

.................................................................... see page 113

For every subinterval J C [0, 1] there is a k = k(J) such that for a.e. w one has
TRE(T) =0, 1] e see page 113

There is a uniform-in-¢ and uniform-in-w upper bound on the number of con-
nected components of H, . .......... . . i see page 113

lim ess sup Leb(H,,.) =0

e—0 w

.................................................................... see page 114

For m-a.e. w € € and all € > 0 sufficiently small

To(Jwe) = 10,1]
.................................................................... see page 114

There exists n’ > 1 and ¢y > 0 such that

9-esssup [|g") ||oos < essinf inf inf 7?1
w ’ w 0<e<eg

.................................................................... see page 114

There exists k,(n') € N such that for m-a.e. w € Q, all € > 0 sufficiently small,

and all Z € Zin;)g we have Tf"(n/)(Z ) = [0, 1], where n’ is the number coming from
() ot see page 115

There exists k,(n') € N and § > 0 such that for m-a.e. w € Q, all ¢ > 0
sufficiently small, we have Leb(Z) > 6 for all Z € ZU).(A) ......... see page 144

There exists ¢ > 0 such that essinf, [T/ | >c ............... . .. see page 144

There exists an € > 0 and an open neighborhood ]EI%E 2 H,. such that
T.,(U,) 2 H¢ where U, := UZGZMZE and Z. denotes the closure of Z. €

ow,g?

Aye = {Zﬂﬁfm 1 Z € 2,0 withm({we Q:#A,.>2}) >0 .... see page 114
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M2:

MC:

P1:

P2:

P3:

P4.

P5:
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Themap T : Q2 x I — Q x I ismeasurable ....................... see page 23
The map T : Jy — Jo is measurable with respect to % ® Z# ..... see page 15

For every measurable function f € B, the map (w,x) — (Lo f)w(z) is measur-

able L see page 16

The map o : @ — ) is a homeomorphism, the skew-product map 7' : Q x

[0,1] — ©2x[0, 1] is measurable, and w — T, has countable range .... see page 111

There exists a function C : Q — R, such that for f € B, we have
sup Lo (B < Crlw)| |5,

..................................................................... see page 82

For each w € © and € > 0 there is a functional v, . € B}, the dual space of B,,,

Awe € C\ {0}, and ¢, . € B, such that

Ew,e(¢w,e) = /\w,sgbaw,e and Vaw,e(ﬁw,a(f)) = /\w,ayw,e(f)

for all f € B,,. Furthermore,

..................................................................... see page 82

There is an operator Q. : B, — By, such that for each f € B, we have

MLl f) = Vue(f) - bowe + Que(f).

Furthermore, we have

Qw,a((bw,s) =0 and Vaw,s(@g.;,g(f)) =0

..................................................................... see page 82
There exists a function C5 : 2 — R, such that
sup [|¢u.clls, = Ca(w) < o0
e>0
..................................................................... see page 83
For each w € 2 we have
1
1rr(1] Nw,e =0
..................................................................... see page 83
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Pé6:
For each w € Q such that A, . > 0 for every ¢ > 0, there exists a function
C5: 2 — R, such that
lim sup Thore = Cs(w) < 0.
e—0 Aw,a
Given w € (2, if there is ¢y > 0 such that for each ¢ < ¢y, we have that A, =0
then we also have that n,,. =0 foreach e <eg¢ ............. ... . .. see page 83
P7:
For each w € )
lim v, (¢wpo) =1
..................................................................... see page 83
P8:
For each w € 2 with A, . > 0 for all ¢ > 0 we have
lim limsup A 00 ((Ew,O — L) (QZ_% g¢rnw,o)) =0.
n—oo e—0 ’ )
..................................................................... see page 83
P9:
For each w € @2 with A, . > 0 for all € > 0 the limit
(k’) 1 I/o'w,O ((Ew,o - Ew,a)(;E,;—kwﬁ)(ﬁo.f(lwrl)wp — Eo.f(k+1)w78)(¢0_7(k+1)w70)>
= lim
Qw,O e—0 Vow,0 ((‘Cw,O - Ew,a)(¢w,0))
exists for each k>0 ... .. see page 83
Q1:
m (n) ~ L ioe e® < lim 2 log o"
lim —log ||gS" || + limsup — log &Y < lim —logpl = [ logp, dm(w).
n—o00 N n—ooo N n—oo 1 Q
..................................................................... see page 30
Q2:
For each n € N we have log &E,n) eLY(m). ... see page 30
Q2’:
log fi, e LYm). oo see page 38
Q3:
For each n € N, logd,,,, € L*(m), where
dwm = min A,(1z).
zez)
..................................................................... see page 30
Q3’:
logd, N, € L'(m), where 4, is defined by (1.3.18) ............... see page 38
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QO:

Q1:

Q2:

Q2

Q3

7’:
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?Sip #Qform-ae. WEQ ..o see page 75
iy L (n) - oo c® < 1im * log o
lim —log ||gy" [|eo + limsup — log (" < lim —logp!’ = [ log p, dm(w),
n—o00 7 nooo T n—oo 1 Q
..................................................................... see page 76
For each n € N we have log™ Cf}") el (m) ..o see page 76
log™ CU(J e LYm) o see page 76

For each n € N, logd,,, € L'(m), where
Own = min Ay(1z).

A e?i"}

..................................................................... see page 76

log 5w7N* E L) oo see page 76

For any fixed random scaling function ¢t € L*(m) with ¢ > 0, there are se-
quences of functions zy, &y € L®(m) and a constant W < oo satisfying

Howo({hw(x) — 208 > 0}) = (tw + &un)/N, for a.e. w and each N > 1

where:
(1) impy o0 &uv = 0 for a.e. w and
(i) [fon] <KW forae wandall N >1 ..o, see page 99

For m-a.e. we€ Qwehave X, oo 0 ..o see page 18

There exists & > 0 sufficiently large such that Z{” € E&n)(d) for each n € N
and each w € (). .. see page 75

There exists & > 0 such that 25" € giN*)(d) foreachw € Q .... see page 76
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Al 34
B., 40
B 34
C(w,?6), 63
C.(w), 39
Deoo, 19
Dem, 19
G, 98
Hy.,, 98
I, 24

J,, 113
Jus(2), 35
Ju_(2), 35
K, 37
L., 38
M,(Z), 30
N,, 38

P, 113
QY 37
R(o.), 68
R.. 40
R.((.), 93
R,, 40
Sy, 16
Snos 16

T . j() — j()v 15
T:} : jw,O — ja”w,(b 15

Vopsy 98
Vie, 57
X0, 89
X, 00, 18
Xw,n,87 89
Xom, 17
BV(I), 22
BV,, 112
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BVa(1), 22
BV,, 112
B(7), 22
Ay e, 83, 89
I'w), 42
A(R), 124
Leb, 15
Au(f), 27
Q, 14

Qy, 88
Qp, 41
Qp, 51
Qga, 40
Y, 50
»® 43
Ou.+, 33
Ou.a; 33
R(o.), 68
2.y 98
R.(C), 93
A, 30

B, 16

B, 16

D, 57
D*, 57
EP(yp), 67
gP(‘PO)? 67
7,24

J, 17

Jo, 15
T, 17
jw,()? 14
L, 19
Lo, 16
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Lo, 82, 89 PARNEN
Po(Y), 15 B, 15
Prim(1), 69 Gt 33
Koo, 89 G, 33
X, 18 F, 14
Xne, 89 F R AB, 15
X, 18 £, 62
ZO.HQ]- UQ—>Q,14
zm 21 6, 38
z0., 115 Ouv0,m, 105
= o
(n) W,EN,TLY
z%, 3 Tt n 110
2.9, 30 var(f), 22
diam,, (Y, 33 vara(f), 22
diamw,a(y)a 33 @Yo - j() — R, 16
Oy 31 ZM(A), 30
l(w), 42 oy 99
Nuwe, 33, 90 (n)
S &, 30
0> 90 ¢, 39
g, 90 Lo, 19
L0, 116 Lyes 89
Loe, 116 ao, 40
Dwom 20 9uw,0, 16
- Gue, 115
Dy p, 20 n1714
Xioo, 18 q*’ 40
A K
fw’q’71824 i 53
T ab2, 86
||f||BV7 22 to, 99
[£lloc, 22 Yo : 2 = N, 42
_R(Qw>, 08 Zw,N 5 98
Zwy 98
EL”), 75 admissible potential, 22
—=(n)
2w 15 bad block, 42
?in;, 75 base dynamical system, 14
Z" 75 -
w,U" closed random dynamical system, 17
?&nz’ 75 closed random set, 15
E?W),75 contiguous, 30
vy convex cone, 31
R.(Cw), 93 covering, 113
b, T7
Pu, 28 expected pressure, 67
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fiberwise escape rate, 68, 93

good block, 42
good fiber, 40

Lyapunov exponent, 124
open covering time, 30
potential, 16

random absolutely continuous

conditionally invariant probability

measure (RACCIM), 25
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