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1 Introduction
Over the past few years, the study of interactions between Combinatorial Optimization and

Machine Learning has been a growing field of research. In particular, learning the heuristically
made choices along a Branch and Bound algorithm has been targeted by the literature (see [1]
for a survey). The majority of the approaches is dedicated to learning to imitate the behaviour
of solver’s heuristics (see for instance [2, 3, 4, 5, 6]), using imitation learning.
On the contrary, quite few address the task of discovering new policies, undoubtedly due to
the difficulty of the challenge. [7] learns a cutting strategy amongst Gomory’s cutting planes,
In this preliminary work, we extend the methodology presented in [8] to the node selection
strategy, using reinforcement learning to discover such strategy. An alternative approach, using
supervised learning, is also proposed.

2 Framework
Our goal is to design a node selection policy in a Branch and Bound procedure. The conside-

red instances should come from a same given Mixed Binary Linear Problem. As a consequence,
they share the same structure, i.e. the same dimensions and null coefficients. The objective of
the designed node selection policy is to build trees of minimal size on such instances.
As in [9], we focus on learning the selection of one of the two node’s children, once the bran-
ching variable has been selected. To ensure the coherence of the proposed methods, we enforce
the use of Depth-First Search (DFS) and solve instances to optimality.

3 Node selection using Supervised Learning
Let us make two hypotheses in this section :
H1 : the branching strategy is only dependent on the current branching state.
H2 : the optimal integer solution is unique.

When dealing with the node selection strategy in a simple B&B procedure, one can first
acknowledge that, under H1, the node selection strategy has no impact on the tree size once
the optimal solution of the instance has been found.
As a consequence, when the optimal integer solution is unique (H2), choosing at each node the



child leading to the optimal solution (if possible) will minimize the number of nodes processed
to reach it, hence the size of the entire tree.
Our approach is then to predict, at each node, the optimal integer solution of the according
sub-problem. Once the branching variable has been selected, we then visit first the child node
corresponding to the predicted solution. A classifier is trained to predict the optimal integer
solution (if any) at each node, the training data being drawn from the according node selection
strategy.

4 Node selection using Reinforcement Learning
In addition to the hypotheses previously mentioned, a limit to the supervised approach is

the absence of the notion of risk. As a classifier cannot predict perfectly the optimal node, it
seems to be important to limit the occurrence of harmful errors.
Under DFS, the optimal choice presented above is equivalent to visiting first the child which
will minimize the subtree size rooted in the current node. On the contrary, a harmful error
would be choosing a child which leads to a large subtree.
Using Approximate Q-learning, we train an agent to design the node selection policy. The
Q-value at current node is defined as a discounted version of the subtree size and the policy is
given by the minimization of the predicted Q-value. Doing so, the agent can quantify the cost
of a bad node selection and hence avoid making such choices.

5 Discussion
Both approaches have different advantages and drawbacks. On the one hand, supervised lear-

ning allows to avoid the sample complexity inherent to the reinforcement learning approach, as
the targets are stationary. However, it may suffer from problem’s symmetries and approxima-
tion errors. On the other hand, reinforcement learning quantifies the risk and handles symetries,
but at the price of a higher sample complexity.
Experiments are made on simple real-world problems provided by Electricité de France.
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